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ABSTRACT OF THE DISSERTATION
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As an increasingly important part of our social, professional and financial lives happens online, the frequency with which we have to deal with privacy problems is ever on the rise. In this dissertation I answer the question: How can we help users to balance the benefits and risks of information disclosure in a user-friendly manner, so that they can make good privacy decisions?

After briefly motivating this question in Chapter 1, I will first discuss problems with existing answers to this question in Chapters 2 and 3. In Chapter 2, I explain how providing transparency and control does not sufficiently help users in making better privacy decisions. Specifically, I demonstrate that people's privacy decisions fall prey to all sorts of decision biases, and that most privacy decisions are too complex for people to fathom. In effect, many people refrain altogether from exploiting provided transparency and control.

In Chapter 3, I explain how "privacy nudging" is also not sufficient in its presently studied form. Specifically, I demonstrate that although nudges relieve some of the burden
of privacy decision making, they tend to overlook the inherent diversity of users’ privacy preferences and the context-dependency of their decisions.

The central thesis of this dissertation is that because of these shortcomings of transparency-and-control and privacy nudges, privacy scholars need to move beyond the “one-size-fits-all” approach that is embodied in both nudges and transparency and control. I argue that because of the high variability and context-dependency of people’s privacy decisions, nudges need to be tailored to the user and her context.

In several studies, I contextualize users’ privacy decisions by showing how disclosure depends on the person’s privacy profile, the type of information, and the recipient of the information (Chapter 4). Then, I present the idea of a “Privacy Adaptation Procedure” and demonstrate its merit in Chapter 5. Finally, I test a complete implementation of the Privacy Adaptation Procedure in Chapter 6. The results of this final study give rise to reserved optimism regarding the feasibility of user-tailored privacy decision support.
CHAPTER 1: Motivation

Privacy issues are an undying obstacle to the adoption of social and mobile technologies. Privacy concerns have been identified as an important barrier to the growth of social networks (Stutzman and Kramer-Dufffield 2010; Tufekci 2008), e-commerce (Acquisti 2004), ubiquitous computing (Spiekermann and Berthold 2005), and location sharing services (Li and Chen 2010; Page et al. 2012). From the user’s perspective, online privacy can be defined as the decision to share certain information with another person, a company, or with the general public. In such decisions, users face a dilemma: they want to enjoy the benefits that may result from sharing or disclosing information, but they also want to reduce the risk that this data may be used in unintended and unwanted ways (Mabley 2000; Taylor et al. 2009). For example, people are willing to provide personal information for monetary rewards or discounts (Hann et al. 2002; Xu et al. 2009), social benefits (Keith et al. 2011; Krasnova et al. 2010; Lee et al. 2008; Thambusamy et al. 2010; Youn 2009), or a personalized experience (Accenture 2012; Awad and Krishnan 2006; Chellappa and Sin 2005; Sheng et al. 2008; Xu et al. 2011), but they also fear security breaches (Fjermestad and Nicholas Romano 2009; Jarupunphol and Mitchell 2002), fraud (Andersen 2000; Cranor et al. 1999; Fox and Lewis 2001), identity theft (Fogel and Nehmad 2009; Nosko et al. 2010) and leaving a negative impression on others (Binder et al. 2009; Page et al. 2013; Tufekci 2008).

Most Internet users take a pragmatic stance on information disclosure (Harris 2000; Harris et al. 2003a; Westin et al. 1981; Westin and Maurici 1998). They trade off the anticipated benefits with the risks of disclosure (Mabley 2000; Taylor et al. 2009). This
decision process has been dubbed *privacy calculus* (Culnan 1993; Laufer and Wolfe 1977). In making this trade-off, these users typically decide to disclose *some* but not *all* information that is requested from them. Indeed, numerous privacy surveys demonstrate that Internet users want to limit the collection and dissemination of their personal data (Ackerman et al. 1999; Phelps et al. 2000; Schrammel et al. 2009; Sheehan and Hoy 2000; Staddon et al. 2012; Zhao et al. 2012).

As past research has shown (Acquisti 2004; Acquisti and Grossklags 2008), privacy-decisions are inherently difficult, because they have delayed and uncertain repercussions that are difficult to trade off with the possible immediate gratification of disclosure. The main research question I propose to answer in my dissertation is thus:

**How can we help users to balance the benefits and risks of information disclosure in a user-friendly manner, so that they can make good privacy decisions?**

Prior research has explored two approaches to this problem, and neither of them provides a satisfying solution. Providing transparency and control (Chapter 2) puts users in charge of their own privacy decisions, but privacy decision-making is often not rational, and transparency and control may only increase its difficulty. Privacy nudges (Chapter 3) relieve some of the burden by providing succinct justifications and sensible defaults, but they tend to overlook the inherent diversity of users’ privacy preferences and the context-dependency of their decisions.
To overcome these problems, we need a more fundamental understanding of the reasoning behind privacy decisions in various contexts. I therefore conducted a number of studies to contextualize the privacy calculus (Chapter 4). Based on this deeper understanding of users’ privacy decision behavior, the core contribution of this dissertation is a Privacy Adaptation Procedure that offers tailored privacy decision support. This procedure gives users personalized nudges and personalized justifications based on a context-aware prediction of their privacy preferences. Examples of the Privacy Adaptation Procedure are discussed in Chapter 5, and a complete implementation of it is tested in Chapter 6. Finally, I discuss some practical implications and future work in Chapter 7.
CHAPTER 2: Problems with transparency and control

2.1 Privacy calculus

Laufer and Wolfe (Laufer et al. 1973; 1977) coined the term “calculus of behavior” to refer to users’ conscious process behind their information disclosure decisions. Several researchers have since used the term “privacy calculus” to investigate antecedents of information disclosure (Culnan and Armstrong 1999; Culnan and Bies 2003; Dinev and Hart 2006; Hann et al. 2007; Keith et al. 2011; Li et al. 2010; Milne and Gordon 1993; Petronio 2002; Wilson and Valacich 2012; Xu et al. 2009, 2011), and it has become a well-established concept in privacy research (Li 2012; Pavlou 2011; Smith et al. 2011).

Li (2012) argues that the privacy calculus can be seen as a privacy-specific instance of decision-making theories like the utility maximization or expectancy-value theory (Awad and Krishnan 2006; Rust et al. 2002; Stone and Stone 1990). The expectancy-value theory states that people gather information about various aspects of each choice option, and assign a value to each of these aspects (Fishbein and Ajzen 1975). Utility maximization, in turn, states that people will trade off the different aspects and then choose the option that maximizes their utility (Bettman et al. 1998; Simon 1959).

What are the aspects that people trade off in privacy decisions? Two aspects are mentioned repeatedly in existing work: perceived risk and perceived relevance.

Featherman and Pavlou define privacy risk as the “potential loss of control over personal information, such as when information about you is used without your knowledge or permission” (Featherman and Pavlou 2003, p. 1036). This loss of control can lead to unintended uses and distribution of the information (Olivero and Lunt 2004; Sheehan and
The perception of risk is the fear that these unintended consequences will happen (Jacoby and Kaplan 1972; Li 2012). In this sense, perceived risk can be seen as contextualized privacy concerns: concerns about the possible consequences of disclosing a specific piece of information to a specific recipient (Culnan and Bies 2003; Malhotra et al. 2004; Phelps et al. 2000; Smith et al. 1996).

Risk perceptions lead us to restrict access to our personal information (Li and Santhanam 2008; Petronio 2002). In fact, surveys have found that between 58.2% (Metzger 2007) and 72% (Hoffman et al. 1999) of all respondents cite risk as a reason not to disclose their personal information. Comparing effect sizes between studies, Dinev & Hart (2006) note that privacy risk may even be more likely to dissuade people from making an e-commerce transaction than the economic risk of the transaction (see also Bhatnagar et al. 2000). White therefore argues that “Marketers’ efforts may be wisely directed at attempts to mitigate any perceived “downside risks” associated with disclosure.” (White 2004, p. 43).

Several studies found a direct effect of perceived risk on disclosure intentions (Li et al. 2010, 2011; Norberg et al. 2007), while others believe this effect to be (partially) mediated by privacy concerns (Youn 2009) or trust (Dinev et al. 2006; Dinev and Hart 2006). Still others reverse the relationship between risk and concerns/trust, and find that risk is a mediator between concerns or trust and disclosure intentions (Malhotra et al. 2004; Van Slyke et al. 2006; Xu et al. 2005; Zhou 2012). The relationship between perceived risk, concerns, and trust is thus not entirely clear, but the relationship between perceived risk and disclosure—mediated or not—is strong and consistent. Perceived privacy risk may even have longer-term effects beyond disclosure; it may influence users’
intention to transact in a web shop (Kim et al. 2008; Pavlou 2003), or their intention to adopt an online service (Featherman and Pavlou 2003).

Whereas perceived risk describes the negative side of the privacy calculus, the positive side appears to be governed by the *perceived relevance* of the request. Just like perceived risk can be seen as contextualized privacy concerns, perceived relevance can be seen as *contextualized* benefit: the perceived benefit of disclosing a *specific* piece of information to a *specific* recipient (Li et al. 2011). Stone (1981) was the first to consider the effect of the perceived relevance of information requests on privacy-related behaviors, and this effect has since been demonstrated empirically (Li et al. 2011). Phelps et al. (2000) note that people’s purchase intentions go down when a service requests information that does not serve the purpose of the request. They therefore argue that “marketers need to resist asking for such information in situations in which the relevance is not readily apparent” (Phelps et al. 2000, p. 38).

### 2.2 Transparency and control

To help users with their privacy calculus, privacy experts recommend the practice of “transparency and control” or “informed consent”: giving users comprehensive control over what data they wish to share, while at the same time providing them with more information about the implications of their decisions (Acquisti and Gross 2006; Benisch et al. 2011; Brodie et al. 2004; Egelman et al. 2009; Hui et al. 2007; Kolter and Pernul 2009; Metzger 2006; Rifon et al. 2005; Tang et al. 2010, 2012; Toch et al. 2010; Wenning and Schunter 2006; Xu 2007; Xu et al. 2009). Transparency and control are also at the heart of existing or planned regulatory schemes. These state that people should be educated about
the rationale and impact of the privacy decisions they are supposed to make, so that they can make these decisions in an unambiguous manner (EU 2012; White House 2012).

At least some minimum level of control over one’s disclosure is necessary to engage in a privacy calculus: without control, the user does not have any influence on the risk/benefit tradeoff. Moreover, people can only make an informed tradeoff between benefits and risks if they are given adequate information. Information enables them to make an accurate assessment of the possible risks and benefits of disclosure. Based on this reasoning, advocates of transparency and control argue that it empowers users to regulate their privacy at the desired level (Bulgurcu 2012; Cavusoglu et al. 2013; Lederer et al. 2004; Sadeh et al. 2009; Taylor et al. 2009; Xu et al. 2012).

However, research in the past few years has unveiled a fair number of “privacy paradoxes”: situations or conditions in which transparency and control do not increase people’s privacy, or even decrease it. Studies have also shown that people are not very rational decision makers with regard to privacy, as the privacy calculus theory tacitly takes for granted. I will describe these paradoxes in more detail below.

2.3 Ironical effects of transparency

Although most researchers claim that users should be informed about the rationale behind information requests and the possible risks and benefits of disclosure (Egelman et al. 2009; Hui et al. 2007; Metzger 2006; Rifon et al. 2005; Xu et al. 2009), the reality is that doing so often makes users simply more fearful or unwilling to come to a decision. This results in an ironic effect of transparency: When sites inform users about the practices they employ to reduce the risks of disclosure, this information can have the opposite effect, and
make users *more* rather than less wary about their privacy. For example, marketers (Aagaard 2013; Bustos 2012; Gardner 2012) have discovered that displaying a privacy label on an e-commerce website—a supposed vote of confidence in the site’s privacy practices—may *decrease* instead of increase purchases. Similarly, privacy policies have been shown to incite privacy concerns rather than easing them (Pollach 2007).

Moreover, John et al. (2011) demonstrate that even subtle privacy-minded designs and information may trigger users’ privacy fears and thereby reduce disclosure and participation rather than increasing it. They found that a professional looking site garners higher privacy concerns than an unofficial and unprofessional looking site, because the former design reminds users of privacy. In other words: transparency does not make people more discerning about their privacy decisions, but merely makes them worry about privacy in general.

Finally, Adjerid et al. (2013) show that the impact of privacy notices depends on their specific presentation. Particularly, they find that the framing (see also Section 2.4) of privacy notices as either increasing or decreasing compared to previous levels of privacy (even though the current level is the same) increases or decreases disclosure behavior, respectively. Moreover, distractions and misdirections (which often happen in real-world online settings) can easily nullify any effect of privacy notices. Adjerid et al. conclude that transparency thus offers nothing more than a “sleight of privacy”.

### 2.4 Bounded rationality and decision biases

Transparency and control only work when people are rational decision makers who will use the provided information and controls to their best advantage. The earliest work
on privacy indeed took this approach (Posner 1981; Stigler 1980), but like many decisions, users’ privacy decisions turn out not to be particularly rational (Acquisti and Grossklags 2005, 2008).

Users’ bounded rationality is demonstrated in the numerous decision fallacies that have been identified through empirical privacy research. One of these decision fallacies is the “herding effect” uncovered by Acquisti et al. (2012): people sometimes blindly follow others in their privacy decisions. They also demonstrate an “order effect”: asking privacy-sensitive questions in a decreasing order of intrusiveness could increase overall levels of disclosure, because subsequent requests compare favorably to the previous more intrusive requests, and users will therefore be more likely to answer them positively (this is called the “door in the face” technique, cf. Cialdini et al. (1975)).

John et al. (2011) find a “default effect”: people disclose more information when it is disclosed-by-default (opt-out) rather than withheld-by-default (opt-in). This default effect has been explained, behaviorally, cognitively, and socially. Behaviorally, disclosure takes less effort in a disclosed-by-default interface, and consumers consequently end up disclosing more information in this setting (Johnson and Goldstein 2003; Samuelson and Zeckhauser 1988). Cognitively, a disclosed-by-default interface puts users in a “reject frame” (i.e., they have to think of reasons for not sharing the information), whereas a private-by-default interface puts users in an “accept frame” (i.e., they have to think of reasons to share the information). Consequently, disclosure is lower in the private-by-default case, because decision-makers need to feel more committed to make an “accept” decision than to forego a “reject” decision (Ganzach 1995; Meloy and Russo 2004; Wedell
Socially, defaults act as an implied endorsement of the default value by the system (McKenzie et al. 2006).

In a study on mailing list signup requests Johnson et al. (2002) explore this “default effect” in more detail, and disambiguate it from a “framing effect”: this effect states that people disclose more information when the request is framed positively rather than negatively. So whereas the default effect is about the action users have to take to attain a certain outcome (opt-in: action is required to disclose; opt-out: action is required to keep private), the framing effect is about the phrasing of the request. Johnson et al. confirm both effects, and find that twice as many people sign up in the positively phrased opt-out condition (a pre-checked checkbox labeled “[x] Notify me about more health surveys”; 89.2%) versus a negatively phrased opt-in condition (a pre-checked checkbox labeled “[x] Do not notify me about more health surveys”; 44.2%). Lai and Hui (2006) find similar effects (52.6% and 0.0% signups, respectively), but also note that these differences are bigger for people with low privacy concerns (69% vs. 0.0%) than for people with high privacy concerns (18% vs. 0.0%).

In a broader sense, the default effect may be due to the “endowment effect”: people are usually less willing to give up something they already have than they are willing to pay for acquiring something they do not have (Kahneman et al. 1990; Thaler 1980). Both Acquisti et al. (2009) and Tsai et al. (2010) show that people are indeed less willing to pay for gaining privacy than what they would demand to give it up. This may be the main reason why explicit monetary rewards seem to have varying effects on disclosure. Hui et al. (2007) find that participants are proportionally more willing to fill out a marketing survey with increasing monetary rewards ranging from $0.60 to $5.40. In a study on a location-
based coupon service, Xu et al. (2009) find that a rebate of $0.20 on the monthly phone bill increases disclosure only when the system pushes the coupons to the user. However, when studying information disclosure in an online fax service, Li et al. (2010) find an “undermining effect of rewards” (p. 21) when users do not perceive the requested information to be relevant to the purpose of the e-commerce transaction. It has no effect when the information is perceived as relevant to begin with.

Self-efficacy is a determinant of privacy concerns (Cho 2010; Cho et al. 2009; Larose and Rifon 2007; Mohamed and Ahmad 2012; Yao et al. 2007; Youn 2009), but the aforementioned results suggest that people may lack the level of self-efficacy required to take control over their disclosure decisions. Ironically, Brandimarte et al. (2013) show that increased control can result in “misplaced confidence”, increasing disclosure even when the control provides no additional protection. They asked people for their permission to display the information they just disclosed on a new social network. The network would either certainly include their data (high perceived control) or only include the data of a randomly selected subset of participants (low perceived control). Users were more likely to agree with the former, even though chances of disclosure were obviously higher. Users may thus end up unwittingly disclosing more information merely because they perceive more control. This leaves them more vulnerable as a result of measures ostensibly meant to protect them. These findings are in line with existing work that shows that confidence often promotes complacency, rather than effective goal-relevant behavior such as self-protection behavior (Weinstein 1989).
2.5 **Context effects: an example of decision biases (original work)**

We conducted a study in the field of location sharing to demonstrate some prevalent decision biases in people’s privacy decision-making behavior. This paper investigated the effects of providing users more versus fewer options to set the settings of an app that can share their location with their friends, colleagues, a coupon system and certain apps. Specifically, we looked at what users could share (options: nothing, city, city block, exact location), and manipulated the presence of an option in the middle of the sequence (city) and an option at the endpoint of the sequence (exact location).

Regarding the presence of the middle option, some researchers suggest that users who would normally go for this option will “err on the safe side” when their preferred option is omitted, and rather not share their location at all (Benisch et al. 2011). Several researchers use this point to argue that finer-grained options (i.e., more control) are necessary to reduce their privacy concerns (Consolvo et al. 2005) and increase their level of location-sharing (Bokhove et al. 2012; Goncalves et al. 2012; Prasad 2012). In a similar vein, the absence or presence of the endpoint option (exact location) should only affect users who would normally choose the next option down (city block). Any user choosing one of the other options (none or city) should not be influenced by the availability of the exact location option, because if they wanted to share more they could have chosen the city block option.

---

1 Sections titled “original work” describe studies conducted by the author as part of this dissertation. The work is summarized in sufficient detail to support the argument of the dissertation. A note at the end of such sections refers to any publications that discuss the results in more detail. As this research is conducted with the help of co-authors, these sections are written in the “we” form. The author is the lead researcher on all original work though, and was responsible for designing, conducting, analyzing and reporting the presented studies.
The results of our study (N=291) showed that users did not behave accordingly, though. Instead, users’ behavior fell prey to two well-known decision biases:

- Tversky’s “substitution effect” (Huber and Puto 1983; Tversky 1972): if option A is subjectively close to option B, then A serves as a substitute for B. In such a case, the absence of A will mainly increase the share of option B, and not so much the share of another option C. In other words: what users choose instead depends on their perception of the remaining options.

- Simonson’s “compromise effect” (Simonson 1989): Given options B and C, if option A is on the other side of B than C, and far enough removed from B (i.e., a “distant competitor”) then the presence of A will turn B into a compromise between A and C, and in turn, increase the share of B to the expense of C. Combining this with the substitution effect, the presence of an outlying option can increase sharing across the board.

To measure the subjective distances between sharing options, we asked participants for a subset of their decisions how they perceived the benefits and privacy of the chosen option (on a 7-point scale), averaged these ratings as part-worth utilities (Huber 1974; Srinivasan 1988), and then mapped these averages onto a two-dimensional plane in Table 1 (for sharing with friends/colleagues) and Table 2 (for coupons/apps). The different colored “bubbles” represent the different sharing options. The size of the bubbles, as well as their labels, represents the relative number of times each option was chosen. The position reflects the average perceived Privacy (horizontal axis) and Benefit (vertical axis) of each option. The top two panels in the tables represent the Without City (−C) conditions, while the bottom two panels represent the With City (+C) conditions. Similarly, the left two
panels represent the Without Exact (−E) conditions, while the right two panels represent the With Exact (+E) conditions.

**Table 1:** Subjective position and choice proportion (size and label) of each option, for sharing with friends/colleagues.

<table>
<thead>
<tr>
<th></th>
<th>Without Exact (−E)</th>
<th>With exact (+E)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Benefit</td>
<td>Privacy</td>
</tr>
<tr>
<td>Without city (−C)</td>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
</tr>
<tr>
<td>With city (+C)</td>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

**Table 2:** Subjective position and choice proportion (size and label) of each option, for sharing with coupons/apps.

<table>
<thead>
<tr>
<th></th>
<th>Without Exact (−E)</th>
<th>With exact (+E)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Benefit</td>
<td>Privacy</td>
</tr>
<tr>
<td>Without city (−C)</td>
<td><img src="image9.png" alt="Graph" /></td>
<td><img src="image10.png" alt="Graph" /></td>
</tr>
<tr>
<td>With city (+C)</td>
<td><img src="image13.png" alt="Graph" /></td>
<td><img src="image14.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

These graphs show that when a finer-grained sharing option is removed, users do not just “err on the safe side”, but instead deliberately choose the *subjectively closest* remaining option, as suggested by Tversky's substitution effect.

Moreover, if an “extreme” option is introduced that is sufficiently distinct from the existing options, this not only causes some users to switch from the previously most
extreme option to this new option, but it also causes some users to switch from a less extreme option to the previously most extreme option, as suggested by Simonson’s compromise effect. In other words, such an extreme option may increase sharing across the board.

Most importantly, like in all decisions, users seem to have no fixed preference for location sharing settings (Bettman et al. 1998; Coupey et al. 1998). Instead, their decisions depend on the other available options, and specifically on their perception of the differences between these options. These perceptions are easily influenced, and this is what causes most of the numerous decision biases discussed in Section 2.4.

Refer to Knijnenburg et al. (2013a) for expanded analysis and discussion.

2.6 Control and Transparency Paradox

The Control Paradox states that while users claim to want full control over their data (Acquisti and Gross 2006; Benisch et al. 2011; Brodie et al. 2004; Kolter and Pernul 2009; Tang et al. 2010, 2012; Toch et al. 2010; Wenning and Schunter 2006; Xu 2007), they avoid the hassle of actually exploiting this control (Compañó and Lusoli 2010). In combination with overly permissive defaults (Bonneau and Preibusch 2010; Gross and Acquisti 2005), this leads to a predominance of over-sharing.

Recent work backs up the argument that people may simply not be motivated to make the effort to take control over their data. For example, Larose and Rifon (2007) find that privacy seals influence disclosure tendencies, but only for participants that are either motivated or have a high self-efficacy. Similarly, Besmer et al. (2010) employ social navigation cues to influence users’ information disclosure on Facebook, and they too find
that participants were only influenced if they already had a tendency to change their settings. Finally, in a study of users’ Facebook privacy settings, Gross and Acquisti (2005) conclude that “only a small number of members change the default privacy preferences, which are set to maximize the visibility of users profiles” (p. 79).

Similarly, Nissenbaum (2011) postulates the Transparency Paradox: privacy notices that are sufficiently detailed to have an impact on people’s privacy decisions are often too long, detailed and complex for people to read. Indeed, while many people claim to read online privacy policies (Internet Society 2012; Milne and Culnan 2004), many do not actually read them (Adkinson et al. 2002; Berendt et al. 2005; Bergmann 2009; Harris 2001; Jensen et al. 2005; Kelley et al. 2010; Singleton and Harper 2002; Turner and Varghese 2002), or do not read closely enough to understand them (Pan and Zinkhan 2006).

2.7 Form auto-completion tools and the control paradox (original work)

We investigated a prominent example of a technology that may inadvertently introduce the control paradox: web form auto-completion tools. Most modern browsers have an auto-completion feature that reduces the burden of information disclosure by reducing the required amount of typing, and by helping users to recall the correct information (Bicakci et al. 2011; Trewin 2006). Usability experts therefore recommend to web developers to build their forms in a way that enables them to be recognized by these auto-completion aids (Garrido et al. 2011; Wroblewski 2008). There even exist a number of third-party tools such as RoboForm, LastPass, and Dashlane, which provide more comprehensive (e.g., cross-device) auto-completion features.
Despite the apparent benefits of auto-completion, Preibusch et al. (2012) warn that since these tools typically fill all the fields on a form (even optional fields), they could increase the risk of over-disclosure due to a strong default effect. Moreover, auto-completion tools could counteract the privacy calculus: they make it so easy to submit a fully completed form that users may skip weighing the benefits and risks of disclosing a certain piece of information in a specific situation. Consequently, their information disclosure may no longer be purpose-specific.

To test this conjecture, we conducted an online user experiment (N=460) testing a mock-up of a traditional auto-completion tool against mock-ups of two alternative tools designed to reinstate users’ privacy calculus and purpose-specific disclosure behavior. The three tools that we compared were:

1. A traditional auto-completion tool that automatically fills all fields (Auto);
2. A tool that fills out the entire form like the traditional tool but features “remove” buttons next to each field so that users can easily remove individual entries (Remove);
3. A tool that leaves the form empty by default, but has “add” buttons to easily fill individual fields (Add).

The hypotheses of this study are outlined in Figure 1. Hypotheses 1-4 concern the purpose-specificity of information disclosure, mediated by perceived risk and relevance.

---

Somewhat surprisingly, H5 (arguing that disclosure would be higher for users of the Remove tool than for users of the Add tool) did not reach significance. Moreover, the dashed lines were added post hoc as effects that significantly improved model fit: a residual correlation between Perceived Risk and Perceived Relevance (accounting for the fact that items perceived as irrelevant are often also perceived as risky), and a main effect of Type of information on Disclosure (accounting for an inherent difference in disclosure tendency between these types of information that goes beyond perceived risk and relevance).
These hypotheses argue that perceived risk is lower (H3) and perceived relevance is higher (H4) when the type of requested information matches the purpose of the website, and that this in turn increases disclosure (H1-H2). Hypotheses 6-8 argue that users of the traditional auto-completion tool disclose more items (H6) and are less likely to consider perceived risk (H7) and relevance (H8) in their disclosure decision.

Figure 1: Experimental model. H7-H8 describe a moderating effect on H1-H2.

After being randomly assigned to one of the three tools, participants provided the tool with a wide range of personal information (general contact information, personal interests, job skills, and health record), and then “tested” the tool on a randomly selected external website (also mock-ups) which requested some of the information participants had provided to the auto-completion tool. Each of the three websites presented some kind of personalized service, and each was chosen to correspond to a particular subset of the personal information requested by the auto-completion tool: A blogging community matched personal interest items, a job search website matched job skills items, and a health insurer matched health record items. However, in our experiment these websites did not
just ask for these “matching” items, but also for the items that did not clearly match the purpose of the website (e.g., health record items requested by the blogging community). Requesting both matching and non-matching items on the website provided a within-subjects manipulation that allowed us to measure the purpose specificity of disclosure in each of the three auto-completion tools.

Finally, participants were transferred back to the FormFiller website, where they would evaluate their satisfaction with FormFiller (a questionnaire adapted from (Knijnenburg et al. 2012c)). They also indicated their reasons for disclosing or not disclosing each requested item, specifically in terms of perceived risk (i.e., the statement “Providing [item] to [website] is:” rated on a 7-point scale from “very safe” to “very risky”) and perceived relevance (i.e., the statement “The fact that [website] asked for [item] was:” rated on a 7-point scale from “very inappropriate” to “very appropriate”).

In general (i.e., across all three conditions), we found significant effects of perceived risk (odds ratio: 0.818, \( p < .001 \)) and perceived relevance (odds ratio: 1.079, \( p < .001 \)) on disclosure, which is in line with hypotheses 1 and 2. Figure 2 shows the results for Hypotheses 3 and 4; risk is indeed lowest—and relevance is indeed highest\(^3\)—when the type of information requested matches the purpose of the website. Finally, we find that the effect of perceived risk and relevance on disclosure is lower in the Auto condition (odds ratios: 0.863 and 0.989) than in the Remove condition (odds ratios: 0.754 and 1.133) and the Add condition (odds ratios: 0.811 and 1.114).

\(^3\) We here ignore the “Contact Info” information type, because it does not match particularly stronger with any of the individual websites.
This means that users of traditional auto-completion tools are less likely to consider perceived risk and relevance in their decision to disclose, and they thus neglect the purpose specificity of the requested information. Arguably, they suffer from the control paradox: while they have the opportunity to control their disclosure (by manually changing or removing field entries), they avoid the hassle of doing so. Our results show that the alternative tools overcome the control paradox: they indeed help users consider the perceived risk and relevance of each item in their decision making process. Consequently, users of these tools make decisions that are more purpose-specific. This can be confirmed by comparing the disclosure decisions of users in the Auto tool and the Remove tool in Figure 3. Note also that the average level of disclosure is about the same between the Add and Remove tool. This means that there is no default effect (see Section 2.4); another indication that users in these conditions more carefully decide what to disclose.

In a follow-up study with 290 participants we examined the underlying mechanisms that govern how the different tools influence users to make more heuristic versus more deliberate privacy decisions. In this study we were able to demonstrate that the Add and
Remove tools increase users’ perceived elaboration self-efficacy, an important precondition for users to take deliberate control over their privacy decisions (Angst and Agarwal 2009; Lowry et al. 2012).

![Figure 3: Disclosure rate per Website and Item type, for each of the three tools. The arrows point to the matching item types. Error bars are ± 1 Standard Error.](image)

Refer to Knijnenburg et al. (2013b) and Knijnenburg and Bulgurcu (2015) for expanded analysis and discussion.

### 2.8 Conclusion: Transparency and control do not work

Transparency and control do not work well in practice, especially for systems that process large amounts of personal data, which is increasingly the case online (Zickuhr 2012). Providing transparency and control in such systems is simply unwieldy. Indeed, the complexity of online privacy policies is ever-increasing (Milne et al. 2006): they are often written in a legalistic and confusing manner, and require a college reading level to understand them (Antón et al. 2004; Cate 2006; Kelley et al. 2010; McDonald et al. 2009; Turow et al. 2005). Moreover, systems like Facebook that manage large amounts of personal user data have to resort to “labyrinthian” privacy controls (Consumer Reports
2012). As a result most Facebook users do not seem to know the implications of their own privacy settings (Liu et al. 2011; Strater and Lipford 2008), and share postings in a manner that is often inconsistent with their own disclosure intentions (Madejski et al. 2012).

Due to the complexity of privacy decisions and users’ bounded rationality, an increase in transparency and control often just aggravates the problem by introducing choice overload and information overload. Consequently, several scholars have recently questioned the effectiveness of the “transparency and control” paradigm. Specifically, Barocas and Nissenbaum (2009) argue that notice and control are a “red herring”, because it is difficult for people to fathom all the information needed to make a conscious decision. Nissenbaum (2011) argues that “transparency-and-choice has failed” (p. 34) because detailed descriptions of privacy policies are impossible for people to understand, while simplified versions of these policies inevitably drain away details that are likely to make a difference in their decision. Solove (2013) argues that the paradigm does not “provide people with meaningful control over their data” (p. 1880) because of our cognitive limitations and the overwhelming number of entities collecting our personal information. Similarly, the U.S. President’s Council of Advisors on Science and Technology argues that notice and consent fail because “it is simply too complicated for the individual to make fine-grained choices for every new situation or app” (PCAST 2014 p. 38)
CHAPTER 3: Problems with privacy nudges

3.1 Privacy nudges

Instead of raising the burden on users by increasing transparency and control, solutions should relieve some of this burden by making it easier for users to process and execute the information disclosure decisions, without taking away users’ control altogether. A recent approach to support privacy decisions that does this is privacy nudging. Nudges are subtle yet persuasive cues that makes people more likely to decide in one direction or the other (Thaler and Sunstein 2008). Carefully designed nudges make it easier for people to make the right choice, without limiting their ability to choose freely. Nudges ostensibly turn people’s decision fallacies into mechanisms that help them (Acquisti 2009): they exploit these fallacies to create a choice architecture that encourages wanted behavior and inhibits unwanted behavior (Thaler and Sunstein 2008).

The type of nudge that is most extensively implemented in real systems is justifications. A justification is a succinct reason to disclose or not disclose a certain piece of information. Justifications are a nudge, because they make it easier to rationalize the decision (Bettman et al. 1998; Simonson 1989) and to minimize the regret associated with choosing the wrong option (Connolly and Zeelenberg 2002; Inman and Zeelenberg 2002). Justifications include providing a reason for requesting the information (Consolvo et al. 2005), highlighting the benefits of disclosure (Kobsa and Teltzrow 2005; Wang and Benbasat 2007), and appealing to the social norm (Acquisti et al. 2012; Besmer et al. 2010; Patil et al. 2011). The effect of such justifications seems to vary. In the study of Kobsa and Teltzrow (2005), users were about 8.3% more likely to disclose information when they
knew the benefits of disclosing the information. In an experiment by Acquisti et al. (2012), they were about 27% more likely to do this when they learned that many others decided to disclose the same information. However, Besmer et al. (2010) find that social cues have barely any effect on users’ Facebook privacy settings: only the small subset of users who take the time to customize their settings may be influenced by strong negative social cues. Similarly, Patil et al. (2011) rate social navigation cues as a secondary effect.

Another justification strategy is to provide a privacy indicator or seal. This indicator or seal is a symbolic representation of a judgment about privacy, often made by an authoritative third party. Egelman et al. (2009) show that privacy indicators next to search results can entice users to pay a premium to vendors with higher privacy scores. In their study, participants paid about $0.15 extra for a pack of batteries and about $0.40 for a sex toy (on top of a $15.50 average base price). Users of Xu et al.’s (2009) location-based coupon service were more likely to disclose information when the site displayed either a TRUSTe seal or a legal statement, with the seal working best. In Hui et al.’s (2007) marketing survey, however, a privacy seal did not significantly increase disclosure. Studying an online CD retailer, Metzger (2006) also found that their seal had no effect. Rifon and Larose (2005) show that warnings and seals at an online retailer website influence users in certain situations only.

In social media, justifications often relate to the real or potential audience of a shared piece of information. For example, in location sharing services, researchers have experimented with giving users real-time feedback on who is requesting or viewing their location (Jedrzejczyk et al. 2010; Tsai et al. 2009). The results of these experiments are mixed: users appreciate the information, but it can easily become excessive and annoying.
Similarly, Wang et al. (2013, 2014) implemented and tested a tool that provides users with detailed feedback about the potential audience when posting a Facebook message. They find that at least some users consider this tool helpful, but they find no significant differences in posting behavior.

Wang et al. (2013, 2014) consider two other types of nudges: sentiment feedback and a post timer. Sentiment feedback analyzes the tone of a message the user is about to post, and tells the user whether the message is likely to be perceived as positive or negative. The post timer delays Facebook posts by 10 seconds, which allows users to change their mind. While some of the participants in their study seemed to like these tools, others found them intrusive and annoying.

Another approach to nudging users’ privacy decisions is to provide sensible defaults. Defaults (partially) relieve users from the burden of making information disclosure decisions by offering a path of least resistance: Correctly chosen defaults make it easier to choose the right action, or may not even require any action at all. Defaults also provide an implicit normative cue, e.g., a default order communicates what the system thinks is most important, and a default value communicates what the system thinks you should do. Finally, default values may work due to the ‘endowment effect’: people are less willing to pay for what they perceive to be a gain in privacy than what they would demand if the same decision were framed as a loss (Acquisti et al. 2009; Tsai et al. 2010).

Because of this, providing a certain default option nudge users in the direction of that default (Thaler and Sunstein 2008). Therefore, while most existing work on default effects in the privacy field (discussed in Section 2.4) regards them as a nuisance, several researchers have recently suggested that they can also be used as nudges (Acquisti 2009;
Adjerid et al. 2013; Balebako et al. 2011). Note, though, that such default-based nudges have not been tested in work other than my own (see Section 5.3). The same holds for the order in which information is requested, which is another variant of default-based nudges.

3.2 Failed nudges: Justifications and request order (original work)

Our own study on nudges comprised a comprehensive evaluation of justifications and a first attempt to use request order as a nudge. The study (N=491) considered the fictitious mobile app recommender system “Applause”, developed by a fictitious company named “Appy”. The system was inspired by existing systems that have been developed both for research and commercial purposes (e.g. Böhmer et al. 2010; Davidsson and Moritz 2011; Girardello and Michahelles 2010, chomp.com). The system used in our study recommends apps for Android phones based on users’ context (e.g., location, app usage, credit card purchases) and demographics (e.g., age, hobbies, religion, household income).

Although context has recently attracted the most attention in mobile recommender systems research (Adomavicius and Tuzhilin 2011; Ricci 2011), several researchers have explored the combination of context and demographics in mobile recommenders (Lee and Park 2007; Lee and Lee 2007; Oh and Moon 2012; Zheng et al. 2012). In general, the users’ context provides a wealth of automatically accrued data that can be used to provide relevant recommendations tailored to the specific usage situation. Demographic information, on the other hand, can be used to overcome the “new user problem” (Lee and Park 2007), and is typically easier to interpret than context data.

In our study participants were first given a short introduction to the mobile app recommender, including two examples of how the system might use their data to provide
context-aware and personalized recommendations. They were then informed that they would be helping Appy to test the information disclosure part of the system. After randomly assigning them to one of $5 \times 2$ conditions (see below), participants were ostensibly “transferred” to the Appy website, where they would make 31 information disclosure decisions on 12 pieces of context data and 19 pieces of demographic data. Context requests asked users to indicate whether they would disclose the respective data, and could be answered with a simple ‘yes’ or ‘no’. For demographics requests, users were asked to provide the actual information, or to decline disclosure. All decisions were logged to our database. After 31 decisions, participants were transferred back to the experimenters’ website, where they filled out a questionnaire regarding their:

- Perceived value of disclosure help (3 items, e.g., “The system helped me to make a tradeoff between privacy and usefulness”)
- Perceived privacy threats (3 items, e.g., “The system has too much information about me”)
- Trust in the company (4 items, e.g., “I believe this company is honest when it comes to using the information I provide”)
- Satisfaction with the system (6 items, from (Knijnenburg et al. 2012c); e.g., “Overall, I’m satisfied with the system”)

The experiment had two between-subjects manipulations. The first manipulation was the justification: four types of justification messages were tested against the baseline system with no justification messages, bringing the total to five conditions (see Table 3). The percentages in the messages ‘useful for you’, ‘number of others’ and ‘useful for others’
were randomly chosen from 5% to 95% (this percentage had barely any effect). The second manipulation was the request order, which was manipulated as demographical data first or context data first (see Table 3).

Table 3: Experimental manipulations: strategies to influence information disclosure.

<table>
<thead>
<tr>
<th>Manipulation</th>
<th>Conditions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Justification type</td>
<td>None</td>
<td>[Baseline condition with no justifications]</td>
</tr>
<tr>
<td></td>
<td>Useful for you</td>
<td>“The recommendations will be about [XX]% better for you when you tell us/allow us to use…”</td>
</tr>
<tr>
<td>Number of others</td>
<td>“[XX]% of our users told us/allowed us to use…”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Useful for others</td>
<td>“[XX]% of our users received better recommendations when they told us/let us…”</td>
</tr>
<tr>
<td>Explanation</td>
<td>“We can recommend apps that are [reason for request]”</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Request order</th>
<th>Demographical data first</th>
<th>The system first requested the 19 pieces of demographical data, then the 12 pieces of context data.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Context data first</td>
<td>The system first requested the 12 pieces of context data, then the 19 pieces of demographical data.</td>
</tr>
</tbody>
</table>

The experimental conditions, subjective evaluations, and disclosure behaviors were submitted to a Structural Equation Model that was built iteratively using a split-half method, guided by our validated framework for the user-centric evaluation of recommender systems (Knijnenburg et al. 2012c). The final model (Figure 4) has a good model fit: $\chi^2(912) = 1540, p < .001$; $RMSEA = 0.037$, 90% CI: [0.034, 0.041], $CFI = 0.977$, $TLI = 0.976$. 
The model shows that the justifications have a significant impact on perception of disclosure help, trust in the company, and self-anticipated satisfaction with the system. The ‘useful for you’, ‘useful for others’ and ‘explanation’ justifications each significantly increase the perceived value of disclosure help. However, this positive effect is canceled out by a negative effect on trust in the company and on self-anticipated satisfaction with the system. Figure 5 shows that the total (direct plus mediated) effects of the justifications on trust in
the company are essentially zero, and that the total effects on self-anticipated satisfaction with the system and disclosure behavior are negative. In other words, the justifications do not work; in fact they rather decrease users’ satisfaction and disclosure. Moreover, separate analyses confirmed that justifications decreased disclosure regardless of the percentage in the justification message (except for the ‘number of others’ justification, but even for that message a high percentage merely reduces the negative effect, and never actually increases disclosure). It may thus be that these justifications fall prey to the ironic effect of transparency (see Section 2.3): by justifying the disclosure, we inadvertently signaled that the act of disclosure is not trivial and may involve risks: the justifications bring the disclosure decision to the foreground and demand users’ attention. Consequently these justifications fail as a nudge.

Figure 5: The total effects of the justifications (A: Useful for you, B: Number of others, C: Useful for others, D: Explanation) on the different outcomes, tested against the baseline condition (No justification). Vertical axes are in sample standard deviations of the measured. Error bars are ±1 standard error of the measurement.
Finally, the request order has a direct impact on disclosure behavior. Basically, disclosure of each type of data is higher when it is requested first. Requesting demographics first increases demographics disclosure but decreases context disclosure, and vice versa. Neither of the request orders thus increases disclosure across the board, but the effect of the request order could still be useful if one type of data is more valuable to the system than the other type. Interestingly, the request order has no effect on user satisfaction, indicating that users may not care whether context or demographics items are requested first.

There are two possible explanations for the effect of request order. One is that users become more wary of privacy threats as the data collected about them accumulates, the other is that users get tired of answering so many disclosure requests. There are reasons to believe that the former explanation holds more ground. If the latter explanation were correct, the effect should be most pronounced for demographics disclosure, because in the presented system it takes more effort to disclose demographic data than context data (since demographics disclosure requires the user to key in the data, whereas context disclosure merely requires users to click a ‘yes’ or ‘no’ button). In fact, though, the effect is stronger for context data disclosure than for demographics disclosure. Therefore, tiredness or boredom is likely not the reason for the request order effect.

Refer to Knijnenburg et al. (2012b) and Knijnenburg and Kobsa (2013a) for expanded analysis and discussion.
3.3  **Nudges: a one-size-fits-all approach**

The nudges evaluated in existing work and our own work showed predominantly disappointing results: they usually only worked for some users, and left others unaffected or even dissatisfied with the applied nudge. The problem with the current approaches to privacy nudging is that they take an implicit stance on whether the purpose of the nudge should be to increase disclosure, or to decrease it. System designers may claim that it is always in users’ best interests to provide more information, e.g., for personalization purposes (Accenture 2012). They use nudges to increase disclosure, but these nudges may cause the more privacy-minded users to feel ‘tricked’ into disclosing more information than they would like (Brown and Krishna 2004). Lawmakers may instead believe that privacy is an absolute right that needs to be defended at all costs. Their imposed protective practices may make it more difficult though to disclose information and enjoy the benefits that disclosure would provide. This puts the less privacy-minded individuals at a disadvantage.

Nudges are rarely good for everyone, and some researchers therefore argue that they may threaten consumer autonomy (Smith et al. 2013; Solove 2013). These researchers argue for “smart nudges”, such as smart default settings that match the preferences of most users. To implement smart defaults, managers would have to analyze users’ privacy settings and make the most common setting the default. Such smart defaults would arguably most closely match the average users’ true privacy preferences.

But what if the “average users’ privacy preferences” do not exist? To wit, there is ample evidence that people vary extensively in their information disclosure behavior (Harris 2000; Harris et al. 2003b; Westin et al. 1981; Westin and Maurici 1998), and that even for the same person this decision depends on the context in which it is made (Benisch

Fundamentally, then, the current implementations of nudges take a “one-size-fits-all” approach to privacy (Spiekermann et al. 2001a): They assume that the “true cost” (John et al. 2011) of disclosure is roughly the same for every user, for every piece of information, in every situation. I argue that because of the high variability and context-dependency of people’s privacy decisions, it would be better to tailor nudges to the user and her context (Kobsa 2001; Wang and Kobsa 2007). The core idea of this proposal is thus to adapt privacy decision support to the user (Chapter 5). But this means that I must first “map out” the variability and context-dependency: on what dimensions do people differ in their information disclosure behavior, and which contextual variables influence this decision? This is the topic of Chapter 4.
CHAPTER 4: Contextualization of privacy decisions

4.1 Introduction

A wide variety of contextual variables have been considered in previous research, including demographics and characteristics of the users themselves, the type of information requested, characteristics of the requester, the time and place of the request, and potential interactions between these variables. As the time and place of requests specifically pertains to ubiquitous computing, we limit ourselves to the contextual variables that apply more generically, namely the characteristics of the users themselves, the type of information requested, and the characteristics of the requester. I discuss related work regarding these variables in more detail below.

4.2 Types of users and types of information

Existing studies on information disclosure typically either treat users’ disclosure of each requested item as an independent observation (Acquisti et al. 2012; Joinson et al. 2008) or they treat them as summated composite scores, essentially considering them to be unidimensional (John et al. 2011; Joinson et al. 2010; Knapp and Kirk 2003; Metzger 2004, 2006, 2007).

A more contextualized approach would attempt to uncover several dimensions of personal information, and/or cluster people to create distinct profiles of disclosure behavior. Here I discuss a number of studies that have attempted this approach. Since most of these studies have some shortcomings, I subsequently present our own work
establishing the multi-dimensionality of information disclosure behaviors and uncovering user disclosure profiles.

In an experiment with a customer loyalty club at a grocery store, White (2004) finds differences between the disclosure of embarrassing information and contact data, depending on users’ relationship with the vendor. The two dimensions are predetermined \textit{ex ante}, and no measures of convergent and discriminant validity are reported.

Phelps, Nowak and Ferrell (2000) ask participants about their willingness to disclose items in five predefined categories (demographic, lifestyle-related, purchase-related, personal identifiers, and financial). They show that participants are more likely to disclose the former three categories than the latter two. In Phelps et al. (2001), the authors define three categories on the same data (lifestyle and shopping, personal financial, and demographic). They show that these groups have high convergent validity, but they do not test discriminant validity.

Buchanan et al. (2007) uncover two dimensions of privacy behavior among 12 items: a general caution dimension and a technical protection dimension. In an interesting investigation of the attitude-behavior link, their attitudinal measure of “Privacy Concern” is correlated with the general caution dimension, but not the technical protection dimension. The opposite was true for the Westin Privacy Score (Westin and Maurici 1998). The IUIPC scale (Malhotra et al. 2004) correlated with both general caution and technical protection.

Koshimizu et al. (2006) consider participants’ feelings about a community-based video surveillance system. They find seven factors and three main user profiles. The authors do not provide the statistical fit of their factor model nor a statistical justification for selecting three clusters.
In a large-scale pan-European survey of privacy practices Lusoli et al. (2012) find four factors of personal data disclosed on eCommerce sites: social information, biographical information, sensitive information, and security information. They show that disclosure is quite uniform across European countries, with some differences between northern and southern Europe. They also find six dimensions of protection behaviors: reactive practices (e.g., spam- and spyware filters), proactive practices (e.g., contacting websites about their privacy practices), withholding information, minimizing disclosure, avoiding the use of technology, and lying.

Olson et al. (2005) study disclosure behavior in an interpersonal privacy context. They find six different dimensions among their 40 types of information. However, they find no clear theme among the items that would justify their relatedness and they do not provide statistical evidence for the particular number of dimensions.

De Souza and Dick (2009) measure disclosure behaviors as a single score, classify participants into two clusters (based on attitudes), and then show a difference in behavior between the two clusters. Similarly, Ackerman et al. (1999) contend that participants’ levels of disclosure in a generic e-commerce setting differs per uncovered cluster, but that the relative sensitivity of each item is consistent. This suggests that the measured intentions are unidimensional, and that users’ disclosures differ in degree but not in kind. These claims are however not directly tested by either De Souza and Dick (2009) or Ackerman et al. (1999).

Spiekermann et al. (2001a) study disclosure behavior in an ecommerce system with an anthropomorphic online shopping bot. They perform similar clustering as in Ackerman et al. (1999), but their resulting four clusters fall onto two attitudinal dimensions: identity
disclosure and profile disclosure. Participants’ tendency to disclose their address (identity-related behavior) and their tendency to answer shopping bot questions (profile-related behavior) differ per cluster, and are in line with the attitudinal profile of the cluster.

4.3 Multi-dimensionality and privacy profiles (original work)

In our own work on types of users and types of information we evaluated three information disclosure datasets using a six-step statistical analysis (Figure 6). This six-step analysis improves upon existing analyses in the following ways:

- It derives the dimensionality of the behavior from the behavioral data;
- It provides statistical justifications for the chosen number of dimensions;
- It classifies participants into profiles based on their behavior;
- It provides statistical justifications for the selected number of classes.

The first step is to submit each dataset to a series of Exploratory Factor Analyses (EFAs) to discover the inherent dimensionality of the data (i.e., the optimal number of factors). In step 2 we conduct a Confirmatory Factor Analysis (CFA) to create a “clean” factor model. This model describes the dimensionality of the disclosure behavior, and is tested for overall model fit, convergent validity, and discriminant validity. In step 3 we perform a series Mixture Factor Analyses (MFAs; Muthén 2007) to classify participants on these factors. In step 4 the final MFA solution is compared to a simple Latent Class Analysis (LCA) with the same number of classes, where the items themselves (rather than the factors) are used for the classification. This step is taken to validate that the same grouping occurs when classification is performed without the restrictions imposed by the factor analysis. In step 5, we test for an attitude-behavior link by measuring the effect of
attitudinal factors on the behavioral factors using Structural Equation Modeling (SEM). Finally, in step 6 we test whether there are significant differences between classes in terms of these attitudes, as well as participants’ demographics and related behaviors using a Multiple Indicators and Multiple Causes (MIMIC) model and simple linear regressions.

Below I report the dimensionality (step 2), the classification solutions of the MFAs (step 3) and the differences between classes (step 6) in the three datasets; the reader can refer to the original paper (Knijnenburg et al. 2013c) for the results of other steps.

The first dataset originated from the mobile app recommender study discussed in Section 3.2 (Knijnenburg and Kobsa 2013a). Table 4 shows that our analysis confirmed the existence of two dimensions: context and demographics. Furthermore, we found 4 user profiles showing distinctly different behaviors along these two dimensions: users with a low disclosure tendency on both dimensions (LowD, 67 participants), users with a low
context data disclosure tendency but a high demographic data disclosure tendency (DemoD, 176 participants), users with a medium level of disclosure tendency on both dimensions (MedD, 71 participants), and users with a high disclosure tendency on both dimensions (HiD, 179 participants; Figure 7). We also showed that users’ general privacy concerns, collection concerns, and mobile Internet usage could potentially be used to distinguish between the different classes (Figure 8), although differences in these variables between classes are not overwhelming.

Table 4: The items used in the app recommender study, along with their average rate of disclosure and the factor loadings of the CFA. The dashed lines delineate the four categories of demographics items, the order of which was randomized (these categories did not produce different factors).

<table>
<thead>
<tr>
<th>Type of data</th>
<th>ID</th>
<th>Items</th>
<th>Level of disclosure</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td>Recommendation browsing</td>
<td>87.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Location</td>
<td>84.8%</td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td></td>
<td>App usage</td>
<td>82.2%</td>
<td>0.749</td>
</tr>
<tr>
<td></td>
<td></td>
<td>App usage location</td>
<td>67.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>App usage time</td>
<td>73.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Web browsing</td>
<td>48.3%</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Calendar data</td>
<td>62.9%</td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E-mail messages</td>
<td>36.7%</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phone model</td>
<td>84.6%</td>
<td>0.659</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accelerometer data</td>
<td>65.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Microphone</td>
<td>50.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Credit card purchases</td>
<td>20.1%</td>
<td>0.796</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td>Favorite sports (fan)</td>
<td>86.8%</td>
<td>0.718</td>
</tr>
<tr>
<td></td>
<td></td>
<td>News interests</td>
<td>92.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Amount of TV watching</td>
<td>92.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Amount of reading</td>
<td>93.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phone data plan</td>
<td>87.6%</td>
<td>0.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gender</td>
<td>94.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>93.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Education</td>
<td>92.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Field of work</td>
<td>83.6%</td>
<td>0.915</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Housing situation</td>
<td>87.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Population density of area</td>
<td>90.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relationship status</td>
<td>88.6%</td>
<td>0.911</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Children</td>
<td>89.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Household income</td>
<td>74.2%</td>
<td>0.964</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Household savings</td>
<td>66.3%</td>
<td>0.957</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Household debt</td>
<td>64.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Race</td>
<td>89.1%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Political preferences</td>
<td>86.4%</td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Workout routine</td>
<td>90.1%</td>
<td></td>
</tr>
</tbody>
</table>
Figure 7: User profiles in the app recommender study (4-class MFA).

Figure 8: Differences between profiles in terms of general privacy concerns, collection concerns, and mobile Internet usage. Points that are not connected are significantly different from one another. The vertical axes are scaled in sample standard deviations of the measured factor. HiD is fixed to zero, and error bars are ±1 standard error of the difference with HiD.

The second dataset comprises the 359 US participants of Wang et al.’s (2011b) cross-cultural Facebook study (222 female; median age: 28, range: 18 to 75). Participants indicated on a seven-point scale their level of comfort with disclosing 16 different Facebook profile items to “everyone on the Internet”. Table 5 shows that these items formed 4 dimensions: Facebook activity (Act), Location (Loc), Contact info (Con), and Life and interests (Int). We also determined 5 distinct behavioral profiles regarding these four dimensions: users with a low disclosure tendency on all four dimensions (LowD); users with a high tendency to disclose location and interests, but not activity and contact info
users with a high tendency to disclosure activity and interests, but not location and contact info (Act+IntD); users with high disclosure tendencies on all dimensions except contact info (Hi–ConD); and users with a high disclosure tendency on all dimensions (Figure 9). Finally, we showed that users’ trust in Facebook, need for consent, age, and gender could be used to distinguish between the different classes (Figure 10); again, the found differences are not overwhelming.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>ID</th>
<th>Items</th>
<th>Level of comfort</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook activity</td>
<td>1</td>
<td>Wall</td>
<td>83 44 32 47 52 53 48</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Status updates</td>
<td>80 56 43 39 55 44 42</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Shared links</td>
<td>64 45 36 68 54 45 47</td>
<td>0.885</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Notes</td>
<td>102 55 44 55 37 32 34</td>
<td>0.907</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Photos</td>
<td>132 55 38 34 37 31 32</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Friend list</td>
<td>60 34 50 73 51 43 48</td>
<td>0.924</td>
</tr>
<tr>
<td>Location</td>
<td>6</td>
<td>Hometown</td>
<td>62 50 32 63 61 44 47</td>
<td>0.924</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Location (your current city)</td>
<td>72 62 41 56 46 37 45</td>
<td>0.960</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Location (your current state/province)</td>
<td>60 54 42 58 53 40 52</td>
<td>0.958</td>
</tr>
<tr>
<td>Contact info</td>
<td>9</td>
<td>Residence (your street address)</td>
<td>240 33 23 23 19 10 11</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Phone number</td>
<td>262 29 15 22 19 4 8</td>
<td>0.933</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Email address</td>
<td>159 58 35 41 28 22 16</td>
<td>0.849</td>
</tr>
<tr>
<td>Life and interests</td>
<td>13</td>
<td>Religious views</td>
<td>45 30 27 109 50 33 65</td>
<td>0.740</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Interests (favorite movies, books, etc.)</td>
<td>32 26 36 79 72 51 63</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Facebook groups that you are a member of</td>
<td>35 33 38 79 65 51 58</td>
<td>0.942</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Employer</td>
<td>110 53 36 73 43 24 20</td>
<td>0.740</td>
</tr>
</tbody>
</table>

Table 5: The items used in the Facebook study, along with the frequencies at each level of comfort (ranging from “not at all comfortable” to “very comfortable”), and the factor loadings of the CFA.

Figure 9: User profiles in the Facebook profile study (5-class MFA).
Figure 10: Differences between profiles in terms of trust in Facebook, need for consent, age, and gender. For age, arrows indicate a significant difference between HiD compared to LowD or Hi−ConD. For the other variables, points that are not connected are significantly different from one another.

The third and final dataset (N=154) was gathered specifically for this study. Participants were first asked to enter the answer to 24 demographic questions into a text field, with the option to not disclose it instead. We then asked participants for each item how likely they were to provide the answer to an online retailer.

We constructed our 24 items so that 6 of them were related to health (Hlth), 6 to interests (Int), 6 to work (Wrk), and 6 to more general issues including contact information (Con). Table 6 shows that these 4 dimensions were confirmed in the dataset: all items fell on the hypothesized factors, except for the “computer software” item. We predicted that
this item would load on the work factor, but instead it loaded on the interest factor. In hindsight, this makes perfect sense. We also determined 4 behavioral profiles regarding these dimensions: users with a high tendency to disclosure contact information, but none of the other dimensions (ConD); users with a medium disclosure tendency on all dimensions except contact information (Hi-ConD; Figure 11). Finally, we found age differences between these profiles (Figure 12), but no differences in privacy concerns were detected between the classes.

Table 6: The items from the online retailer study, with frequencies at each comfort level and factor loadings of the CFA. ‘#’ indicates the request order (randomized, reversed in the second condition)

<table>
<thead>
<tr>
<th>Type of data</th>
<th>ID</th>
<th>#</th>
<th>Items</th>
<th>Level of comfort</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>A1</td>
<td>8</td>
<td>Physical health</td>
<td>21 20 13 19 31 31 19</td>
<td>0.919</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>23</td>
<td>Number of doctor visits in the past month</td>
<td>36 21 18 23 19 17 20</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>20</td>
<td>Weight (lbs)</td>
<td>25 26 19 24 24 22 14</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td>A4</td>
<td>22</td>
<td>Dietary restrictions</td>
<td>19 17 15 26 27 27 23</td>
<td>0.897</td>
</tr>
<tr>
<td></td>
<td>A5</td>
<td>12</td>
<td>Whether you use birth control</td>
<td>43 26 15 26 12 17 15</td>
<td>0.924</td>
</tr>
<tr>
<td></td>
<td>A6</td>
<td>14</td>
<td>Whether you have diabetes</td>
<td>22 27 13 20 25 20 27</td>
<td>0.998</td>
</tr>
<tr>
<td>Interests</td>
<td>B1</td>
<td>7</td>
<td>Favorite pastime</td>
<td>13 13 10 22 31 35 30</td>
<td>0.894</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>2</td>
<td>Favorite musical band/artist</td>
<td>6 12 11 23 27 44 31</td>
<td>0.929</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>4</td>
<td>Favorite food</td>
<td>5 11 5 24 26 49 34</td>
<td>0.908</td>
</tr>
<tr>
<td></td>
<td>B4</td>
<td>21</td>
<td>Favorite movie</td>
<td>7 10 9 20 33 40 35</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>B5</td>
<td>24</td>
<td>Last holiday location</td>
<td>23 16 11 26 25 24 29</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td>B6</td>
<td>6</td>
<td>Relationship status</td>
<td>16 23 9 19 31 33 23</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>B7</td>
<td>3</td>
<td>Computer software you are familiar with</td>
<td>8 9 11 28 31 41 26</td>
<td>0.908</td>
</tr>
<tr>
<td>Work</td>
<td>C1</td>
<td>5</td>
<td>Highest completed degree</td>
<td>15 16 14 24 25 33 27</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>9</td>
<td>Work experience (years)</td>
<td>18 24 7 26 27 29 23</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>18</td>
<td>Current/previous occupation</td>
<td>27 27 18 19 17 19 17</td>
<td>0.920</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>13</td>
<td>Current/previous field of work</td>
<td>15 25 16 25 31 24 18</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td>C5</td>
<td>19</td>
<td>Current/previous income level</td>
<td>40 31 20 23 17 14 9</td>
<td>0.874</td>
</tr>
<tr>
<td>Contact info</td>
<td>D1</td>
<td>1</td>
<td>Name</td>
<td>16 21 15 17 25 36 24</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>16</td>
<td>Gender</td>
<td>5 9 4 22 29 43 42</td>
<td>0.860</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>15</td>
<td>Age</td>
<td>8 11 7 27 37 37 27</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>D4</td>
<td>17</td>
<td>Address</td>
<td>43 32 4 18 24 17 16</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>D5</td>
<td>10</td>
<td>E-mail address</td>
<td>15 30 13 19 35 23 19</td>
<td>0.844</td>
</tr>
<tr>
<td></td>
<td>D6</td>
<td>11</td>
<td>Phone number</td>
<td>50 37 14 21 19 7 6</td>
<td>0.874</td>
</tr>
</tbody>
</table>
Using three datasets of online information disclosure intentions and behaviors, this work demonstrates that information disclosure behaviors are not unidimensional but instead consist of multiple related dimensions. Furthermore, we show that people can be classified into distinct groups that show very different behaviors along these dimensions. It is important to make such distinctions, since they may reveal that groups of people with the same amount of overall disclosure can show very different “disclosure profiles” if one looks at more than one dimension. Our datasets contain a number of examples for this. In dataset 1, two groups of participants exhibit the same medium level of disclosure, but one group (MedD) discloses both context items and demographics items at a medium rate while the other group (DemoD) discloses almost all demographics items but almost no context items. In dataset 2, one group (Loc+IntD) has high intentions to disclose location-
related items but low intentions to disclose activity-related items, and another group (Act+IntD) has the opposite intentions. Similarly, in dataset 3 all participants seem to have different disclosure tendencies for contact information compared with all other types of information, but in different extent and direction.

Note that we found differences between classes in terms of demographic variables, traits and attitudes, but these differences were not very large. This makes it possible to use these variables as predictors to assign privacy profiles to users, but accurate prediction will not be possible. It seems especially difficult for these variables to distinguish between different dimensions of disclosure behavior.

In sum, this study shows the importance of contextualizing information disclosure behavior in terms of the type of information that is being requested (dimensionality) and the disclosure profile of the user (classification). It also presents a generic approach to perform this contextualization, an approach that I have since applied to other datasets (Wisniewski et al. 2014).

Refer to Knijnenburg et al. (2013c) and Knijnenburg (2013, 2014) for expanded analysis and discussion.

4.4 Types of recipients

Many existing studies on information disclosure have identified the recipient of the information as an important contextual variable that influences people’s disclosure decisions (Benisch et al. 2011; Consolvo et al. 2005; Hsu 2006; Johnson et al. 2012; Kairam et al. 2012; Lederer et al. 2003; Norberg et al. 2007; Olson et al. 2005; Patil and Kobsa 2005; Toch et al. 2010; Watson et al. 2012). This makes managing one’s privacy a rather
complex task, especially in social situations: users report difficulties managing their privacy on their mobile phones (Kelley et al. 2013) and their social networking services (SNS) (Lipford et al. 2008; Madden 2012).

Suggestions have been made to simplify privacy settings interfaces, for example, by allowing users to categorize the recipients as a means to more efficiently manage what they want to share with whom. Below I discuss related work that serves as a rationalization for this approach, as well as work that investigates existing categorizations. In many cases, however, existing categorizations have not been formally tested. Because of this shortcoming, I subsequently present our own work establishing the optimal categorization of recipients for an SNS privacy settings interface.

Early research on social sharing has shown that people want to share their personal information with their social connections selectively (Deuker 2012; Krasnova et al. 2009; Lederer et al. 2003; Olson et al. 2005; Patil and Lai 2005). Indeed, SNS users tend to restrict access to their profiles by sharing certain information with certain people only (Kairam et al. 2012; Madden 2012; Young and Quan-Haase 2009). Facebook and Google+ both allow users to share specific posts and profile items with specific categories of recipients (Kairam et al. 2012; Watson et al. 2012). Facebook has three categories by default (Close Friends, Friends, and Acquaintances), while Google+ has four (Friends, Family, Following and Acquaintances).

On both networks users can create their own categories, but this feature is rarely used to make disclosure more selective (Deuker 2012; Strater and Lipford 2008; Watson et al. 2012; Wisniewski et al. 2014), because when people are prompted to categorize their friends into semantically meaningful categories, they often create categories that are
inadequate for making privacy decisions (Kelley et al. 2011). System-defined categories based on an analysis of users’ disclosure behavior may thus be better suited for the purpose of selectively disclosing personal information, but the optimal management of such categories is not straightforward.

Social networks and (mobile) operating systems serve as platforms for third-party applications (apps). Apps often request access to some of the user’s personal information. Most platforms require users to grant apps all these permissions with a single click, but research has shown that users want more granular control over their app permissions (Xu et al. 2012). This would make it more difficult to set each specific permission, though. Given that users tend to have different preferences for different types of apps (Kelley et al. 2013), the platform could help users by storing default settings based on the type of app that is requesting the permissions. This would require a manageable yet sufficiently detailed categorization of app types (e.g., Apple has a long list of app categories). It is unclear though, how to give this categorization the optimal level of granularity for expressing one’s default permission preferences.

Online we could also benefit from a contextualized representation of the recipients of information, especially when it comes to information disclosed via web forms. I already discussed that users typically display purpose-specific disclosure behaviors on web forms, except when using a traditional form auto-completion tool (see Section 2.7). More recent versions of such tools allow users to specify the types of websites that may receive certain personal data (Ardagna et al. 2011; Bokhove et al. 2012; Cranor et al. 2002; Kolter and Pernul 2009). Again, it is unclear whether the provided or user-specified categories in such
systems are adequate, and what categories have the optimal classification and level of granularity for expressing one’s privacy preferences.

Summarizing, in managing default settings for interactions with SNS contacts, application permissions, and web form disclosures, *categorizations based on the recipient* may provide a significant simplification of the management task. Crucially, though, in all of these situations the optimal categorization strategy is as of yet unknown. In the next section we therefore investigate the optimal categorization for SNS contacts using a novel categorization methodology that can be applied more generically to all sorts of recipient categorization problems.

4.5 Recipient groups (original work)

Although the idea of group-based contextualization of recipients has been proposed in the literature, no work to date has considered studying the optimal segmentation of recipients into groups (Olson et al. (2005) is a notable but limited exception). We therefore developed a practical methodology for creating a privacy-relevant segmentation of the recipients of personal information, and applied this methodology to develop a concise categorization scheme for the specification of privacy preferences in social networks. Finally, we tested these categorizations at different levels of granularity to see which categorization users found most satisfying to use.

Our methodology for creating a privacy-relevant segmentation of recipients is based on the principles of *discriminant* and *convergent validity*; terms that originate from the field of *psychometrics* (DeVellis 2011).
In psychometrics, the term discriminant validity is used to indicate that two scales measure two separate constructs (Bagozzi and Phillips 1991). We used the term to indicate that users’ preferences for two categories of recipients are sufficiently different from each other. When discriminant validity is low (i.e., when users have essentially the same preferences for the two categories), this increases the effort for users, because then they have to make the same setting for both of these categories. One could then reduce the privacy-setting effort without sacrificing precision by merging these non-discriminant categories into a single category.

The term convergent validity is used in psychometrics to indicate that the items of a scale robustly measure a single construct (Bagozzi and Phillips 1991). We used the term to indicate that users will likely apply the same settings to all members of a category. When the convergent validity of a category is low (i.e., when users have diverging preferences for certain category members), users’ preferences are not precisely captured by that category. The accuracy could then be increased by splitting the category into subcategories.

Establishing both discriminant and convergent validity creates a concise set of categories that allows users to express their sharing preferences with maximal precision (fewest errors) and minimal effort (fewest clicks).

4.5.1 Methodology

Our methodology consists of 5 steps. The first step is to select a set of information items that are a fair representation of the types of information that would be shared using the system (SNS example: Table 7), and step 2 is to create a set of 3-10 generic category
labels and a large number of specific category labels that break the generic label down across one or more dimensions (SNS example: Table 8).

### Table 7: Items used in the SNS example.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Index item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook activity</td>
<td>Status updates</td>
</tr>
<tr>
<td></td>
<td>Photos</td>
</tr>
<tr>
<td>Location</td>
<td>Hometown</td>
</tr>
<tr>
<td></td>
<td>Location (your current city)</td>
</tr>
<tr>
<td>Contact info</td>
<td>Phone number</td>
</tr>
<tr>
<td></td>
<td>Email address</td>
</tr>
<tr>
<td>Life and interests</td>
<td>Religious views</td>
</tr>
<tr>
<td></td>
<td>Interests/Likes (favorite movies, books, etc.)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8: Labels used in the SNS example.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Set of labels</th>
<th>Label (and designated generic label)</th>
<th>Set of labels</th>
<th>Label (and designated generic label)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic labels</td>
<td>Family (fa) Friends (fr) Colleagues (co) Classmates (cl) Acquaintances (ac)</td>
<td>Age</td>
<td>Older relatives (fa) Younger relatives (fa) People of my age (ac) People younger than me (ac) People older than me (ac)</td>
</tr>
<tr>
<td>Extent of kinship</td>
<td>Household members (fa) Next of kin (fa) Extended family (fa) Distant relatives (fa) In-law family (fa)</td>
<td>Work-related</td>
<td>Work friends (co/fr) Colleagues on my team (co) Colleagues not on my team (co) Subordinates (co) Superiors (co)</td>
</tr>
<tr>
<td>Distance</td>
<td>Local family (fa) Family members who live far away (fa) Local friends (fr) Friends who live far away (fr) People in my neighborhood (ac)</td>
<td>Acquaintances</td>
<td>Friends of friends (ac) People I’ve only met online (ac) People I hardly know (ac) People I follow (but don’t know me) (ac) People I’ve lost contact with (ac)</td>
</tr>
<tr>
<td>Disliked people</td>
<td>Family members I don’t like (fa/ac) Colleagues I don’t like (co/ac) Sketchy/questionable friends (fr/ac) People I don’t like (ac) Ex-boyfriends/ex-girlfriends (fr/ac)</td>
<td>Commonality</td>
<td>People I’ve met only once or twice (ac) People I talk to only once in a while (ac) People I have nothing in common with (ac) People with the same hobbies as me (fr) People I talk to on a daily basis (fr)</td>
</tr>
<tr>
<td>Extent of friendship</td>
<td>Old friends (fr) New friends (fr) Family friends (fr/fa) Best friends (fr) Good friends (fr)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Step 3 is to recruit participants and collect data from a number of participants (SNS example: N=449) regarding their disclosure and perceived risk of disclosing each of the selected items to different people that match each label (for each participant, test a subset of the labels). Step 4 is to analyze the data, which itself consists of the following steps:

- **Risk and disclosure level analysis**: compares the average level of disclosure or risk for a specific label with its generic label. If the difference is substantial, then the specific label should be treated as a separate category.

- **Risk and disclosure variance analysis**: compares the internal variance of disclosure or risk for a specific label with its generic label. If the variance of the specific label is substantially smaller than that of the generic label, then the specific label should be treated as a separate category.

- **Risk and disclosure difference analysis**: compares the within-subjects differences in disclosure or risk between two labels by measuring how much additional variance is introduced by combining the labels. This analysis is performed on all *within-subjects* label pairs: for each label pair, only participants that evaluated both labels are considered. For each of these participants, compute the mean risk per item for each label separately. Compute the squared difference between these risk levels, and average these values over all items and all participants. If this difference is substantially large, then that specific label should be treated as a separate category.

Finally, step 5 is to determine the optimal categorizations based on the results. Using different cut-off criteria for the analyses, one can create categorizations at different
levels of granularity, and these can be tested against each other in an online user experiment with the target system (or a mockup thereof).

4.5.2 Analysis of the SNS example

I report the analysis of the SNS example below. For brevity I only report the risk analyses, split up by generic label.

Figure 13 shows the results for the Family label. The label has good discriminant validity; it is different from all other generic labels, except maybe the Friends label. The Family label also has good convergent validity. No Family-related labels have lower internal variance. Also, most labels do not differ much from the generic label and can be subsumed, with a few exceptions:

- Extended, Distant and In-law family have a higher risk level. The label Distant relatives has some risk difference, and Extended and In-law family show more risk variance than Family. Distant relatives and In-law family do not fit well, though.

- Older and Younger relatives have a higher risk level. These labels are similar to each other; they describe family members from other generations.

- The “Family members I don’t like” label does not fit the Family category at all.
Figure 14 shows the results for the Friends label. It has good discriminant validity; it is different from all other generic labels, except maybe the Family label. It has good convergent validity, although the Good/close and Best friends labels have a lower risk variance. Most other labels do not differ much from the generic Family label and can thus be subsumed, with a few exceptions:

- New, Young, and Work friends have a higher risk level. New and Family friends also differ slightly in terms of disclosure from the generic label. These friends have in common that one may restrict information access to them to keep up good appearances.
- Elementary school best friends and Old friends have a higher risk level, and differ slightly from the generic label. These are friends one may have lost contact with.
- Sketchy friends and exes do not fit the Friends category.
Figure 14: Analysis of the Friends-related labels

Figure 15 shows the results for the Colleagues label. The label has reasonable discriminant validity, although it is somewhat similar to Classmates and Acquaintances. It has reasonable convergent validity, although the following split could be made:

- The Colleagues on my team and Work friends labels show less variance than the generic label, and somewhat lower risk levels. These labels fit well together, although Work friends also fits under Friends.
• Superiors, Subordinates, and Colleagues on other teams have a higher risk level. The latter two do not fit well together though.

• Colleagues I don’t like/trust do not fit the category.

Figure 15: Analysis of the Colleagues-related labels

Figure 16 shows the results for the Classmates label. It has reasonable discriminant validity, but it is a bit similar to Colleagues and Acquaintances. It has a reasonable convergent validity, but a split between school friends and classmates fits better. School friends fall well enough under the generic Friends label, though.

Figure 16: Analysis of the Classmates-related labels
Finally, Figure 17 shows the results for the Acquaintances label. It has reasonable discriminant validity, but it is a bit similar to Colleagues and Classmates. It has low convergent validity: several specific labels have less internal variance, or do not fit very well under the generic label. The risk of these labels is generally higher. Broadly speaking, there are three subcategories:

- **Untrusted people**, i.e., Friends and Family I don’t trust, People I don’t trust, and Colleagues I don’t trust.
- **Unknown people**, i.e., Friends of friends, People I’ve met online, People I hardly know, People I follow, People I’ve met only once or twice, People I have nothing in common with, and Neighbors.
- **Infrequent contacts**, i.e., People I’ve lost contact with and People I only talk to once in a while.
Based on the results, we developed the following four categorizations, and tested them (minus the very coarse variant) against each other to determine the optimal level of granularity:

Refer to Knijnenburg et al. (2014a) for expanded analysis and discussion.

4.5.3 Determining the optimal category granularity

As part of our future work we are testing the different categorizations against each other to determine the optimal level of granularity.
Very coarse (2 groups):
- Family/friends
- Classmates/Colleagues/Acquaintances

Normal (5 groups):
- Family
- Friends
- Classmates
- Colleagues
- Acquaintances

Granular (10 groups):
- Immediate family
- Extended family
- Close friends
- Regular friends
- Best-behavior friends
- Peer colleagues on my team
- Other colleagues
- Classmates
- Infrequent contacts
- People I hardly know or don't trust
Very granular (14 groups):

- Immediate family
- Relatives older or younger than me
- Extended family
- Close friends
- Regular friends
- Best-behavior friends
- Friends from my past
- Peer colleagues on my team
- Colleagues on other teams
- Superiors/Subordinates
- Classmates
- Infrequent contacts
- People I hardly know
- People I don’t trust

Participants in this study (N=387) were recruited to test the settings interface of Mundo, a hypothetical new social network site. They were asked to enter the names of people fitting a list of 50 different “person descriptions”. Subsequently, they were told to imagine using a new social network on which they would categorize their contacts and set their sharing preferences. To categorize their contacts, participants were given the ~50 names they provided earlier, and asked to categorize them into one of the 5, 10, or 14 categories.
Figure 18 shows the settings interface used in the subsequent task of setting the sharing preferences. The default setting, presentation order of categories, and ability to make exceptions for specific contacts varied according to the experimental condition. Participants were asked to carefully consider what to share with whom, and to set their settings accordingly.

Finally, participants were asked to fill out a questionnaire that measured their perceptions of over-disclosure threat, the perceived ease of use of the settings interface, and their anticipated satisfaction with the Mundo system. The survey concluded by measuring participants’ interpersonal privacy concerns.

![Figure 18: Mundo profile settings interface.](image)

In Section 2.5 I mentioned that some researchers suggest that finer-grained control (e.g., by means of more granular categories) is a necessary precondition to foster information sharing in social networks services (SNS), because users will otherwise “err on
the safe side” (Benisch et al. 2011; Sadeh et al. 2009; Tang et al. 2012) Our own work discussed there argued against this, and demonstrated users may share more when given only coarse-grained controls. In the current study we found no differences in disclosure between the normal, granular and very granular conditions.

Regardless of whether more coarse controls entice over- or under-disclosure, researchers seem to agree that more granular controls allow users to set their privacy settings to a level that better reflects their sharing preferences (Toch et al. 2010; Tsai et al. 2009; Wang et al. 2011a). For example, in an empirical study of a location-sharing settings interface, Tang et al. (2012) found that users of the finer-grained settings interface were more comfortable with their privacy settings. We therefore hypothesized that more granular categories could reduce users’ over-disclosure threat. However, our results showed that compared to the normal granularity condition, participants perceive higher (rather than lower) over-disclosure threat in the more granular categorization conditions (yet interestingly not significantly in the very granular categorization condition). This is opposite to what we hypothesized.

Finally, several researchers have noted that users of fine-grained interfaces find it difficult and time-consuming to accurately set their privacy settings (Madejski et al. 2012; Sadeh et al. 2009; Strater and Richter 2007). Too much control may thus have a detrimental effect on users’ perceived ease of use of the privacy settings interface. We therefore hypothesized that more granular categories would be more difficult to use. In our study, the perceived ease of use was indeed significantly lower in the very granular categorization condition.
To summarize these findings, we found that category granularity has no effect on disclosure, but that the granular (10-category) categorization increases perceived over-disclosure threat, and the very granular (14-category) categorization is harder to use. SNS managers should thus employ the 5-category categorization. Different types of systems may require different categorizations, though. In these situations, managers can employ our methodology for developing and testing these categorizations.

Refer to Knijnenburg and Kobsa (2014) for expanded analysis and discussion.
CHAPTER 5: Personalized Privacy

5.1 Introduction

The ultimate goal of my dissertation is to use the contextualized understanding of users’ privacy calculus to develop a Privacy Adaptation Procedure to support people’s information disclosure decisions. This procedure first predicts users’ privacy preferences and behaviors based on their known characteristics. In systems with lots of privacy settings, it then provides automatic initial default settings in line with users’ “disclosure profiles” (e.g., by default, it discloses Mary’s location to her best friends on weekends, but it does not disclose John’s location to his boss when he is on vacation). By alleviating some control, these “smart defaults” could overcome the Control Paradox, but at the same time they arguably respect users’ inherent privacy preferences. In conversational systems, request orders can be adapted to users’ privacy preferences in a similar fashion, by prioritizing requests for information that the user is predicted to consider non-sensitive, and therefore more likely to disclose.

Another aspect of the Privacy Adaptation Procedure is to show disclosure justifications in situations where they are needed, but to only show them to users who can be expected to react rationally to them, so that they will not cause privacy scares in the other users (thereby overcoming the ironic effect of transparency, see Section 2.3). For instance, the procedure would not explain to John why a dating site would like to know the brand, make and year of his car, since it predicts that John would not be swayed by such an explanation anyways but rather lose trust in the system. The system would show this information to John only if John explicitly asks for it. Likewise, if David is predicted to
disclose details of his car on the dating site anyway, the procedure would conclude that no justification is needed, and not display one without being asked. The procedure would however justify the disclosure request for Mary if it predicts that she is amenable to a justification and would otherwise not disclose this information.

As Solove (2013) put it, “there is no silver bullet, and so we must continue to engage in an elaborate dance with the tension between [privacy] self-management and paternalism.” The Privacy Adaptation Procedure aims to strike this balance between giving users no control over, or information about, their privacy at all (which will be insufficient in highly sensitive situations, and may deter privacy-minded individuals) and giving them full control and information (which, due to increased confusion, is arguably bad in all other situations and for all other people). Arguably, the procedure relieves some of the burden of the privacy decision from the user by providing the right privacy-related information and the right amount of privacy control that is useful, but not overwhelming or misleading. This way, it is designed to give users “realistic empowerment”: it should enable them to make privacy-related decisions within the limits of their bounded rationality.

Practically speaking, implementing a Privacy Adaptation Procedure consists of two parts: First, the system must determine the context of the current privacy decision. The contextual variables explored in Chapter 4 have a strong influence on people’s privacy decisions, and should therefore be used as inputs for this part. Then, it must present the default or justification that best fits this context.

There are three ways in which a system can determine the context of a privacy decision. The simplest solution is to ask the user to specify the context, such as when the system asks the user to categorize a recipient. Another option is to derive contextual
variables from other variables, such as when the system uses user characteristics (e.g., age, gender (Cho et al. 2009; Li and Chen 2010), cultural background (Lin et al. 2012; Wang et al. 2011b), or mobile Internet usage) or attitudes (e.g., privacy concerns) to determine users’ disclosure profile. In Section 4.3 I mentioned that these variables seem to only be able to halfway reliably predict the amount of information disclosure, but that they often cannot distinguish between different dimensions of disclosure behavior. Finer-grained privacy attitude scales ought therefore to be developed (van de Garde-Perik et al. 2008).

Finally, a system can determine the context “on the fly”, by observing users’ disclosure behaviors during the interaction. As a finer-grained, dynamic, and thus ultimately more precise method to establish context, most existing work in the field of privacy recommendation uses this “on the fly” approach.

For example, Ravichandran et al. (2009) apply k-means clustering to users’ contextualized location sharing decisions to come up with a number of default policies. They show that a small number of default policies for the user to choose from could accurately capture a large part of their location sharing decisions.

Sadeh et al. (2009) apply a k-nearest neighbor (kNN) algorithm and a random forest algorithm to learn users’ privacy preferences in a location-sharing system. They show that users had difficulties setting their privacy preferences, and that the applied machine learning techniques can help users in specifying more accurate disclosure preferences.

Pallapa et al. (2014) proposed context-aware approaches to privacy preservation in wireless and mobile pervasive environments. One of their solutions leverages the history of interaction between users to determine the level of privacy required in new situations. They demonstrate that this solution can deal with the rise of privacy concerns while at the
same time efficiently supporting users in a pervasive system full of dynamic and rich interactions.

Finally, in a social network context, Fang and LeFevre (2010) developed a privacy wizard that is able to configure users’ privacy settings automatically and accurately with a machine learning model that they developed. The wizard removes the burden of setting privacy settings using tools that most users would otherwise find too difficult to understand and use.

Balebako et al. (2011) argue that the help provided via such machine learning systems can be seen as adaptive nudges. Indeed, Smith et al. (2013) argue that “Smart defaults can become even smarter by adapting to information provided by the consumer as part of the decision-making process.” (p. 167) The presented studies cannot provide much of an argument in favor or against such adaptive nudges though, because like most studies in the field of recommender systems they focus on the accuracy of the privacy preference modeling techniques; the effect on the users’ experience (e.g., satisfaction, perceived privacy threat) has not been investigated yet (Knijnenburg et al. 2012c).

We therefore conducted a series of studies that investigate the potential (Section 5.2) and actual (Sections 5.3 and 5.4) benefits of privacy adaptation to users’ experience. Because they are pioneering work, the “context learning” behind these studies is very simplistic. In Chapter 6 however, I present a series of experiments with a recommender system that implements a more sophisticated Privacy Adaptation Procedure. This system is the capstone of my dissertation project.
5.2 Adaptive justifications for app recommenders (original work)

In Section 3.2 I discussed our study that demonstrates that justifications failed to increase users’ disclosure or satisfaction. Upon further analysis of these surprising results, we noticed that the optimal justification depended on two contextual variables: the characteristics of the user and type of information requested. In this section I discuss the results of this contextual analysis.

To use disclosure tendency as a contextual variable, we split the users into two groups: one with a low disclosure tendency (up to 22 disclosed items), which comprises 33.3% of the participants, and one with high disclosure tendency (23-31 disclosed items). Gender further split each group into roughly half. We then determined the optimal combination of request order and justification within each group. We used three different definitions of “optimal”, depending on the potential goal of the system: increasing the disclosure of context data, increasing the disclosure of demographic data, and increasing the users’ subjective experience of the system (using the subjective variables perceived disclosure help, perceived privacy threat, trust in the company’s privacy practices, and satisfaction with the system).

Figure 19 displays the combined effect of justification type and request order on disclosure behavior for the four user groups (males/females with low/high disclosure tendency). The 5-way interaction effect (justification type × request order × gender × disclosure tendency × information type) is significant. Figure 20 shows the effects of these variables on users’ subjective experiences. Within each user group, we compare the best strategy for each data type (marked with an arrow) against all other strategies. Strategies that perform significantly worse than the best strategy are labeled with a p-value.
Figure 19: The effects of justification type and request order (blue: context first; brown: demographics first) on disclosure (for each type of data, gender, and disclosure tendency). Error bars are ±1 standard error. The best strategy is labeled with an arrow; strategies with a p-value perform significantly worse.
Figure 20: The estimated effects of justification type and request order (blue: context first; brown: demographics first) on the subjective constructs for each gender and disclosure tendency. Since the outcomes are scale-free factor scores, the y-axis is scaled in sample standard deviations, and the value for [male, low disclosure tendency, context first, no justification] is set to zero.
Table 9: Heuristics to find the best strategy, based on user characteristics (gender, disclosure tendency) and optimization goals.

<table>
<thead>
<tr>
<th>Best strategies for MALES with LOW disclosure tendency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td><strong>Best strategy</strong></td>
</tr>
<tr>
<td>High demographics disclosure</td>
<td>Demographics first, ‘explanation’ justification.</td>
</tr>
<tr>
<td>High context data disclosure</td>
<td>Context first, ‘useful for you’ justification.</td>
</tr>
<tr>
<td>High overall disclosure</td>
<td>Context first, ‘useful for others’ justification or demographics first, ‘useful for you’ justification.</td>
</tr>
<tr>
<td>High satisfaction</td>
<td>Context first, ‘useful for you’ justification.</td>
</tr>
<tr>
<td>All of the above</td>
<td>Demographics first, no justification.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best strategies for FEMALES with LOW disclosure tendency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td><strong>Best strategy</strong></td>
</tr>
<tr>
<td>High demographics disclosure</td>
<td>Demographics first, ‘number of others’ justification.</td>
</tr>
<tr>
<td>High context data disclosure</td>
<td>Context first, ‘useful for you’ justification.</td>
</tr>
<tr>
<td>High overall disclosure</td>
<td>Demographics first, ‘explanation’ justification.</td>
</tr>
<tr>
<td>High satisfaction</td>
<td>Context first, ‘useful for you’ justification.</td>
</tr>
<tr>
<td>All of the above</td>
<td>Demographics first, ‘explanation’ justification.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best strategies for MALES with HIGH disclosure tendency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td><strong>Best strategy</strong></td>
</tr>
<tr>
<td>High demographics disclosure</td>
<td>Demographics first with any justification except ‘number of others’.</td>
</tr>
<tr>
<td>High overall disclosure</td>
<td>Demographics first with no justification or the ‘useful for you’ justification, or context first with ‘useful for others’ justification.</td>
</tr>
<tr>
<td>High satisfaction</td>
<td>Demographics first, ‘useful for others’ or ‘explanation’ justification.</td>
</tr>
<tr>
<td>All of the above</td>
<td>Demographics first, ‘useful for you’ justification.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best strategies for FEMALES with HIGH disclosure tendency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td><strong>Best strategy</strong></td>
</tr>
<tr>
<td>High demographics disclosure</td>
<td>Demographics first with no justification, the ‘useful for you’ justification, or the ‘useful for others’ justification.</td>
</tr>
<tr>
<td>High context data disclosure</td>
<td>Context first with no justification.</td>
</tr>
<tr>
<td>High overall disclosure</td>
<td>Context first with no justification.</td>
</tr>
<tr>
<td>High satisfaction</td>
<td>Context first with no justification.</td>
</tr>
<tr>
<td>All of the above</td>
<td>Context first with no justification.</td>
</tr>
</tbody>
</table>

The results show that the best strategy depends on users’ disclosure tendency and gender. It also depends on the goal of the system: some strategies increase disclosure of one type of data but not the other, and some increase disclosure but at the same time reduce users’ satisfaction. We therefore suggest that the strategy should be adapted to the optimization goal of the system and the characteristics of the user. Table 9 outlines heuristics for selecting the best strategy.
for each type of user, given a certain system goal, as well as a suggestion for a compromise between optimizing disclosure rates and satisfaction simultaneously.

To follow the heuristics, a system would have to discover the users’ characteristics before or during the interaction. Gender can just be the first item to request. In fact, gender disclosure was the highest of all items in our study (94.9%), and hence we expect that asking for it first will not raise any concerns. To correctly determine the users’ disclosure tendency, the system would have to first ask a number of potentially invasive questions, which is not desirable. Alternatively, one could ask about (or otherwise determine) the users’ stated privacy concerns, mobile Internet usage and/or tech-savvyness, since these characteristics are related to users’ disclosure tendency.

The most important take-away from this study is that while none of the presented justifications work well for everyone (which led to our earlier conclusion that justifications generally fail as a nudge), Table 9 shows there are subsets of users for which certain justifications work better than providing no justifications at all. In other words, an adaptive justification, based on a careful consideration of user characteristics, can significantly improve strategies for helping users with information disclosure decisions.

*Refer to Knijnenburg and Kobsa (2013b) for expanded analysis and discussion.*

### 5.3 Smart defaults for social network sites (original work)

In the social network privacy settings study described in Section 4.5.3 we also tested smart default settings. Particularly, the defaults of the settings interface
(Figure 18) were manipulated at three levels: no checkboxes would be checked in the *private-by-default* condition, all checkboxes would be checked in the *checked-by-default* condition, and a subset of the checkboxes would be checked in the *smart default* condition. This subset was determined based on the results of our categorization study (Section 4.5.2). Specifically, we checked a box if participants in that study shared that item with members of that category at a rate of at least 70%.

We hypothesized that users’ disclosure in a smart default setting should fall between the private-by-default setting (which may cause under-disclosure) and the disclosed-by-default setting (which may cause over-disclosure). Figure 21 shows that this was generally indeed the case. Specifically, compared to the private-by-default condition, the odds of disclosure are estimated to be 2.1 times as high in the smart default condition, and 3.9 times as high in the disclose by-default-condition. However, this effect is smaller for participants with low interpersonal privacy concerns and when categories are ordered weaker ties first\(^4\). As a result, for participants with low privacy concerns in the weaker ties first condition, the private-by-default condition shows a level of disclosure that is significantly *higher* than the smart default condition.

\(^4\) We used two different presentation orders for the privacy settings interface: The stronger ties first condition started with family and friends (typically stronger ties), then classmates and colleagues (typically weaker ties), and then acquaintances (typically the weakest ties). The weaker ties first condition used the opposite order.
Figure 21: Observed disclosure levels in each default condition, split by privacy concerns and category order.

We furthermore hypothesized that users of the disclosed-by-default condition would perceive a higher level of over-disclosure threat than users of the private-by-default and smart default conditions. Our results confirm this hypothesis, but the effect disappears when participants can make exceptions; in that case disclosed-by-default results in no higher over-disclosure threat than the other conditions.

Concluding, the smart default setting did not stand out as the superior solution: it did not result in higher disclosure rates than the private-by-default setting (except for people with high privacy concerns in the stronger ties first condition), and it did not reduce over-disclosure threat or increase ease of use. Although we based the smart default on previous data using a somewhat arbitrary threshold, this threshold seemed to be quite accurate: analyzing users’ deviations from the default, we found that the number of disclosures turned into non-disclosures (median: 11, mean: 21.9) was about equal to the number of non-
disclosures turned into disclosures (median: 10, mean: 15.9). Also, the total number of changes in the smart default condition (median: 25, mean: 37.7) was much lower than the number of changes in both the private-by-default condition (median: 257, mean: 251.9) and the disclosed-by-default condition (median: 91, mean: 103.3).

This means that users in the smart default condition indeed used far fewer clicks to optimally set their privacy settings, but that this presumptive reduction in physical effort was not accompanied by a reduction in cognitive effort (i.e., perceived ease of use).

Refer to Knijnenburg and Kobsa (2014) for expanded analysis and discussion.

5.4 Privacy recommendations for location-sharing (original work)

The field of location-sharing services (LSS) has seen a number of papers proposing a prediction-based approach to support users in setting their privacy settings (Pallapa et al. 2014; Ravichandran et al. 2009; Sadeh et al. 2009). These works demonstrate that location sharing preferences can accurately be predicted, but they have to date not actually implemented their prediction algorithms in a location-sharing service and then tested it with real users. We filled this gap in the literature by implementing a simple (manual-input) based recommender in a mockup of a location sharing system and then evaluating its impact on users' sharing behavior and subjective experience (perceived help, decision freedom, over-disclosure threat, trust in the company, and satisfaction with the system).

The study considers a fictitious location-sharing service called “HotSpots”, which recommends locations to visit based on previously visited locations and also
allows users to share their location on Facebook. The system allows users to choose among 8 different disclosure actions (based on Duckham and Kulik 2005; Li and Chen 2010; Tang et al. 2012):

A1. Fully use the system
A2. Restrict Facebook posts to friends that are nearby
A3. Restrict Facebook posts to certain friends only
A4. Restrict Facebook posts to only share city
A5. Restrict Facebook posts to only share city block
A6. Use the system for recommendations only
A7. Turn the system to “private mode” (anonymous)
A8. Turn the system off

Giving users these finer-grained options should reduce their privacy concerns (Consolvo et al. 2005), but also turns location-sharing into a rather complex decision that puts extra burden on the user (Compañó and Lusoli 2010). We therefore decided to help users in this decision by framing the decision in a way that matches users’ evaluation of the activity. The question “What do you think about this activity?” is arguably easier to answer than the question “How do you want to share this location?” Moreover, if this evaluation is strongly related to users’ sharing behavior, we can use it to recommend a (restricted set of) sharing action(s).

5.4.1 Determining the potential for adaptation

Our first study (N=100) was an online user experiment to test the hypothesis that users’ evaluation of the activity is a good predictor of users’ sharing behavior.
We showed participants 10 scenarios, asked them to choose a sharing action, and then asked them to choose among the following 10 evaluations of the activity (based on Kairam et al. 2012; Sleeper et al. 2013):

E1. is exciting
E2. is interesting for others
E3. makes me proud
E4. makes me look interesting
E5. needed a good recommendation
E6. is private
E7. embarrasses me
E8. isn't useful for everyone
E9. doesn't really represent me
E10. may have unintended consequences when shared

Table 10 shows that there is a strong relation between the disclosure action and the evaluation of the activity. Given the evaluation, it is thus possible to recommend an action to the user. For instance, if we recommend only the most-selected action for each evaluation, we are recommending the “correct” sharing action to the user 43.2% of the time, which is considerably higher than the 12.5% we would get by recommending a random action. For practical use this is not very accurate, but if we recommend not one but a small set of actions, this set would contain the “correct” option more often than not. For example, if we recommend the
dark gray cells in Table 10, we can get 81.5% recall\(^5\) with 2.3 actions on average per evaluation. Increasing the number of recommended actions to just under 4 actions on average per evaluation (dark and light gray cells in Table 10), we can get 95.1% recall.

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
<th>E5</th>
<th>E6</th>
<th>E7</th>
<th>E8</th>
<th>E9</th>
<th>E10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>34</td>
<td>88</td>
<td>14</td>
<td>25</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>6</td>
<td>25</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>A3</td>
<td>5</td>
<td>16</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>17</td>
<td>3</td>
<td>41</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>A4</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>11</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>A5</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>A6</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>23</td>
<td>112</td>
<td>17</td>
<td>58</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>A7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>80</td>
<td>18</td>
<td>20</td>
<td>19</td>
<td>40</td>
</tr>
<tr>
<td>A8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>34</td>
<td>14</td>
<td>27</td>
<td>4</td>
<td>26</td>
</tr>
</tbody>
</table>

### 5.4.2 Testing the recommenders

Based on the results of the first study we created a system that first asks the user to evaluate the activity and then recommends a subset of the sharing actions that users are likely to choose. Two questions need to be answered when designing such a “privacy recommender”:

**How many actions should it recommend?** Recommender systems researchers have found that list length is an important determinant of user satisfaction (Bollen et al. 2010). In our case, a longer list of recommendations would be less restrictive and would have a higher accuracy, but may not help the user enough in terms of simplifying her decision.

---

\(^5\) “Recall” is a machine learning term for the likelihood that a set of recommendations contains the item actually selected by the user.
How should it present recommendations? The system could hide actions that are not recommended, thereby reducing visual clutter but also increasing the risk that the user cannot find her desired action. Alternatively, the system could highlight the recommended actions, keeping all options on the screen, but also increasing the complexity of the interface.

We explored these questions in an online experiment with the HotSpots mockup (N=368) by testing 5 versions of the privacy recommender against 2 baseline conditions (resulting in a total of 7 between-subjects conditions):

C1. No recommendation: Regardless of the users’ evaluation, all sharing actions are displayed (this is the “comparable baseline” condition).

C2. Long list, rest hidden: The dark gray and light gray actions from Table 1 are listed as “recommended options”; the rest is hidden under a “more options” link.

C3. Short list, rest hidden: The dark gray actions from Table 1 are recommended; the rest is hidden.

C4. One item, rest hidden: Only the most popular action for that evaluation is displayed, the rest is hidden.

C5. Short list, highlighted: All actions are displayed, but the dark gray actions from Table 1 are highlighted.

C6. One item, highlighted: All actions are displayed, but the most popular for that evaluation is highlighted.
C7. **No evaluation:** Same as C1, but the user does not evaluate the activity (this is the “optimized baseline” condition, because no evaluation is needed if the system is not using it for recommendations).

In every condition (except for C7), the system first asks the user to evaluate the activity using one of 7 options. Each recommender then tailors the display of the 8 sharing actions to the selected evaluation. In terms of evaluating these recommenders, we focused on the following aspects:

**How accurate is the recommender?** Using offline evaluations, previous work has shown relative success in predicting users’ binary (yes/no) sharing decisions (cf. Cranshaw et al. 2011; Toch et al. 2010). Our recommender has to predict among 8 actions though, which is considerably harder. Moreover, offline accuracy evaluations do not always agree with online evaluations (McNee et al. 2002). We thus purposefully evaluate the accuracy of our recommender in an online evaluation. The first line in Table 11 shows the recall of each recommender: the proportion of decisions that were in line with the recommended action. As expected, longer lists have a higher recall, but the short lists perform particularly well given the lower number of recommendations. Moreover, the recommenders that hide items have a higher recall than the recommenders that highlight items. The “rest hidden” recommenders are thus more persuasive than the “highlighted” recommenders (more on persuasion below). This is likely due to the additional effort it takes in these systems to select an option that is not initially listed.

---

6 We combined E2/E4, E6/E10, and E7/E9 because they were similar evaluations and also showed very similar behavior (see Table 10).
Table 11: Recall in the 5 recommender conditions (C2–C6).

<table>
<thead>
<tr>
<th></th>
<th>C2: Long list, rest hidden</th>
<th>C3: Short list, rest hidden</th>
<th>C4: One item, rest hidden</th>
<th>C5: Short list, highlighted</th>
<th>C6: One item, highlighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall in study 2</td>
<td>98.7%</td>
<td>92.2%</td>
<td>75.0%</td>
<td>86.6%</td>
<td>62.5%</td>
</tr>
<tr>
<td>Recall in study 1</td>
<td>95.1%</td>
<td>81.5%</td>
<td>42.8%</td>
<td>81.5%</td>
<td>42.8%</td>
</tr>
<tr>
<td><strong>(ex-post)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Is the recommender persuasive? Merely calling an item a recommendation may increase the chances that users choose it (Cremonesi et al. 2012; Pathak et al. 2010). This would result in accuracy levels that are even higher than predicted based on study 1, especially when the recommender hides the other actions. This was indeed the case in our study: the “actual” recall in the recommender conditions (Table 11, line 1) is higher than the ex-post recall (line 2): the mere fact that certain options were presented as “recommendations” increased their likelihood to be chosen. In other words, the system persuaded participants to choose one of the recommended actions. Companies can use this persuasive power to influence users’ behavior through recommendations. Note, however, that recommending items that the user clearly does not like is likely to result in reactance (behavior that explicitly counters the recommended action) and to lower satisfaction (Brehm 1966; Fitzsimons and Lehmann 2004). This argument is in line with Wilson et al. (2013), who also warn that the subset of available sharing options has to be “carefully considered” because it “can influence users to share significantly more without a substantial difference in comfort”.

---

7 The recommendations in study 2 are selected in such a way that if users were to behave exactly the same as in study 1, the recall would be as high as possible (i.e., by recommending the options that were chosen most often in study 1). Therefore, the recall in study 1 is optimized “ex post”. Since users may not behave exactly the same in study 2, the “actual” recall is very likely to be lower, except when participants are persuaded to select a recommendation rather than their own preferred option.
Does the recommender increase satisfaction? Accurate recommenders are not always more satisfying to the user, and researchers have thus called for a more comprehensive, subjective evaluation of recommender systems (Knijnenburg et al. 2012c). Recommenders may give users a sense that they are helped (Häubl and Trifts 2000), but they must leave users enough freedom to make their own decisions (Pariser 2012). Moreover, inaccurate recommendations may be perceived as nefarious (Fitzsimons and Lehmann 2004), which in our case may manifest itself as privacy threat and reduced trust. We thus evaluate the recommender with a comprehensive post-study questionnaire that measures users’ subjective evaluations. Figure 22 compares the recommenders (C2–C6) against the two baseline conditions (C1 and C7) in terms of perceived decision freedom, perceived decision help, perceived threat, trust in the company, and system satisfaction.

Temporarily ignoring the optimized baseline (C7), we observe that although the recommenders result in somewhat lower (yet not significantly lower) perceived decision freedom, they do result in somewhat higher perceived decision help, especially the “short list, rest hidden” recommender (C3), which is perceived as significantly more helpful than the baseline system without recommendations. The recommenders also result in slightly lower perceived threat, and C3 seems to instill some trust in the company (albeit not significantly). In terms of system satisfaction, the recommenders are on par with C1.

Returning to the optimized baseline, Figure 22 shows that this system has a significantly higher decision freedom, higher decision help, lower threat, and higher satisfaction than baseline C1. The difference between C7 and the other conditions is
that participants in C7 are not asked to evaluate the described activity before choosing a sharing action. This poses an interesting dilemma: Although a recommendation (i.e., C3) can increase the perceived decision help, asking for the evaluation that is necessary to give such a recommendation actually ruins the positive effect of the recommendation itself. Asking for an evaluation thus thwarts the positive effect of the recommender system.

Figure 22: The effect of the recommenders (C2–C6) on subjective measures. The error bars are ±1 SE of the comparison with C1

Concluding, we showed that users would feel assisted by privacy recommendations, but that the input required for these recommendations would counter the positive effects on their satisfaction. This of course reduces the practical applicability of our results, but from an academic perspective we see this as a valuable lesson for those who want to create adaptive privacy systems: building an accurate system is not enough, it needs to be accepted by users as well (cf. McNee et
al. 2006). In this specific case, these results may mean that our initial premise (evaluating the activity is easier than choosing a sharing action) is false. Alternatively, it may mean that users are made more aware of the dangers of a location-sharing service when asked to evaluate the activities described in our rather “risqué” scenarios. This, in turn, increases users’ perceived threat, despite the comparatively wide range of options our LSS offers to protect their privacy (this is in line with the ironic effect of transparency, see Section 2.3). Luckily, day-to-day location sharing rarely involves extreme, privacy-sensitive scenarios such as those presented in our study. The “inadvertent awareness effect” would thus arguably be smaller in a real-life implementation of our recommender, where users are generally much more likely to consider sharing “exciting” and “interesting” activities than “embarrassing” and “private” ones.

Refer to Knijnenburg and Jin (2013a; 2013) for expanded analysis and discussion.
CHAPTER 6: Adaptive request order for demographics-based recommender systems (original work⁸)

6.1 Motivation

In previous Chapters I have demonstrated a potential for recommendations as a means to alleviate some of the burden of privacy decision making while at the same time respecting users’ individual privacy preferences. At the same time, I have shown that even rudimentary implementations of privacy recommendations can lead to unexpected effects on users’ satisfaction. Are these effects intrinsic to the practical implementation of privacy recommendations, or are they due to the fact that our initial implementations were somewhat simplistic in nature? To complete this dissertation I present a series of studies that implements a more sophisticated Privacy Adaptation Procedure in a live recommender system giving energy-saving or healthy living related advice. The system recommends items (in our case: advice) based on the user’s demographics, and at the same time adapts the sequence of demographic requests to the user’s privacy preferences. This doubly adaptive approach allows us to explicitly model the privacy/benefits trade-off that is inherent in most privacy decisions.

⁸ The studies presented in this chapter comprise the capstone work of this dissertation. These studies have not yet been published elsewhere, and are therefore described in full detail.
6.2 Background

Recommender systems filter a large number of alternatives to a shorter list of options (Bollen et al. 2010; Knijnenburg et al. 2012c; Resnick and Varian 1997). Recommender systems tailor this list to the users’ preferences, thereby optimizing the chance that it contains the option that the user wants to choose. By removing the other options, recommender systems have the potential to reduce choice overload (Bollen et al. 2010; Willemsen et al. 2011).

6.2.1 Preference elicitation methods

The way in which recommender systems allow users to express their preferences, the preference elicitation method (PE-method), has been the topic of numerous studies (e.g., Chen and Pu 2009; Dooms et al. 2011; Gena et al. 2011; Lee and Benbasat 2011; Sparling and Sen 2011). Particularly, the PE-method seems to have an impact on users’ satisfaction with the system (Chen et al. 2009; Knijnenburg et al. 2012c; Sparling and Sen 2011). In the context of energy-saving, we have investigated a series of preference elicitation methods for a multi-attribute utility theory (MAUT) based recommender system9 (Knijnenburg et al. 2011, 2014b; Knijnenburg and Willemsen 2009, 2010):

9 A MAUT-based recommender system is ideally suited for domains where items are meaningful metadata (i.e., attributes) and where interactions are “one-time” rather than continuous. For other domains (e.g., movies, music), existing services (e.g., Netflix, Amazon) use a collaborative filtering (CF) based recommender system, which use either implicit feedback (e.g., consumption/purchasing behavior) or item ratings (e.g., 5-star rating scales). Note that CF-based recommender systems can (and do) also use demographic information as input (cf. Linden et al. 2003; Vozalis and Margaritis 2007), e.g., to overcome the “cold start” problem (i.e., to provide recommendations when little other input is available); the current study may thus apply to CF-based recommender systems as well.
**Attribute-based PE:** the most-used PE method for MAUT-based recommenders (Häubl and Trifts 2000; Olson and Widing 2002; Roy et al. 2008). In this method, users directly indicate the importance of each of the attributes with which choice options are described.

**Case-based PE:** takes an indirect approach to discover users’ attribute weights, namely by analyzing the users’ evaluation of exemplary choice options (Chen and Pu 2009, 2011; McGinty and Smyth 2006; Smyth 2007). In case-based PE, users’ positive (or negative) evaluation of an example is indicative of their preferences regarding its most prominent attribute, and this evaluation is therefore translated into a higher (or lower) weight for that attribute.

**Needs-based PE:** takes the indirect approach to PE a step further: In this method, users express their preferences not in terms of product attributes, but in terms of consumer needs (Randall et al. 2007).

**Implicit PE:** does not require users to actively express their preferences. Instead, it infers the attribute weights as a by-product of the user’s browsing behavior. When a user inspects, selects, or discards a recommended item, the system uses the attribute values of this item to update the user’s attribute weights accordingly (Knijnenburg et al. 2011).

**Hybrid PE:** combines implicit PE with attribute-based PE to give users the convenience of automatic preference elicitation while still allowing them to monitor and control the attribute weights.

Our previous work tested these PE-methods against two baselines that are non-personalized: The top-N baseline simply ranks the energy-saving methods in
decreasing order of popularity, while the Sort baseline allows users to sort the recommendations on one of the attributes.

6.2.2 The moderating effect of domain knowledge

The results of our evaluations show that the best PE-method depends on users’ level of domain knowledge. Domain knowledge is a personal characteristic that may significantly influence one’s decision strategy. For example, compared to novices, energy-saving experts have more knowledge about the underlying attributes of energy-saving measures, and are therefore better capable of translating their needs into attribute weights (Hutton and Klein 1999), and making complex tradeoffs between them (Shanteau 1988; Xiao and Benbasat 2007). Novices, in contrast, lack the knowledge required to understand the impact of the attributes (Hutton and Klein 1999), and may thus not readily know how to express their preferences in terms of product attributes (Xiao and Benbasat 2007).

Because experts and novices differ in the way they make decisions, they arguably also prefer different PE-methods (Butler et al. 2008). Spiekerman and Paraschiv (2002) indeed note that many existing recommender systems fail to motivate user interaction because they limit their interaction to attribute-based PE and fail to adjust to the user’s level of domain knowledge. They propose a strategy to integrate different knowledge levels in the system by offering a different interface for experts and novices. Similarly, Guttman et al. (1998) suggest that “matching the system’s user interface with the consumer’s manner of shopping will likely result in greater customer satisfaction.” (p. 153). Following this, Randall et al. (2007)
demonstrate that experts are more satisfied with a system that employs a parameter-based PE-method (a variant of attribute-based PE), while novices are more satisfied with a system that uses a needs-based PE-method. Based on our own evaluations (Knijnenburg et al. 2011, 2014b; Knijnenburg and Willemsen 2009, 2010), it seems that energy-saving experts prefer complex systems that allow direct control over the attributes weights (attribute-based and hybrid PE), while novices prefer systems that are tailored to their needs (needs-based PE), provide limited control (sort) or rather no control at all (top-N). Most importantly, we find that tailoring the interface of the recommender to users’ level of domain knowledge not only increases their satisfaction with the system; it is also the key to make users save more energy, because they end up choosing more and more impactful energy-saving measures.

6.2.3 Demographics-based preference elicitation

Our previous work shows that while experts are capable of expressing their preferences in terms of attributes, novices prefer either non-personalized systems, or systems that give them simpler means of expressing their preferences. Needs-based PE is one of these simpler means; in the current series of studies I propose to investigate demographics-based PE (Lee and Park 2007; Lee and Lee 2007; Oh and Moon 2012; Zheng et al. 2012) as an alternative PE-method that is arguably simple enough for novice users. I test this PE-method in our energy-saving recommender, as well as a recent adaptation of the system that gives advice about healthy living
This domain is arguably more privacy-sensitive than energy-saving (Pattaraintakorn et al. 2007; Sezgin and Ozkan 2013).

In both the energy and healthy living domains, demographics are arguably an important determinant of preferences. For example, household size and housing situation potentially influence the kind of energy-saving measures one can implement, medical history and age are important variables to consider when advising people about healthy living, and income could be an important variable to take into account when recommending (potentially costly) measures to take in either domain. In line with our previous work, I argue that demographics-based PE will be most beneficial for domain novices, since demographics are usually known and easy to report; unlike attribute-based PE, demographics questions do not require one to make a trade-off between abstract values related to the recommendation domain.

6.2.4 Personalization-privacy paradox

Demographics-based PE may induce privacy problems, though, because unlike personal preferences, many demographic variables are considered privacy-sensitive (Ackerman et al. 1999). Moreover, researchers have shown that privacy can play a limiting role in users’ adoption of personalized services. For example, in a study on ubiquitous commerce (u-commerce), Sheng et al. (2008) showed that personalization induced privacy concerns, and that users consequently would feel less inclined to use personalized (rather than non-personalized) u-commerce services, unless the benefits were overwhelming (i.e., providing help in an
emergency). Similarly, Awad and Krishnan (2006) showed that users’ privacy concerns inhibited their use of personalized services and advertising, and Sutanto et al. (2013) demonstrated that privacy concerns can prevent people from using a potentially beneficial personalized application. These findings have led the FTC to highlight what Awad and Krishnan call the “personalization-privacy paradox”: despite the benefits of personalization, users may not agree with the data-collection required to make personalization work (FTC 2010).

On other hand, it may be that these concerns mainly exist when such services fail to provide useful benefits (Hagel and Rayport 1999). Indeed, people are willing to give up privacy for personalization (Hann et al. 2007; Olivero and Lunt 2004), as long as this gives them benefits (Phelps et al. 2000), such as content relevance, time savings, enjoyment and novelty (Ho and Tam 2006; Hui et al. 2006). Some even go as far as to say that privacy concerns do not matter as long as the benefits are clear (Knight 2010). In most cases, though research has shown that privacy and benefits are both important in determining users’ willingness to adopt and provide personal information to personalized services, and researchers therefore claim that they should both meet a certain threshold (Treiblmaier and Pollach 2007), or that they at least should be in balance (Chellappa and Sin 2005; Xu et al. 2009, 2011).

The aforementioned work on the privacy-personalization paradox fails to truly investigate the tradeoff between privacy and benefits as a concrete behavioral decision, because their outcome measure is a more generic form of an intention (i.e., it is measured with generic questionnaire items such as “How likely would you provide your personal information (including your location) to use the M-Coupon
service?”). Such stated intentions arguably do not directly relate to observable privacy behaviors (cf. Spiekermann et al. (2001b) and Norberg et al. (2007), who show that privacy preferences and actual behavior tend to be weakly related at best). In our previous work, discussed in Section 3.2, we instead considered users’ detailed privacy decisions (a yes/no decision for multiple disclosures), which is more compatible with existing information disclosure research (cf. Acquisti et al. 2012). A similar approach was used in Kobsa et al. (2014). In both works, we demonstrated that disclosure behavior in a demographics- and context-based recommender system was determined by system satisfaction, trust in the company, perceived privacy threat, and general privacy concerns.

6.2.5 Adaptive request order

Personalization may thus cause privacy concerns, especially when demographic data are used. Since not all demographic data are equally sensitive, we hypothesize that it would be better for a recommender to ask less sensitive questions first. This may seem counter-intuitive in light of Acquisti et al.’s (2012) finding that disclosure rates are lower when asking less sensitive questions first. Similarly, in Section 3.2 we find that people are more likely to disclose the information that is requested first, so if the goal is to get users to disclose as much sensitive information as possible, asking the most sensitive questions first would arguably be the most successful strategy. However, our goal here is not simply to increase disclosure, but rather to provide good recommendations without inciting privacy concerns. If we ask sensitive questions first, these requests may trigger
users’ privacy concerns, possibly even to the extent that the user will stop answering questions altogether—this was not possible in Acquisti’s study, but will very likely occur in our study. In fact, it is a desirable feature of our interaction design: by relegating the most sensitive questions to the end of the interaction, users will likely not see these questions at all if they stop answering questions at some point during the interaction. In sum, due to the flexible nature of our interaction paradigm, users will likely answer (or at least consider answering) more questions and have lower concerns when the least (instead of the most) sensitive questions are asked first.

The quality of the recommendations is however also determined by the usefulness of the item: some items may have a more significant impact on the recommendation quality than other items (see Section 6.5.4 for a more thorough explanation of this point). In this sense, a system should make a tradeoff in deciding what question to ask next: it should employ an “automatic privacy calculus” (cf. Section 2.1) by weighing the predicted privacy sensitivity of each item with its potential usefulness for the recommender system.

This is not a trivial task, for several reasons. First of all, both privacy and usefulness are dynamic concepts. As I have demonstrated in Section 4.3, people with different privacy profiles differ in what types of information they find sensitive. Similarly, the benefit of each question depends on the current user model and the potential changes to it after asking the question (McGinty and Smyth 2006; Mirzadeh et al. 2005; Rashid et al. 2002). Secondly, since privacy and benefit may contradict each other, some trade-off needs to be made between these two
variables, and the optimal value of this trade-off may depend on the user’s privacy concerns. Concluding, this problem requires a sophisticated Privacy Adaptation Procedure that dynamically optimizes the trade-off between privacy and benefit to decide which question to ask next. The proposed studies develop, implement and test this Privacy Adaptation Procedure in an energy- and health-related advice recommender.

6.3 Pre-study: linking demographics to attributes

The first step towards a privacy-aware demographics recommender is to gather the essential parameters for such a system. We therefore conducted a pre-study that collects data about user demographics (multiple choice), recommender attribute weights (scale: 0–very unimportant to 10–very important), and perceived privacy risk (1–very safe to 7–very risky). We invited Amazon Mechanical Turk participants (N=200) to provide their demographic information (57 multiple-choice items, see Table 12) and their personal preference in terms of the 7 or 8 attribute weights for the energy or health advice recommender (Table 13; the type of recommender is manipulated between subjects).

Finally, we asked them how privacy-sensitive (perceived risk) each demographic item is in the context of an energy-saving or healthy-living recommender.

Table 12: Demographics questions asked, and sensitivity levels as determined for study 2 (see Section 6.5.5).

<table>
<thead>
<tr>
<th>Demographics question</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is your age?</td>
<td>-2.170</td>
</tr>
<tr>
<td>What is your gender?</td>
<td>-2.154</td>
</tr>
<tr>
<td>What is your height?</td>
<td>-2.132</td>
</tr>
<tr>
<td>Do you have children?</td>
<td>-2.101</td>
</tr>
<tr>
<td>Do you have a gym membership?</td>
<td>-1.734</td>
</tr>
<tr>
<td>How often do you eat fast food?</td>
<td>-1.707</td>
</tr>
<tr>
<td>Do you eat organic food?</td>
<td>-1.405</td>
</tr>
<tr>
<td>Question</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Are you vegan/vegetarian?</td>
<td>-1.294</td>
</tr>
<tr>
<td>Are you on a diet?</td>
<td>-1.261</td>
</tr>
<tr>
<td>Do you ever regret your eating behavior?</td>
<td>-1.064</td>
</tr>
<tr>
<td>What is your education?</td>
<td>-0.891</td>
</tr>
<tr>
<td>In what type of area do you live?</td>
<td>-0.626</td>
</tr>
<tr>
<td>How frequently do you use the computer?</td>
<td>-0.618</td>
</tr>
<tr>
<td>How much do you weigh?</td>
<td>-0.533</td>
</tr>
<tr>
<td>Are you active in a sports competition?</td>
<td>-0.507</td>
</tr>
<tr>
<td>What is your current type of employment?</td>
<td>-0.467</td>
</tr>
<tr>
<td>What is your race?</td>
<td>-0.298</td>
</tr>
<tr>
<td>Do you have a criminal record?</td>
<td>-0.277</td>
</tr>
<tr>
<td>What is your relationship status?</td>
<td>-0.227</td>
</tr>
<tr>
<td>How often do you work out?</td>
<td>-0.194</td>
</tr>
<tr>
<td>In the last 3 months, how many times have you been cited for traffic violations?</td>
<td>-0.163</td>
</tr>
<tr>
<td>Are you a member of an environmental organization?</td>
<td>-0.143</td>
</tr>
<tr>
<td>Have you ever been evicted?</td>
<td>-0.138</td>
</tr>
<tr>
<td>How frequently do you watch TV?</td>
<td>0.024</td>
</tr>
<tr>
<td>What is your favorite genre of music?</td>
<td>0.026</td>
</tr>
<tr>
<td>How often do you use public transportation?</td>
<td>0.028</td>
</tr>
<tr>
<td>What is your housing situation?</td>
<td>0.032</td>
</tr>
<tr>
<td>How much do you read?</td>
<td>0.044</td>
</tr>
<tr>
<td>What is your favorite hobby?</td>
<td>0.079</td>
</tr>
<tr>
<td>Do you carpool?</td>
<td>0.097</td>
</tr>
<tr>
<td>How long do you usually shower?</td>
<td>0.097</td>
</tr>
<tr>
<td>How often do you ride your bike?</td>
<td>0.130</td>
</tr>
<tr>
<td>Do you separate your household trash?</td>
<td>0.139</td>
</tr>
<tr>
<td>Who do you vote for?</td>
<td>0.305</td>
</tr>
<tr>
<td>What, if any, is your most prominent medical condition?</td>
<td>0.327</td>
</tr>
<tr>
<td>What kind of car do you own?</td>
<td>0.411</td>
</tr>
<tr>
<td>What is your sexual orientation?</td>
<td>0.457</td>
</tr>
<tr>
<td>Have you ever cheated in a relationship?</td>
<td>0.529</td>
</tr>
<tr>
<td>What is your monthly energy bill?</td>
<td>0.626</td>
</tr>
<tr>
<td>Do you ever download movies illegally?</td>
<td>0.630</td>
</tr>
<tr>
<td>What is your field of work?</td>
<td>0.638</td>
</tr>
<tr>
<td>How often do you watch pornography?</td>
<td>0.759</td>
</tr>
<tr>
<td>What is your religion?</td>
<td>0.801</td>
</tr>
<tr>
<td>In which news category are you most interested?</td>
<td>0.841</td>
</tr>
<tr>
<td>What is your current mobile data plan?</td>
<td>0.861</td>
</tr>
<tr>
<td>From which of these social services, if any, do you receive most benefit?</td>
<td>0.863</td>
</tr>
<tr>
<td>What kind of toilet paper do you use?</td>
<td>0.883</td>
</tr>
<tr>
<td>What is your household income?</td>
<td>0.967</td>
</tr>
<tr>
<td>What is your phone’s voice and text plan?</td>
<td>1.007</td>
</tr>
<tr>
<td>How often do you have sex?</td>
<td>1.059</td>
</tr>
<tr>
<td>How much are you in debt?</td>
<td>1.104</td>
</tr>
<tr>
<td>In what size do you typically buy your beverages?</td>
<td>1.113</td>
</tr>
<tr>
<td>Which charity, if any, do give the most financial support to?</td>
<td>1.214</td>
</tr>
<tr>
<td>Do you or your partner use any type of birth control?</td>
<td>1.392</td>
</tr>
<tr>
<td>How many sexual partners have you had so far?</td>
<td>1.403</td>
</tr>
<tr>
<td>What is your most practiced sport?</td>
<td>1.458</td>
</tr>
<tr>
<td>What is your amount of savings?</td>
<td>1.736</td>
</tr>
</tbody>
</table>
Table 13: Attributes of the energy-saving and healthy-living measures used in the two recommender systems.

<table>
<thead>
<tr>
<th>Attributes of energy-saving measures</th>
<th>Attributes of health measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial effort</td>
<td>Emphasis (nutrition or exercise)</td>
</tr>
<tr>
<td>Continuous effort</td>
<td>Frequency of activity</td>
</tr>
<tr>
<td>Initial costs</td>
<td>Calories burned/avoided</td>
</tr>
<tr>
<td>Total savings (monetary)</td>
<td>Exercise intensiveness</td>
</tr>
<tr>
<td>Energy savings</td>
<td>Costs</td>
</tr>
<tr>
<td>Return on investment (time)</td>
<td>Duration</td>
</tr>
<tr>
<td>Additional environmental effects</td>
<td>Social impact</td>
</tr>
<tr>
<td>Comfort</td>
<td></td>
</tr>
</tbody>
</table>

6.3.1 Preference rules

If we want to use demographics as input for a MAUT-based recommender, then we need to link specific values of the demographics to the attribute weights. Specifically, we can use differences in attribute weights between different values of each demographic item to create “preference rules” for that demographic item. To generate the preference rules for a certain answer option to a certain demographic item, we first calculate the mean attribute weights of participants who chose that answer option. If certain answer options have almost the same attribute weights, they are grouped together. We then calculate the deviance of each attribute weight from the mean of the entire sample. Any deviance larger than a certain threshold is multiplied by a certain scaling constant, and entered into the “rules” table of the recommender system as a “preference update rule”. Based on simulated interactions, we found that the behavior of the recommender is most similar to previous versions of the system if the threshold is set to 0.125, and the multiplier is set to 6.0.

As an example, Figure 23 shows how the demographic item “age” is related to the attributes of the energy recommender. The age question had 7 answer options:
<20, 20-25, 26-30, 31-40, 41-50, 51-60, and >60. Some of these options have been grouped together. Figure 24 subsequently shows how the deviances that reach the threshold are turned into preference update rules that link the values of the age question to increases or decreases in attribute weights\textsuperscript{10}. These rules make sure that when a user of the energy recommender (experiment = 1) answers the demographics question (action = demo) for age (obj = 26) with a certain answer (details = 1 through 7), their preference (model = utility) for a certain attribute (modelaspect) is increased or decreased by a certain amount (modelvalue). Note that grouped answer options (e.g., details = 1 and 2; details = 5, 6 and 7) have exactly the same rules. Moreover, not all answers update the preference value for every single attribute (e.g., answer option 1 does not update the attribute “savingsKWH” (energy savings).

This procedure of using Mechanical Turk to uncover the link between demographics and preferences could easily be automated for use in commercial systems. Alternatively, such a system could bootstrap this link by tracking users’ choices, and updating the links based on the attribute weights of the items they select. However, since the presented items are based on the current link, one has to be careful not to create an inescapable positive feedback loop when employing this method. As a solution, extra weight could be given to counterfactual behaviors.

\textsuperscript{10} These preference rules inherit their attributes (columns) from the generic “rules” construct in the system (which also manages item selection and other interactive behaviors). A rule triggers when an action is performed on a certain object (optionally with certain details) by changing the value of a certain aspect of a certain model. This explains the somewhat overly generic terminology used to describe the table of Figure 24.
Figure 23: Example of the values of energy-saving attributes for different age groups.

Figure 24: Example rules of the energy recommender when the user answers a question (database entries).
6.3.2 No privacy profiles; privacy tendency

We used the data regarding users’ perceived risk (7-point scale) to determine the dimensional structure of users’ privacy preferences. In contrast to our findings in Section 4.3, we find in this study that a unidimensional representation of users’ privacy preferences is not an oversimplification. Using Exploratory Factor Analysis, we find that the first extracted factor has an eigenvalue of 28.0 (for the energy-saving recommender) or 25.2 (for the healthy-living recommender), with the eigenvalue of the second factor being 3-4 times lower. Moreover, any attempt to construct a multidimensional model resulted in poorly discriminant factors (with factor correlations of around 0.90). Consequently, for Study 2 we opted to model users’ privacy tendency on a unidimensional scale, rather than their multidimensional privacy profile.

An advantage of the unidimensional nature of users’ privacy preferences in this system is that we can use a Rasch model to track users’ privacy tendency. Rasch models have been used extensively in adaptive systems (e.g., Computer-Adaptive Tests (Gershon 2005), such as the TOEFL and GRE tests), and therefore several efficient implementations of dynamically updating Rasch models exist.

6.4 Study 1: testing demographics vs. attribute-based recommenders

The goal of this study is to find out whether a demographics-based recommender can achieve accurate recommendations and improve user satisfaction compared to an attribute-based recommender. The study also compares users’ trust
when using demographics-based versus attribute-based recommenders. Finally, it investigates whether these effects are moderated by domain knowledge.

6.4.1 Study setup

Participants recruited on Amazon Mechanical Turk (N=403; 197 females, 203 males, 3 not disclosed; median age: 32, ranging from 19 to 67) were asked to participate in a usability test of a new energy or health recommender system. To make privacy concerns a realistic scenario, the system was ostensibly provided by “software-coaches.com”, a fictitious software company (i.e., not the university researchers). Participants were randomly assigned to one of four conditions (see Manipulations). The study started with a short assessment of participants' domain knowledge. They then watched a short demonstration video explaining how the recommender system works. At the end of the video, they were told that they needed to make a selection of good recommendations (in a “basket”) by iteratively inspecting the recommendations and answering additional questions or changing the attribute weights (depending on whether they use the attribute-based or demographics-based system). After interacting with the system for at least 5 minutes, they concluded the study by answering a post-experimental questionnaire (see Measurements). Throughout the study, participants were subjected to a number of attention checks. Based on these checks, 46 participants were removed from the sample.
6.4.2 Manipulations

The experiment employed a 2-by-2 between-subjects design. The recommendation domain was manipulated by showing users either the energy-saving or healthy-living recommender. The preference elicitation method was manipulated with an attribute-based and demographics-based PE method:

- In attribute-based PE (Figure 25) participants set the weight of 7-8 attributes according to their personal preferences. The importance of every attribute can be set by clicking either on the “–”, “”, “+” or “++” signs. Changing the weights will update their recommendations. Participants are instructed to change the weights and inspect/choose recommendations iteratively.

- In demographics-based PE (Figure 26) participants answer the 57 multiple-choice demographics questions in random order. They have the option to skip each question should they so desire. Answering the questions changes internal attribute weights and thus updates the recommendations. If users exhaust the list of demographics questions, the skipped questions are presented again, in order of appearance, with a notice that all other questions have been exhausted.
Figure 25: The healthy-living recommender with the attribute-based PE-method.

Figure 26: The energy-saving recommender with the demographics-based PE-method.
6.4.3 Measurements

Any click made in the system was saved to the database of the experiment for subsequent analysis. Of specific interest are the number of items that people add to their list of recommendations and the “size” of these items (in terms of energy saved or calories burned/avoided). Moreover, for users of the demographics-based PE method, we are interested in their question answering/skipping behavior. The post-experimental questionnaire contained the questions listed in Table 14. All scales have been validated in at least two previous studies. In line with our framework for the user experience of (Knijnenburg et al. 2012c), we separate our constructs into Objective System Aspects (OSA), Subjective System Aspects (SSA), Experience (EXP), Interaction (INT) and Personal Characteristics (PC).

In line with our framework for the user experience of recommender systems (Knijnenburg et al. 2012c) and the uses and gratifications theory (McGuire 1974; Rubin 2002; Stafford et al. 2004) we consider both system satisfaction (a form of process gratification) and choice satisfaction (a form of content gratification).

**System satisfaction (EXP)** is a positive self-relevant evaluation of a system (Hassenzahl 2005). Satisfaction is not only determined by tangible aspects, such as service quality, but also by intangible ones, such as feelings of joy, fear, and frustration associated with the service experience (Johnson and Grayson 2005). The concept of system satisfaction relates to the perceived usefulness construct in TAM (Davis 1989) and the performance expectancy construct in UTAUT (Venkatesh et al. 2003). The questions used here were developed and extensively confirmed in a series of experiments (Knijnenburg et al. 2011, 2012c, 2014b; Knijnenburg and
Choice satisfaction (EXP) is a positive self-relevant evaluation of the outcome of using a system (Bechwati and Xia 2003; Bollen et al. 2010; Pedersen 2000). It is related to users’ decision confidence (Hostler et al. 2005; Krishnan et al. 2008; Vijayasarathy and Jones 2001). Whereas system satisfaction provides users with an outcome expectation, choice satisfaction is an actual evaluation of those outcomes. The questions used here were developed and extensively confirmed in a series of experiments (Knijnenburg et al. 2011, 2012c, 2014b; Knijnenburg and Willemsen 2009, 2010). In the field of privacy and personalization similar constructs have been used, such as “value of personalization” (Chellappa and Sin 2005) and “personalization benefits” (Sutanto et al. 2013).

The concept of perceived recommendation quality (SSA) is also an integral part of our framework for the user experience of recommender systems (Knijnenburg et al. 2012c). This concept was developed and extensively confirmed in a series of experiments on recommender systems (Bollen et al. 2010; Knijnenburg et al. 2010, 2012a, 2012c; Willemsen et al. 2011).

Several researchers have argued that understandability (SSA) and perceived control (SSA) are important qualities of a recommender system (Czarkowski and Kay 2000, 2003; Herlocker et al. 2000; Kay and Lum 2005; Knijnenburg et al. 2012a; McNee et al. 2003; Tintarev and Masthoff 2011). We use questions from questionnaires developed in one of our studies on energy-saving
recommenders (Knijnenburg et al. 2011) and our study on social recommenders (Knijnenburg et al. 2012a).

**Trust in the provider (EXP)** measures users’ privacy concerns regarding the company that provides the system. It is developed in Knijnenburg and Kobsa (2013a) and Sutanto et al. (2013) as a provider-specific analogy to the “trusting beliefs” factor of Malhotra et al. (2004), which is based on Jarvenpaa et al. (1999).

**General online privacy concern (PC)** is taken from directly from Malhotra et al. (2004) and Smith et al. (1996).

**Domain knowledge (PC)** was developed and extensively validated in our previous work on energy advice recommenders (Knijnenburg et al. 2011, 2014b; Knijnenburg and Willemsen 2009, 2010), and is here adapted to the health advice domain as well.

**Familiarity with recommenders (PC)** was developed in Knijnenburg et al. (2012a) and can be seen as a “trust-building factor” (cf. Chellappa and Sin 2005).

The questionnaire items were subjected to a Confirmatory Factor Analysis (CFA) with ordered categorical indicators and a weighted least squares estimator, estimating 9 factors. A separate CFA was conducted for the energy recommender and the health recommender. Items with low factor loadings, high cross-loadings, or high residual correlations were removed from the analysis. Factor loadings of the included items as well as the Average Variance Extracted (AVE) for each factor are shown in Table 14. AVEs are all adequate (AVE > 0.5), indicating good convergent validity. Several factor correlations are however higher than the square root of the AVE, indicating that not all factors show sufficient discriminant validity (meaning
that some factors could be collapsed into a single factor). This is likely due to the small sample size in these studies (N~180 for each recommender). Previous work has demonstrated the discriminant validity of these factors, so we will maintain them as separate factors here as well.

Table 14: AVEs and loadings for the questionnaire items in the two conditions of Study 1. (<domain> = "energy-saving" or "healthy-living", <coach> "Energy Saving Coach" or "Healthy Living Coach"). Items without loadings were removed from the analysis.

<table>
<thead>
<tr>
<th>Domain knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taken from Knijnenburg et al. (2011, 2014b) and Knijnenburg and Willemsen (2009, 2010).</td>
</tr>
<tr>
<td><strong>AVE (E): 0.666; AVE (H): 0.570</strong></td>
</tr>
<tr>
<td><strong>Items</strong></td>
</tr>
<tr>
<td>I know the energy consumption of all devices in my household / I know the effect of my diet and exercise routine on my health</td>
</tr>
<tr>
<td>I understand difference between different types of &lt;domain&gt; measures</td>
</tr>
<tr>
<td>I know &lt;domain&gt; measures that most others haven't even heard of</td>
</tr>
<tr>
<td>I know which &lt;domain&gt; measures are useful to implement</td>
</tr>
<tr>
<td>I am able to choose the right &lt;domain&gt; measures</td>
</tr>
<tr>
<td>I sometimes doubt whether I chose good &lt;domain&gt; measures</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taken from Knijnenburg et al. (2011, 2014b) and Knijnenburg and Willemsen (2009, 2010); applied to privacy in Knijnenburg et al. (2013b), Knijnenburg and Kobsa (2013a, 2014), and Kobsa et al. (2014).</td>
</tr>
<tr>
<td><strong>AVE (E): 0.679; AVE (H): 0.688</strong></td>
</tr>
<tr>
<td><strong>Items</strong></td>
</tr>
<tr>
<td>Overall, I am satisfied with the system</td>
</tr>
<tr>
<td>Using the &lt;coach&gt; made me happy</td>
</tr>
<tr>
<td>Using the &lt;coach&gt; is annoying</td>
</tr>
<tr>
<td>Using the &lt;coach&gt; was a pleasant experience</td>
</tr>
<tr>
<td>The &lt;coach&gt; was useless</td>
</tr>
<tr>
<td>I can make better &lt;domain&gt; choices with the &lt;coach&gt;</td>
</tr>
<tr>
<td>The &lt;coach&gt; made me more aware of my options</td>
</tr>
<tr>
<td>I can find better measures using the &lt;coach&gt;</td>
</tr>
<tr>
<td>The &lt;coach&gt; made me more energy-conscious</td>
</tr>
<tr>
<td>I would quickly abandon using the &lt;coach&gt;</td>
</tr>
<tr>
<td>I would use the &lt;coach&gt; more often if possible</td>
</tr>
<tr>
<td>I would recommend the &lt;coach&gt; to others</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perceived recommendation quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taken from Bollen et al. (2010) and Knijnenburg et al. (2010, 2012a, 2012c).</td>
</tr>
<tr>
<td><strong>AVE (E): 0.694; AVE (H): 0.717</strong></td>
</tr>
<tr>
<td><strong>Items</strong></td>
</tr>
<tr>
<td>I liked the measures recommended by the &lt;coach&gt;</td>
</tr>
<tr>
<td>The recommended measures fitted my preference</td>
</tr>
<tr>
<td>The recommended measures were relevant</td>
</tr>
<tr>
<td>The system recommended too many bad measures</td>
</tr>
<tr>
<td>I didn't like any of the recommended measures</td>
</tr>
</tbody>
</table>
Choice satisfaction
Taken from Knijnenburg et al. (2011, 2014b) and Knijnenburg and Willemse (2009, 2010); related to “value of personalization” (Chellappa and Sin 2005) and “personalization benefits” (Sutanto et al. 2013).

\[ \text{AVE (E)}: 0.674; \text{AVE (H)}: 0.670 \]

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I like the measures I’ve chosen</td>
<td>0.876</td>
<td>0.902</td>
</tr>
<tr>
<td>The chosen measures exactly fit my preference</td>
<td>0.798</td>
<td>0.785</td>
</tr>
<tr>
<td>I would recommend some of the measures I chose to others</td>
<td>0.836</td>
<td>0.715</td>
</tr>
<tr>
<td>I think I chose the best measures from the list</td>
<td>0.731</td>
<td></td>
</tr>
<tr>
<td>I am excited about the measures I’ve chosen</td>
<td>0.855</td>
<td>0.860</td>
</tr>
<tr>
<td>How many measures will you implement?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Perceived control
Taken from Knijnenburg et al. (2011, 2012a).

\[ \text{AVE (E)}: 0.652; \text{AVE (H)}: 0.664 \]

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I had limited control over the way the &lt;coach&gt; made recommendations</td>
<td>0.845</td>
<td></td>
</tr>
<tr>
<td>The &lt;coach&gt; does what I want</td>
<td>0.901</td>
<td>-0.895</td>
</tr>
<tr>
<td>The &lt;coach&gt; restricted me in my choice of measures</td>
<td>-0.714</td>
<td>0.757</td>
</tr>
<tr>
<td>I would like to have more control over the recommendations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I had full control over the &lt;coach&gt;</td>
<td>0.797</td>
<td>-0.752</td>
</tr>
</tbody>
</table>

Understandability
Taken from Knijnenburg et al. (2011, 2012a).

\[ \text{AVE (E)}: 0.665; \text{AVE (H)}: 0.616 \]

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I understand how the &lt;coach&gt; came up with the recommendations</td>
<td>0.898</td>
<td>0.781</td>
</tr>
<tr>
<td>The &lt;coach&gt; is difficult to understand</td>
<td></td>
<td>-0.758</td>
</tr>
<tr>
<td>I am unsure how the recommendations were generated</td>
<td>-0.764</td>
<td>-0.857</td>
</tr>
<tr>
<td>The recommendation process is clear to me</td>
<td>0.854</td>
<td>0.904</td>
</tr>
<tr>
<td>I understood how to indicate my preference</td>
<td>0.755</td>
<td>0.719</td>
</tr>
<tr>
<td>I looked primarily at the names of the measures, not at the attributes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How difficult/easy was comparing attributes?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How difficult/easy was comparing measures?</td>
<td>0.840</td>
<td>0.734</td>
</tr>
<tr>
<td>How difficult/easy was stating your preference?</td>
<td>0.814</td>
<td>0.809</td>
</tr>
<tr>
<td>How difficult/easy was comparing attributes?</td>
<td>0.772</td>
<td>0.693</td>
</tr>
</tbody>
</table>

Familiarity with recommenders
Taken from Knijnenburg et al. (2012a), related to “trust-building factors” (Chellappa and Sin 2005).

\[ \text{AVE (E)}: 0.647; \text{AVE (H)}: 0.709 \]

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am familiar with online recommender systems</td>
<td>0.950</td>
<td>0.932</td>
</tr>
<tr>
<td>My experience with recommender systems is limited</td>
<td>-0.747</td>
<td>-0.840</td>
</tr>
<tr>
<td>I have occasionally followed the advice of a recommender system</td>
<td>0.759</td>
<td>0.834</td>
</tr>
<tr>
<td>To me, recommender systems are a new phenomenon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I use recommender systems on a regular basis</td>
<td>0.743</td>
<td>0.752</td>
</tr>
</tbody>
</table>

Trust in provider
Taken from Knijnenburg and Kobsa (2013a) and Sutanto et al. (2013); provider-specific analogy to “trusting beliefs” (Jarvenpaa et al. 1999; Malhotra et al. 2004).

\[ \text{AVE (E)}: 0.879; \text{AVE (H)}: 0.897 \]

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I believe software-coaches.com (the company that runs this website) is trustworthy in handling my information</td>
<td>0.937</td>
<td>0.965</td>
</tr>
<tr>
<td>I believe software-coaches.com tells the truth and fulfills promises related to the information I provide</td>
<td>0.911</td>
<td>0.948</td>
</tr>
</tbody>
</table>
I believe software-coaches.com is predictable and consistent regarding the usage of my information  
I believe software-coaches.com is honest when it comes to using the information I provide  
I believe software-coaches.com keeps my best interests in mind when dealing with my information  

<table>
<thead>
<tr>
<th>General online privacy concern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taken from Malhotra et al. (2004) and Smith et al. (1996).</td>
</tr>
</tbody>
</table>

**AVE (E): 0.619; AVE (H): 0.759**

<table>
<thead>
<tr>
<th>Items</th>
<th>Load. (E)</th>
<th>Load. (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All things considered, the Internet would cause serious privacy problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compared to others, I am more sensitive about the way online companies handle my personal information</td>
<td>0.750</td>
<td>0.883</td>
</tr>
<tr>
<td>To me, it is the most important thing to keep my privacy intact from online companies</td>
<td>0.799</td>
<td>0.923</td>
</tr>
<tr>
<td>I believe other people are too concerned with online privacy issues</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compared with other subjects on my mind, personal privacy is very important</td>
<td>0.783</td>
<td>0.828</td>
</tr>
<tr>
<td>I am concerned about threats to my personal privacy today</td>
<td>0.812</td>
<td>0.846</td>
</tr>
</tbody>
</table>

6.4.4 Results

The subjective constructs, recommendation selection behaviors, and experimental manipulations were subsequently subjected to Structural Equation Modeling (SEM). The subjective constructs “Domain knowledge” and “General online privacy concern” are expected to interact with the PE-method manipulation. These factors were therefore turned into standardized weighted index scales. “Familiarity” was left out of the models, as it was not involved in any interesting effects.

Separate analyses were conducted for the energy-saving and healthy-living recommender. Figure 27 shows the resulting model for the energy-saving recommender, while Figure 28 shows the resulting model for the healthy-living recommender. Models were pruned to maintain significant effects that are
consistent across recommenders. The final models have a reasonably good fit (Energy-saving recommender: \(\chi^2(805) = 1307, p < .001; \text{RMSEA} = 0.059, 90\% \text{ CI: } [0.053, 0.065], \text{CFI} = 0.974, \text{TLI} = 0.972\). Healthy-living recommender:

\(\chi^2(881) = 1450, p < .001; \text{RMSEA} = 0.060, 90\% \text{ CI: } [0.055, 0.066], \text{CFI} = 0.965, \text{TLI} = 0.963\).

Figure 27: Structural Equation Model for the energy-saving recommender system. Numbers on the arrows indicate standardized effect sizes (and standard errors), and p-values: * \(p < .10\), ** \(p < .01\), *** \(p < .001\). The interaction effect (PE-method \times privacy concerns \rightarrow trust) is displayed in the graph in the top right corner.

---

11 For parsimonious results, we left out a few just-significant effects that were inconsistent across the two recommender systems. This resulted in a relatively high \text{RMSEA}. 108
The main structure of the two models is the same: the demographics-based system is overall less understandable ($\beta = -.376$, $p < .05$ in the energy-saving recommender and $\beta = -.314$, $p < .05$ in the healthy-living recommender, see Figure 27 and Figure 28 respectively) than the attribute-based system. Domain knowledge also has a positive effect on understandability, with domain experts understanding either system better than domain novices. Understandability is positively related to perceived control, which is in turn positively related to perceived recommendation quality. This is in line with our previous work on understandability and control in recommender systems (Knijnenburg et al. 2012a). Perceived control is also positively related to trust in the provider: participants who feel in control over the recommendation process are more trusting of the provider of the recommender.
system. This is interesting, given that trust in this study was measured as a privacy-related construct, while control is a recommendation-related construct. This suggests a new variant of the “misplaced confidence” effect of control (Brandimarte et al. 2013): even perceptions of control that have nothing to do with privacy may increase users’ privacy-related trust in the system.

Both trust in the provider and recommendation quality positively influence participants’ system satisfaction. The former confirms the same consistent finding of our work on recommender systems (Knijnenburg et al. 2012c; Knijnenburg and Willemsen 2009, 2010), while the latter confirms our work on privacy (Knijnenburg and Kobsa 2013a; Kobsa et al. 2014). System satisfaction, finally, increases choice satisfaction and the total amount of energy saved (or calories burned/avoided) by the selected measures. This is again in line with our earlier work on recommender systems (Knijnenburg et al. 2012c, 2014b; Knijnenburg and Willemsen 2009, 2010).

Beyond the aforementioned effects, which are all consistent between the two recommenders, a few effects of the PE-method—in some cases interacting with privacy concerns or domain knowledge—are different between the two recommenders. In the energy-saving recommender, there is a significant interaction effect of PE-method and privacy concern on trust in the provider ($\beta = -.330$, $p = .044$). Specifically, people with high privacy concerns who use demographics-based PE seem to trust the provider less, while there is no such effect for the attribute-based PE-method.

In the healthy-living recommender, a similar interaction of PE-method and privacy concern affects participants’ choice satisfaction ($\beta = -.324$, $p = .042$). Again,
people with high privacy concerns who use demographics-based PE seem to be less satisfied with their choices, while there is no such effect for the attribute-based PE-method. Additionally, in the healthy-living recommender there is an interaction effect of PE-method and domain knowledge on trust in the provider ($\beta = .506, p = .009$). Specifically, domain novices seem to trust the provider more when using attribute-based PE, while domain experts seem to trust the provider more when using demographics-based PE. Note that when the indirect effects via understandability and control are also taken into account, the total effect is most pronounced for the demographics-based PE method, which is more trusted by experts and less trusted by novices (see Figure 29). Also note that a direct effect of the PE-method on system satisfaction cancels out some of the negative effect of demographics-based PE on understandability.

![Figure 29: Total effects of domain knowledge and PE-method on trust in the provider.](image-url)
6.4.5 Discussion

What do these results mean? The lower understandability of the demographics-based PE-method may be due to the random order of the demographic information requests in this study. Since these questions cover a very wide range of demographics that are, importantly, not all equally useful in improving the preference model, users may be confused as to why the system would ask certain questions. Prioritizing questions that are typically perceived as more useful could potentially reduce this effect.

This may also be why novices are less trusting of the demographics-based PE-method in the healthy-living recommender: arguably, novices are less likely to come up with reasons for why certain questions are asked, and this may consequently reduce their trust in a system that asks demographic questions in a random order.

As for users with high privacy concerns, the (occasionally rather sensitive) demographic information requests reduce their trust in the provider (for the energy-saving recommender), or their choice satisfaction (for the healthy-living recommender). The latter may occur because they evaluate the outcome of the recommendation process against the information they had to disclose to generate those outcomes. Again, the root cause of this problem could very well be the fact that the system asks questions in a random order instead of prioritizing the less private and more useful items: Despite the fact that users have the explicit option to skip questions, privacy concerned users may still be irked by the occasional sensitive question. Using a request order that avoids these sensitive questions
would arguably reduce this effect. Note that in line with these findings the odds of disclosure for moderately concerned participants (+1 SD) were about 2.51 times\textsuperscript{12} lower than for moderately unconcerned participants (−1 SD), a strongly significant difference ($p = .006$).

Concluding, the demographics-based PE-method did not live up to its expectations, especially for domain novices and users with high privacy concerns. Given the nature of the observed effects, we argue that this is likely due to the random order of the demographic information requests, which disregards both the sensitivity of the requested demographic information and its contribution to the recommendation process.

6.5 Towards a better item request order

One of the main problems identified in study 1 is that asking demographics questions in a random order disregards the fact that:

- not all items are equally useful to the recommendation process;
- not all items are equally sensitive;
- not all users are equally private.

In this section we develop a number of alternative request orders that take one or more of these facts into account to create a more efficient and less privacy-sensitive demographics-based PE-method.

\textsuperscript{12}This figure is based on the likelihood of answering any item (even those the user did not end up seeing). When we consider the seen items only, the odds ratio is even larger (3.26 times, $p = < .001$).
6.5.1 Choosing the domain: Health

As we are to develop several alternative request orders (eventually leading to 8 experimental conditions), we chose to reduce the complexity of the second study by restricting our domain to healthy-living. Intuitively, we argue that the more useful demographic items for the healthy-living recommender are likely also the more sensitive ones. The trade-off between usefulness and privacy is thus arguably more prominent in the healthy-living domain.

Also, inspecting the results of study 1, we see a more interesting opportunity for improvement in the healthy-living recommender: For this recommender, both novices and highly concerned individuals have issues with the demographics-based recommender. This means that there is more room for improvement in this recommendation domain.

Finally, running a mixed logistic regression model with random intercepts for participants and demographic items, we observe that the variance in item disclosure levels in study 1 is higher in the healthy-living recommender (variance of random intercept: 2.041) than in the energy-saving recommender (variance of random intercept: 1.632). This is visually portrayed in Figure 30, which shows less of a “cusp” for the health recommender than for the energy recommender. This more even spread of item disclosure levels creates a better opportunity for a dynamic sensitivity/usefulness trade-off model to result in different types of experiences for different types of users.
Figure 30: Ordered demographic item disclosure rates for the energy- and health-recommender.

6.5.2 Possible request orders

We can make several possible improvements to a completely random request order. Given that not all items are equally useful to the recommendation process, one could prioritize requests by usefulness. First and foremost, this would make the recommendation process more efficient, thereby requiring fewer answers to demographic questions to get good recommendations. Based on the results of study 1 we can hypothesize a psychological benefit as well: If this most-useful-first request order prioritizes items that are ostensibly related to the recommendation domain, then this could increase the understandability of the system, and also increase novices’ trust in the provider of the system.
Given that not all items are equally sensitive, one could alternatively prioritize requests by sensitivity. Assuming that most users do not go through all questions during their interaction with the system (an assumption that is correct for 78.5% of the study 1 participants), this least-sensitive-first request order would avoid asking users the most sensitive questions at all. This, in turn, could increase trust, disclosure, and choice satisfaction for users with high privacy concerns.

Optimizing both of these objectives simultaneously is difficult, though, because some of the sensitive items may also be very useful—this is likely to be the case for a healthy-lifestyle recommender. A system that makes a reasonable trade-off between these two objectives could potentially be efficient, understandable and trustworthy.

This leaves one crucial question to be answered: if the request order were to be a trade-off between usefulness and sensitivity, then how should each of these objective be weighted? Acknowledging that not all users are equally private, the best answer to this question would be “make it dependent on the user’s level of privacy”. An adaptive request order would entail tracking users’ disclosure tendency, and then allowing the system to ask more useful-but-sensitive questions to users with low privacy concerns, while strictly prioritizing the least sensitive questions for users with high privacy concerns.

In sum, we consider four generic strategies for prioritizing the order of demographic information requests:

- Most-useful-first
- Least-sensitive-first
• A static trade-off between usefulness and sensitivity (with a certain trade-off weight that is the same for all users, the value of which is still to be determined)
• An adaptive request order that sets the trade-off weight dynamically based on users’ disclosure tendency (the starting value of this trade-off weight is still to be determined)

6.5.3 Defining a trade-off

Two of the four generic strategies defined in the previous subsection require a weighted trade-off between the two possibly conflicting attributes of usefulness and sensitivity. Such a trade-off can be conceptualized in several different ways. Bettman, Luce and Payne (1998) suggest weighted adding as one of the normatively most accurate trade-off strategies. This strategy is also in line with the overwhelming assumption in privacy research (Hui et al. 2007; Mothersbaugh et al. 2012; Nehf 2005) that privacy decisions are compensatory (cf. the word “privacy calculus” suggests that people trade-off privacy and usefulness in a calculative manner). In weighted adding, demographics items would be ordered by a linear function of sensitivity and usefulness:

\[ r_i = u_i - \alpha \delta_i \]

where \( r_i \) is the request-priority of the item, \( u_i \) is its usefulness, \( \delta_i \) is its sensitivity, and \( \alpha \) is the relative weight of sensitivity, which can either be static, or dynamically estimated for each user (\( \alpha_n \)).
An alternative conceptualization of the trade-off strategy would be a non-compensatory trade-off. In this trade-off strategy, demographic items would have to meet a certain threshold level of one attribute, before optimizing the other attribute. In our system, this could be implemented by selecting the most useful demographics item that has a sensitivity level below a certain threshold (i.e., it applies the most-useful-first ordering to these items). If no items below the threshold are left, the system could simply select the least sensitive item among the items that are left (i.e., it applies the least-sensitive-first ordering to the remaining items). Formulatively:

\[ r_i = \begin{cases} 
    u_i & \text{if } \delta_i < \alpha, \\
    -\delta_i & \text{if } \delta_i > \alpha.
\end{cases} \]

where \( \alpha \) is a threshold, which can either be static, or dynamically estimated for each user (\( \alpha_n \)).

Although the non-compensatory trade-off strategy may seem like a less elegant solution at first, it has a few advantages over the weighted adding strategy. First, the non-compensatory strategy is in most cases computationally less intensive, because it requires the usefulness (which, as we will explain in the next subsection, depends on the user’s current preference model, and thus has to be continuously updated) only to be calculated for demographics items that fall below the sensitivity threshold. Second, it may lead to a more robust request behavior, because it provides a guarantee for the maximum level of sensitivity that will be

---

13 The first part of this strategy is essentially the elimination by aspects strategy. Bettman, Luce and Payne (Bettman et al. 1998) note that elimination by aspects is often used as a first step in the decision process to reduce the list of potential options.
considered. In our Rasch modeling framework (see Section 6.5.5), this guarantee can be translated into a “minimum disclosure probability” for requested items.

Third, since the items above the threshold are requested in the order of increasing sensitivity (if they are requested at all), the non-compensatory trade-off strategy makes sure that users will always see the most sensitive item last (unless the threshold is higher than this most sensitive item). In the weighted adding strategy, the most sensitive item can conceivably be requested very early in the process—even when the sensitivity threshold is very low—as long as the item is deemed very useful. Finally, if we adapt the threshold to the user, the non-compensatory strategy defaults to the most-useful-first strategy for users with a very high threshold \((a_n > \max(\delta_i))\), and to the least-sensitive-first strategy for users with a very low threshold \((a_n < \min(\delta_i))\). Due to these advantages, we chose to implement the non-compensatory trade-off strategy in our recommender system.

### 6.5.4 Determining item usefulness \(u_i\)

The usefulness of a demographic question to the recommendation process depends on how much it influences the attribute weights. The questions in our system vary in the extent to which they alter the weight of each attribute. Moreover, by answering consecutive questions, users’ preferences for certain attributes will become more pronounced (more extremely high or low weights) than for others (more moderate weights). Consequently, the usefulness of a demographic question

---

\(^{14}\)That is, unless the user has run out of items below the threshold, at which point items are requested in order of sensitivity. An even stronger guarantee could be given if one would simply end the requests at this point.
for the recommendation process is a dynamic construct: if the user's preference for a certain attribute is more pronounced, then a question that primarily influences this attribute's weight is less important than a question that more strongly influences an attribute for which the user currently has a more moderate weight.

In our system, we define the usefulness of each demographics question \( u_i \) as the weighted sum of the usefulness \( u_o \) of each answer option \( o_j \). The weight of an answer option is the probability \( p_o \) at which that answer was given in study 1.\(^{15}\) The usefulness of the answer option, in turn, is the weighted sum of the absolute amount of the change in model value \( v_r \) of the “preference update rules” triggered by this answer \( r_{oa} \). The weight in this case is the inverse of how much the weight of the attribute that would be updated \( (a) \) deviates from the grand mean attribute weight \( d_{an} \), plus a small regularization constant. Formulaically:

\[
 u_i = \sum_{o_i} p_o u_o 
\]

where

\[
 u_o = \sum_{r_{oa}} \frac{v_r}{d_{an}} 
\]

and

\[
 d_{an} = \text{abs}(w_{an} - \bar{w}_n) + .0001 
\]

The most useful item is the one with the highest \( u_i \).

\(^{15}\) We use this “marginal answering probability” as an estimate of how likely the user is to provide each answer. A more accurate estimate would be the probability of each answer to the current question conditional upon the user's answers to all previous questions. Our current study 1 dataset is not large enough to robustly support this more accurate estimate, but it would be a conceivable improvement in commercial settings.
6.5.5 Determining item sensitivity $\delta_i$

Given that disclosure tendency is unidimensional,\(^{16}\) we can create a Rasch model to determine the item sensitivities. A Rasch model defines the probability that user $n$ discloses item $i$ as follows:

$$p_{ni} = \frac{e^{\beta_n - \delta_i}}{1 + e^{\beta_n - \delta_i}}$$

where $\beta_n$ is the user’s disclosure tendency, and $\delta_i$ is the item sensitivity. We calculate the item sensitivities pre-hoc, based on disclosure behaviors observed in the demographics-based PE condition of the healthy-living recommender of study 1.\(^{17}\) Note that some items had a 100% disclosure rate; for these items we use the overall item sensitivity estimate (based on a Rasch model across both recommenders) and then subtracting 1 (this makes the estimated disclosure about half as likely).

To identify the Rasch model, either $\beta_n$ or $\delta_i$ needs to be anchored. We anchor $\delta_i$ to have a mean of zero. The resulting item sensitivities are listed in Table 12.

6.5.6 Determining the threshold $\alpha$ (static, or based on user disclosure tendency)

The final component of the request order that needs to be defined is the threshold ($\alpha$) of the trade-off-based strategies (see Section 6.5.3). This threshold can either be static, or dynamically estimated for each user ($\alpha_n$).

\(^{16}\) Analysis of the disclosure tendency in study 1 reconfirmed the result from our pre-study (see Section 6.3.2) that a single factor model is not an oversimplification.

\(^{17}\) In a commercial setting, these values could be determined and/or updated on the fly.
The adaptive threshold can be based on the user’s disclosure tendency, \( \beta_n \) in the Rasch model. To estimate \( \beta_n \) “on the fly”, during the user’s interaction with the system, we use the Normal Approximation Estimation Algorithm (PROX), a very lightweight method to estimate \( \beta_n \) with missing data\(^{18} \) when item sensitivities are known (Cohen 1979). The PROX estimate for \( \beta_n \) in this particular case is given by:

\[
\beta_n = \text{mean}_n(\delta) + \sqrt{1 + \text{var}_n(\delta)}/2.9 \times \ln \left( \frac{|D_n|}{|L_n| - |D_n|} \right)
\]

where \( L_n \) is the set of items presented to user \( n \), \( D_n \) is the subset of items disclosed by user \( n \), and \( \text{mean}_n(\delta) \) and \( \text{var}_n(\delta) \) are the mean and variance of the sensitivity of the items \( L \) presented to user \( n \):

\[
\text{mean}_n(\delta) = \frac{\sum_{i \in L_n} \delta_i}{|L_n|}
\]

\[
\text{var}_n(\delta) = \frac{\left( \sum_{i \in L_n} (\delta_i - \text{mean}_n(\delta))^2 \right)}{|L_n| - 1}
\]

For memory efficiency reasons, we do not want to keep track of the actual sets \( L_n \) and \( D_n \). Instead, we keep track of \( |L_n|, |D_n|, \text{mean}_n(\delta), \) and \( \text{var}_n(\delta) \) by creating recursively-updating versions of these metrics:

\[
|L_n|_{t+1} = |L_n|_t + 1
\]

\[
|D_n|_{t+1} = \begin{cases} |D_n|_t & \text{if } d_{n,t} = 0, \\ |L_n|_t + 1 & \text{if } d_{n,t} = 1. \end{cases}
\]

\[
\text{mean}_n(\delta)_t + 1 = \frac{\text{mean}_n(\delta)_t \times |L_n|_t + \delta_{n,t}}{|L_n|_t + 1}
\]

\(^{18}\) Allowing for missing data is crucial, because we estimate \( \beta_n \) on the fly, meaning that there is always a subset of demographic items for which the user’s disclosure behavior is not known, because they have not been asked yet.
\[
\text{var}_n(\delta)_{t+1} = \frac{|L_n|_t - 1}{|L_n|_t} \text{var}_n(\delta)_t + \frac{(\delta_{n,t} - \text{mean}_n(\delta)_t)^2}{|L_n|_t + 1}
\]

with \(\text{var}_n(\delta)_1 = 0\) by definition.

One final problem to be solved is the regularization of \(\beta_n\). If user \(n\) initially discloses either none or all of the items (one of which has to happen by definition at \(t = 1\), but possibly even after that), then \(\beta_n\) resolves to \(\pm \infty\). We therefore slightly adjust the model with two regularization parameters, \(D_{\text{reg}}\) and \(L_{\text{reg}}\):

\[
\beta_n = \text{mean}_n(\delta) + \sqrt{1 + \text{var}_n(\delta)}/2.9 \ast \ln \left( \frac{|D_n| + D_{\text{reg}}}{|L_n| + L_{\text{reg}} - |D_n| - D_{\text{reg}}} \right)
\]

Based on extensive simulations, we choose \(L_{\text{reg}} = 3\) and \(D_{\text{reg}} = L_{\text{reg}} \ast \bar{p}\).

Where \(\bar{p}\) is the average disclosure probability over all users and all items in the health recommender in study 1, which is 0.9031. The regularization parameter thus adds 3 items at the average level of disclosure to the model.

We can now base the threshold \(\alpha_n\) on \(\beta_n\). We don’t want to set \(\alpha_n = \beta_n\), because in that case the most sensitive item below the threshold has a disclosure probability of only 50% (since \(e^0/(1 + e^0) = 0.5\)). As we try to prevent non-disclosures from happening at all, we prefer a (much) more conservative threshold.

After extensive simulations, we choose the following two thresholds:

\[
\alpha^H_n = \beta_n - 1.5
\]

and

\[
\alpha^L_n = \beta_n - 2.5
\]

Assuming that \(\beta_n\) is accurately estimated, the user discloses items below the \(\alpha^H_n\) threshold with a probability of at least 81.8% \((e^{1.5}/(1 + e^{1.5}) = 0.818)\), and items below the \(\alpha^L_n\) threshold with a probability of at least 92.4%.
Table 15 shows the results of simulations with the two dynamic thresholds on simulated users disclosing 35%, 51%, 75% and 91% of the items. Of note are the rejections in the \( \delta_i < \alpha \) phase (when the most-useful-first strategy is employed on items that are supposed to all fall below the threshold) and the disclosures in the \( \delta_i > \alpha \) phase (when the least-sensitive-first strategy is employed on items that are supposed to all fall above the threshold). As expected, the high threshold results in more “early rejections” but fewer “late disclosures” than the low threshold. Overall, though, the models fairly accurately reflect users’ disclosure tendencies, minimizing disclosures during the most-useful-first phase, and switching to the least-sensitive-first strategy just around the time when the subset of items that the user is willing to disclose is about to be depleted.

<table>
<thead>
<tr>
<th>Disclosures</th>
<th>Threshold</th>
<th>Rejections in the ( \delta_i &lt; \alpha ) phase</th>
<th>Disclosures in the ( \delta_i &gt; \alpha ) phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 (35%)</td>
<td>Low</td>
<td>1 (5.0%)</td>
<td>7 (35.0%)</td>
</tr>
<tr>
<td>20 (35%)</td>
<td>High</td>
<td>2 (10.0%)</td>
<td>6 (30.0%)</td>
</tr>
<tr>
<td>29 (51%)</td>
<td>Low</td>
<td>1 (3.4%)</td>
<td>13 (44.8%)</td>
</tr>
<tr>
<td>29 (51%)</td>
<td>High</td>
<td>4 (13.8%)</td>
<td>2 (6.9%)</td>
</tr>
<tr>
<td>43 (75%)</td>
<td>Low</td>
<td>2 (4.7%)</td>
<td>5 (11.6%)</td>
</tr>
<tr>
<td>43 (75%)</td>
<td>High</td>
<td>5 (11.6%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>52 (91%)</td>
<td>Low</td>
<td>2 (3.8%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>52 (91%)</td>
<td>High</td>
<td>5 (9.7%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>

Finally, for the static threshold, we simply set \( \beta_n \) to the average disclosure tendency in the healthy-living recommender in study 1, which is

\[
\beta_n = \ln(\bar{p}/(1 - \bar{p})).
\]

This leads to the two static thresholds \( \alpha^H = 0.732 \) and \( \alpha^L = -0.268 \). Referring to Table 12, this means that 41 out of the 57 demographics items (72%) fall below the high threshold, while 18 items (32%) fall below the low
threshold. To wit, in the health recommender of study 1 almost all participants (97%) disclosed more than 18 items, while only about 51% of the participants disclosed more than 41 items. Participants in the low threshold condition are thus likely to end up in the least-sensitive-first fallback scenario after disclosing the first 18 items. This fallback scenario is less likely to occur in the high threshold condition.

With all aspects of the request order in place, we can now turn to study 2, where we investigate the effect of the different request orders on users’ experience and behavior.

6.6 Study 2: testing different request orders

The goal of this study is to find out if there is an effect of request order in the demographics-based PE-method on rate of disclosure, recommendation accuracy, privacy threat, and user satisfaction. The idea is that the system will be most effective if it prioritizes demographic items that are most likely to change the recommendations (most-useful-first request order), but that it will reduce users’ privacy concerns if it prioritizes request that are least sensitive (least-sensitive-first request order). The system that makes a careful tradeoff between these two strategies is expected to be the most satisfying overall.

6.6.1 Study setup

The study was conducted on the health recommender, as was argued in Section 6.5.1. Participants recruited on Amazon Mechanical Turk (N=672; 338 females, 328 males, 6 not disclosed; median age: 30, ranging from 18 to 70) were
randomly assigned to one of the 8 experimental conditions (see Manipulations). Procedures were the same as in study 1 (see Section 6.4.1). In this study, 58 participants were removed from the sample based on attention checks.

6.6.2 Manipulations

The study employed a between-subjects design with 8 conditions. The baseline condition was the attribute-based PE method (see Figure 25). The remaining conditions used the demographics-based PE method (see Figure 26) with different request orders:

- **Most-sensitive-first**: the items are ordered by decreasing sensitivity (see Section 6.5.5)\(^{19}\)

- **Least-sensitive-first**: the items are ordered by increasing sensitivity (see Section 6.5.5)

- **Most-useful-first**: the items are ordered by decreasing usefulness (see Section 6.5.4)

- **Static trade-off, low threshold**: the items are ordered most-useful-first for items with a sensitivity below \(\alpha^L\) (the 18 least sensitive items), and least-

\(^{19}\)The most-sensitive-first condition is of course far from optimal, but we include it to establish an upper bound on users’ perceived privacy threats. Moreover, Acquisti et al. (Acquisti et al. 2012) demonstrated that asking privacy-sensitive questions in a decreasing order of intrusiveness could increase overall levels of disclosure, because subsequent requests compare favorably to the previous more intrusive requests, and users will therefore be more likely to answer them. Disclosure may thus in fact be higher in the most-sensitive first condition. However, Acquisti et al. did not measure users’ satisfaction with the disclosure procedure, which is likely to be lower in this scenario, or users’ perceived privacy threat, which is likely to be higher. Moreover, unlike Acquisti et al., users in our study are free to stop answering questions at any point in time. The increased privacy threat may cause users to abandon the demographics disclosure part of the interface, which would result in a lower overall level of disclosure in our case.
sensitive-first for items above this threshold (the 39 remaining items; see Section 6.5.6)

- **Static trade-off, high threshold:** the items are ordered most-useful-first for items with a sensitivity below $\alpha^H$ (the 41 least sensitive items), and least-sensitive-first for items above this threshold (the 16 remaining items; see Section 6.5.6)

- **Adaptive request order, low threshold:** the items are ordered most-useful-first for items with a sensitivity below $\alpha^L_n$, and least-sensitive-first for items above this threshold. The threshold is dynamically adapted to the user’s disclosure tendency $\beta_n$: $\alpha^L_n = \beta_n - 2.5$ (see Section 6.5.6)

- **Adaptive request order, high threshold:** the items are ordered most-useful-first for items with a sensitivity below $\alpha^H_n$, and least-sensitive-first for items above this threshold. The threshold is dynamically adapted to the user’s disclosure tendency $\beta_n$: $\alpha^H_n = \beta_n - 1.5$ (see Section 6.5.6)

### 6.6.3 Measurements

As in study 1, any click made in the system was saved to the database of the experiment for subsequent analysis. Of specific interest are the number of items that people add to their list of recommendations and the “size” of these items (in terms of calories burned/avoided). Moreover, for all users except those in the attribute-based PE condition, we are interested in their question answering/skipping (i.e., “information disclosure”) behavior.

The post-experimental questionnaire contained the questions listed in
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Table 16. These scales measure the same constructs as in study 1, plus an additional scale for **perceived privacy threat**, which was developed in Knijnenburg and Kobsa (2013a) and Kobsa et al. (2014) as a system-specific analogy to the “collection” factor of the Internet Users Information Privacy Concerns scale (Malhotra et al. 2004), which is in turn adapted from the “collection” factor of the Concern For Information Privacy scale (Smith et al. 1996). Xu et al. (2008) similarly developed their “privacy intrusion” scale as a system-specific combination of the “collection”, “unauthorized secondary use” and “improper access” factors of the Internet Users Information Privacy Concerns scale. We limit ourselves to the “collection” factor.

The items were subjected to a Confirmatory Factor Analysis with ordered categorical indicators and a weighted least squares estimator, estimating 10 factors. Items with low factor loadings, high cross-loadings, or high residual correlations were removed from the analysis. Factor loadings of the included items as well as the Average Variance Extracted (AVE) for each factor are shown in
Table 16.
Table 16: Questionnaire used in study 2. Items without a loading were removed from the analysis.

<table>
<thead>
<tr>
<th>Domain knowledge</th>
<th>AVE: 0.605</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>I understand difference between different types of healthy-living measures</td>
<td>0.719</td>
</tr>
<tr>
<td>I know &lt;domain&gt; measures that most others haven’t even heard of</td>
<td></td>
</tr>
<tr>
<td>I know which &lt;domain&gt; measures are useful to implement</td>
<td>0.813</td>
</tr>
<tr>
<td>I am able to choose the right healthy-living measures</td>
<td>0.798</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System satisfaction</th>
<th>AVE: 0.718</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>Overall, I am satisfied with the system</td>
<td>0.872</td>
</tr>
<tr>
<td>Using the Healthy Living Coach made me happy</td>
<td>0.861</td>
</tr>
<tr>
<td>Using the Healthy Living Coach is annoying</td>
<td>-0.806</td>
</tr>
<tr>
<td>Using the Healthy Living Coach was a pleasant experience</td>
<td>0.882</td>
</tr>
<tr>
<td>The Healthy Living Coach was useless</td>
<td>-0.858</td>
</tr>
<tr>
<td>I can make better healthy living choices with the Healthy Living Coach</td>
<td>0.778</td>
</tr>
<tr>
<td>The Healthy Living Coach made me more aware of my options</td>
<td>0.834</td>
</tr>
<tr>
<td>I can find better measures using the Healthy Living Coach</td>
<td>0.779</td>
</tr>
<tr>
<td>The Healthy Living Coach made me more energy-conscious</td>
<td>0.807</td>
</tr>
<tr>
<td>I would quickly abandon using the Healthy Living Coach</td>
<td>-0.861</td>
</tr>
<tr>
<td>I would use the Healthy Living Coach more often if possible</td>
<td>0.924</td>
</tr>
<tr>
<td>I would recommend the Healthy Living Coach to others</td>
<td>0.890</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perceived recommendation quality</th>
<th>AVE: 0.744</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>I liked the measures recommended by the Healthy Living Coach</td>
<td>0.926</td>
</tr>
<tr>
<td>The recommended measures fitted my preference</td>
<td>0.897</td>
</tr>
<tr>
<td>The recommended measures were relevant</td>
<td>0.889</td>
</tr>
<tr>
<td>The system recommended too many bad measures</td>
<td>-0.796</td>
</tr>
<tr>
<td>I didn’t like any of the recommended measures</td>
<td>-0.796</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Choice satisfaction</th>
<th>AVE: 0.691</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>I like the measures I’ve chosen</td>
<td>0.851</td>
</tr>
<tr>
<td>The chosen measures exactly fit my preference</td>
<td>0.785</td>
</tr>
<tr>
<td>I would recommend some of the measures I chose to others</td>
<td>0.804</td>
</tr>
<tr>
<td>I think I chose the best measures from the list</td>
<td></td>
</tr>
<tr>
<td>I am excited about the measures I’ve chosen</td>
<td>0.881</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perceived control</th>
<th>AVE: 0.635</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>I had limited control over the way the Healthy Living Coach made recommendations</td>
<td>0.715</td>
</tr>
<tr>
<td>The Healthy Living Coach does what I want</td>
<td>-0.939</td>
</tr>
<tr>
<td>The Healthy Living Coach restricted me in my choice of measures</td>
<td>0.733</td>
</tr>
<tr>
<td>I had full control over the Healthy Living Coach</td>
<td>-0.781</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Understandability</th>
<th>AVE: 0.587</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Items</strong></td>
<td><strong>Loading</strong></td>
</tr>
<tr>
<td>I understand how the Healthy Living Coach came up with the recommendations</td>
<td>0.872</td>
</tr>
<tr>
<td>The Healthy Living Coach is difficult to understand</td>
<td>-0.760</td>
</tr>
<tr>
<td>I am unsure how the recommendations were generated</td>
<td>-0.734</td>
</tr>
<tr>
<td>The recommendation process is clear to me</td>
<td>0.778</td>
</tr>
<tr>
<td>I understood how to indicate my preference</td>
<td>0.790</td>
</tr>
<tr>
<td>How difficult/easy was comparing measures?</td>
<td>0.703</td>
</tr>
<tr>
<td>How difficult/easy was stating your preference?</td>
<td>0.796</td>
</tr>
<tr>
<td>How difficult/easy was comparing attributes?</td>
<td>0.677</td>
</tr>
</tbody>
</table>
### Familiarity with recommenders

<table>
<thead>
<tr>
<th>Items</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am familiar with online recommender systems</td>
<td>0.912</td>
</tr>
<tr>
<td>My experience with recommender systems is limited</td>
<td>-0.751</td>
</tr>
<tr>
<td>I have occasionally followed the advice of a recommender system</td>
<td>0.819</td>
</tr>
<tr>
<td>I use recommender systems on a regular basis</td>
<td>0.802</td>
</tr>
</tbody>
</table>

**AVE: 0.678**

### Perceived privacy threat

Taken from (Knijnenburg and Kobsa 2013a; Kobsa et al. 2014), system-specific analogy to “collection” and “control” (Malhotra et al. 2004)

<table>
<thead>
<tr>
<th>Items</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Healthy Living Coach has too much information about me.</td>
<td>0.819</td>
</tr>
<tr>
<td>The Healthy Living Coach does not know anything I would be uncomfortable sharing with it.</td>
<td>-0.678</td>
</tr>
<tr>
<td>I felt tricked into disclosing more information about myself than I wanted.</td>
<td>0.874</td>
</tr>
<tr>
<td>The Healthy Living Coach has information about me that I consider private.</td>
<td>0.820</td>
</tr>
<tr>
<td>The Healthy Living Coach knows more about me than I am comfortable with.</td>
<td>0.906</td>
</tr>
<tr>
<td>The Healthy Living Coach has information about me that they could use to invade my privacy.</td>
<td>0.871</td>
</tr>
<tr>
<td>I find the questions the Healthy Living Coach asked me intrusive.</td>
<td>0.933</td>
</tr>
</tbody>
</table>

**AVE: 0.717**

### Trust in provider

<table>
<thead>
<tr>
<th>Items</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>I believe software-coaches.com (the company that runs this website) is trustworthy in handling my information</td>
<td>0.957</td>
</tr>
<tr>
<td>I believe software-coaches.com tells the truth and fulfills promises related to the information I provide</td>
<td>0.971</td>
</tr>
<tr>
<td>I believe software-coaches.com is predictable and consistent regarding the usage of my information</td>
<td>0.931</td>
</tr>
<tr>
<td>I believe software-coaches.com is honest when it comes to using the information I provide</td>
<td>0.977</td>
</tr>
<tr>
<td>I believe software-coaches.com keeps my best interests in mind when dealing with my information</td>
<td>0.965</td>
</tr>
</tbody>
</table>

**AVE: 0.922**

### General online privacy concern

<table>
<thead>
<tr>
<th>Items</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>All things considered, the Internet would cause serious privacy problems</td>
<td></td>
</tr>
<tr>
<td>Compared to others, I am more sensitive about the way online companies handle my personal information</td>
<td>0.783</td>
</tr>
<tr>
<td>To me, it is the most important thing to keep my privacy intact from online companies</td>
<td>0.804</td>
</tr>
<tr>
<td>Compared with other subjects on my mind, personal privacy is very important</td>
<td>0.755</td>
</tr>
<tr>
<td>I am concerned about threats to my personal privacy today</td>
<td>0.841</td>
</tr>
</tbody>
</table>

**AVE: 0.634**

### Results

The subjective constructs, recommendation selection behavior, and experimental manipulations were subsequently subjected to Structural Equation Modeling (SEM). The subjective constructs “Domain knowledge” and “General online privacy concern” were again turned into standardized weighted index scales and allowed to interact with the experimental manipulation. “Familiarity” was again
left out of the models, as it was not involved in any important effects. Figure 31 shows the final model, which has an excellent fit: $\chi^2(2009) = 3239, p < .001$; $RMSEA = 0.032, 90\% CI: [0.030, 0.034], CFI = 0.984, TLI = 0.983$. Furthermore, Figure 32–Figure 43 show the total effects of the experimental manipulations (crossed with domain knowledge and/or privacy concerns, where appropriate) on the subjective constructs and recommendation selection behavior. These total effects closely match the marginal effects, indicating that the model accurately represents the true effects.

Structurally, the model is similar to the models of study 1. Understandability is positively related to perceived control, which is in turn positively related to recommendation quality (cf. Knijnenburg et al. 2012a), although we now also find a direct effect of understandability on recommendation quality. Perceived control is positively related to recommendation quality and trust in the provider, and negatively to perceived privacy threat (there is also a direct negative effect of understandability on perceived privacy threat), which partially mediates the effect on trust in the provider (cf. Knijnenburg and Kobsa 2013a). Both trust in the provider and perceived recommendation quality positively influence system satisfaction (cf. Knijnenburg et al. 2012c; Knijnenburg and Kobsa 2013a; Knijnenburg and Willemsen 2009, 2010; Kobsa et al. 2014). System satisfaction in turn increases choice satisfaction and the total amount of calories burned/avoided;

---

20 One notable finding for familiarity is that participants who are more familiar with recommender systems perceive simultaneously higher trust in the provider ($\beta = .126, p < .001$), but also higher privacy threat ($\beta = .141, p < .001$). Arguably, their previous experiences with recommender systems has made them more trusting, but also more aware of the potential privacy problems that recommender systems can cause.
the latter now also has a positive effect on choice satisfaction (cf. Knijnenburg et al. 2014b), as does recommendation quality.

In terms of the experimental manipulation and its interaction with domain knowledge and privacy concerns, we find a rather large number of interesting effects, depicted in the graphs gr#1–gr#7 in Figure 31:

There is a significant main effect of PE-method on understandability ($\chi^2(7) = 19.49$, $p = .007$). As gr#1 in Figure 31 shows, participants find the attribute-based PE-method more understandable than any of the demographics-based PE
conditions (all $ps < .05$; no significant differences between other conditions). As Figure 32 shows, these effects on understandability also reflect on perceived control.

There is a significant interaction effect of domain knowledge and privacy concerns on understandability ($\beta = .090, p = .040$). As gr#2 in Figure 31 shows, participants with high privacy concerns find the system less understandable unless they are domain experts, and domain novices find the system less understandable unless they have low privacy concerns.

There is a interaction effect of privacy concerns and PE-method on perceived recommendation quality ($\chi^2(7) = 14.16, p = .048$), as depicted in gr#3 in Figure 31. First, let us consider the main effects: perceived recommendation quality seems generally higher in the demographics-based PE conditions than in the attribute-based PE condition (i.e., the grey line is shifted somewhat down compared to the others), especially when questions are asked most-useful-first (difference: $p = .060$), most-sensitive-first ($p = .032$), either of the static trade-off versions (high threshold: $p = .008$; low threshold: $p = .019$), and the adaptive request order with a high threshold ($p = .004$). Note though, that this effect does not account for the positive effect on perceived recommendation quality mediated by understandability. When this effect is taken into account (as in the total effects graph in Figure 33), the attribute-based PE condition is on par with the others.

Furthermore, gr#3 shows that users with different levels of privacy concern perceive significantly different levels of recommendation quality in the different experimental conditions. Specifically, perceived recommendation quality increases
with privacy concerns for the attribute-based PE-method (slope: \( p = .012 \)) and the static trade-off condition with a low threshold (slope: \( p = .050 \)).

![Figure 32: Total effects of the manipulation on perceived control.](image)

![Figure 33: Total effects of the interaction of the manipulation and privacy concerns on perceived recommendation quality.](image)

There are significant interactions of privacy concerns and PE-method, and domain knowledge and PE-method, on perceived privacy threat (interaction with privacy concerns: \( \chi^2(7) = 21.96, p = .003 \); interaction with domain knowledge: \( \chi^2(7) = 25.25, p < .001 \)). Starting with the main effects, gr\#4 and gr\#5 in Figure 31 both clearly show that participants perceive significantly less threat in the attribute-based PE condition (all \( ps < .001 \)), and significantly more threat in the most-sensitive-first condition (all \( ps < .01 \), compared to all other conditions.

Gr\#4 shows that users with different levels of privacy concern perceive significantly different levels of privacy threat in the different experimental conditions. Specifically, people with higher privacy concerns generally perceive more threat, except in the attribute-based PE condition (for which threat is low regardless of concerns), the most-sensitive-first condition (for which threat is high
regardless of concerns), and the static trade-off condition with a low threshold (for which threat is moderate regardless of concerns; all other slopes: \( ps < .001 \)). The total effects reflect these findings (see Figure 34), and they carry over to trust (Figure 36), system satisfaction (Figure 38) and choice satisfaction (Figure 40) as well. Gr#5 further shows that novices and experts also perceive significantly different levels of privacy threat in the different experimental conditions. Specifically, novices perceive more threat from the adaptive request order with a low threshold (slope: \( p = .005 \)), while experts perceive more threat from the most-sensitive-first request order (slope: \( p = .014 \)). The total effects reflect these findings (see Figure 35).

![Figure 34: Total effects of the interaction of the manipulation and privacy concerns on perceived privacy threat.](image)

![Figure 35: Total effects of the interaction of the manipulation and domain knowledge on perceived privacy threat.](image)

There is a significant interaction effect of domain knowledge and PE-method on trust in the provider (\( \chi^2(7) = 17.43, p = .015 \)). There is not much of a main effect,
other than that participants in the attribute-based PE condition are somewhat less trusting; an effect that is canceled out once indirect effects (predominantly through perceived privacy threat) are taken into account (see Figure 36 and Figure 37). Gr#6 in Figure 31 shows that the interaction effect mainly causes differences for experts. Specifically, experts are more trusting of the most-sensitive-first request order (slope: \( p = .005 \)) and the static trade-off with a high threshold (slope: \( p = .002 \)). As the total effects graph in Figure 37 shows, the most-sensitive-first request order ends up on the low end of the trust scale once indirect effects through perceived privacy threat are taken into account. The static trade-off with a high threshold seems favorable for experts, though, and this effect carries over to system satisfaction (Figure 39) as well.

![Figure 36: Total effects of the interaction of the manipulation and privacy concerns on trust in the provider.](image)

![Figure 37: Total effects of the interaction of the manipulation and domain knowledge on trust in the provider.](image)
Finally, there is a significant main effect of PE-method on recommendation selection behavior ($\chi^2(7) = 29.26, p < .001$). Specifically, as gr#7 in Figure 31 clearly shows, participants in the attribute-based PE condition would burn/avoid substantially more calories with the measures they selected than in the other conditions (all $ps < .01$). This main effect also dominates the total effects (see Figure 42 and Figure 43).
6.6.5 Results for disclosure behavior

One variable of interest, disclosure behavior, was not included in the structural model presented above. This is because disclosure behaviors are only applicable to the demographics-based PE conditions. First, let us look at differences in disclosure behavior between the different request orders. Disclosure behavior is a repeated measure (57 measurements per participant; one for each demographics item) that can take on three values:

- The system showed the item to the participant, and participant disclosed the item.
- The system showed the item to the participant, and the participant skipped the item.
- The system did not show the item to the participant (or rather, the participant ended the interaction with the system before making a decision about the item).
Figure 44 shows the average percentage of items seen and disclosed per request order: both colored parts have been seen: the darker part has been disclosed, while the lighter part was skipped. Participants see the fewest items in the most-useful-first condition, and the most in the least-sensitive-first condition (comparison with most-useful-first: \( p = .010 \)) and the static trade-off with a low threshold condition (comparison with most-useful-first: \( p = .008 \)). Of the items that they see, participants disclose the most in the static trade-off with a high threshold condition (comparison with most-useful-first: \( p = .009 \)), and the least in the most-sensitive-first condition (comparison with most-useful-first: \( p = .019 \)). However, the overall level of disclosure is highest in the least-sensitive-first condition (comparison with most-useful-first: \( p = .004 \)) and the static trade-off with a low threshold condition (comparison with most-useful-first: \( p = .007 \)).

![Figure 44](image_url)  
*Figure 44: Average percentage of items seen (colored part) and disclosed (darker part) per request order.*
To investigate the effect of disclosure behavior on the rest of the model, we created a separate Structural Equation Model without the attribute-based PE condition. The resulting model has an excellent fit ($\chi^2(2001) = 2929, p < .001$; $RMSEA = 0.004$, 90% CI: [0.004, 0.004], $CFI = 0.986$, $TLI = 0.985$). The model excludes the effects from the original model that were primarily driven by the attribute-based PE condition, but otherwise has the same structure as the original model. Figure 45 shows the model, highlighting the effects involving disclosure behavior. In the model, disclosure is measured as a percentage of all items.

Most interesting is the negative feedback loop involving trust, threat, and disclosure. Specifically, trust in the provider increases participants’ disclosure tendency, but this in turn also increases their perceived threat. Aside from this, we find that disclosure increases the perceived quality of the recommendations, but only for participants with high privacy concerns (see gr#1 in Figure 45). For participants with low privacy concerns, an increase in disclosure actually leads to lower perceived recommendation quality. This is likely due to the fact that disclosure yields diminishing returns; after a few disclosures the user’s preferences are adequately represented, and further disclosures do not further increase the perceived recommendation quality. In other words: the more careful disclosure behavior of concerned users may be more efficient than the more lavish behavior of unconcerned users.

Finally, there is a significant interaction effect of domain knowledge and PE-method on disclosure behavior ($\chi^2(6) = 15.77, p = .015$). As mentioned above, participants disclose most in the least-sensitive-first condition (comparison with
most-useful-first: \( p = .006 \) and the static trade-off with a low threshold condition (comparison with most-useful-first: \( p = .01 \)). Also, experts disclose more in the static trade-off with a low threshold condition (slope: \( p = .019 \)).

In study 1 we found that the demographics-based PE-method had several shortcomings compared to the attribute-based PE-method, especially for novices and users with high privacy concerns. We hoped to remedy these shortcomings by introducing different request orders, arguing that a request order that adapts itself to the user would result in the highest overall satisfaction. Unfortunately, the adaptive request order did not clearly stand out in study 2, and generally speaking the attribute-based PE-method still excels, especially for novices and users with

Figure 45: Structural Equation Model for study 2, including disclosure behavior. The attribute-based PE condition is left out of this model, and only the effects involving disclosure behavior are highlighted.

6.6.6 Discussion

In study 1 we found that the demographics-based PE-method had several shortcomings compared to the attribute-based PE-method, especially for novices and users with high privacy concerns. We hoped to remedy these shortcomings by introducing different request orders, arguing that a request order that adapts itself to the user would result in the highest overall satisfaction. Unfortunately, the adaptive request order did not clearly stand out in study 2, and generally speaking the attribute-based PE-method still excels, especially for novices and users with
high privacy concerns. That said, the results of study 2 show several interesting
effects that suggest promising venues for future improvements.

First of all, we hoped that putting useful, non-sensitive demographic
questions first would make the system intuitively more understandable.
Unfortunately, changing the request order did not significantly increase
understandability: users still find the attribute-based PE-method easier to
understand. This is especially problematic for concerned and novice users, as they
find the system less understandable overall. One alternative way to improve the
understandability of the demographics-based PE-method would be to explain why
certain questions are asked. Wang and Benbasat (2007) demonstrate that this may
also increase users’ trust in the system. Note though, that the explanations used in
the study presented in Section 3.2 actually decreased trust, satisfaction, and
disclosure. A possible solution to this problem is to employ multiple types of
justifications, and to adapt the justification type to the user (as demonstrated in
Section 5.2).

Manipulating the request order did have an effect on recommendation
quality. In line with our expectations, request orders that trade off usefulness and
sensitivity with a high threshold (thereby giving more weight to usefulness) result
in a higher recommendation quality than the low-threshold versions. Interestingly,
though, the most-useful-first request order did not result in the highest level of
recommendation quality. This can be explained by looking at disclosure behavior: in
the most-useful-first condition, users stop answering questions sooner than in the
other conditions. Arguably, this is because the recommendations attain an
acceptable level of quality rather quickly in this condition. This may mean, however, that users stop *too soon*, possibly due to the combined effect of 1) one or more sensitive questions popping up and the 2) recommendations being already “good enough” (yet not as good as they could be; a behavior called “satisficing”, cf. Willemsen et al. (2011)). Consequently, they may have inadvertently ended up with worse recommendations than users in the other conditions. The trade-off conditions with a high threshold, on the other hand, arguably create a request order that is efficient enough to get good recommendations quickly, yet non-sensitive enough to encourage users to continue answering questions even when the recommendations are already “good enough”.

An interesting solution to users stopping the preference elicitation too soon is to encourage them to answer (or at least review) more questions. It is important not to overdo this, though, because ideally one would like users to end the preference elicitation when all remaining items are deemed too sensitive anyway. In future work we could implement an *adaptive nudge* that encourages users to review more questions until the remaining questions are all above the sensitivity threshold.

Considering the total effects on recommendation quality, Figure 33 shows that the attribute-based PE-method and the static trade-off with a low threshold condition lead to the highest recommendation quality for people with high privacy concerns, while the least-sensitive-first condition, the static trade-off with a high threshold condition, and both adaptive request order conditions lead to the highest recommendation quality for people with low privacy concerns. The static trade-off with a low threshold condition may be better for users with high concerns because
the overall level of disclosure is highest in this condition (see Figure 44), and for concerned users the amount of disclosure has a significant positive impact on recommendation quality (see gr#1 in Figure 45). The fact that users with low privacy concerns are the only ones who can get better recommendation quality in the high threshold versions also stands to reason; they trust the system enough to deal with the occasional sensitive question and disclose an amount of information that is sufficient to increase the perceived recommendation quality.

Looking at disclosure in more detail, we already noted that it makes sense that users see fewer questions in the most-useful-first condition: this is arguably due to satisficing. It also stands to reasons that users inspect more items in the least-sensitive-first and static trade-off with a low threshold conditions: both of these conditions show a subset of very non-sensitive items upfront. The static trade-off with a high threshold condition has the highest disclosure among the items that the user sees, which makes this the most efficient condition (in this case, “efficient” means “least requests wasted on items that users will not disclose anyway”). In terms of overall disclosure, though, the least-sensitive-first condition and the static trade-off with a low threshold condition are the best. In the latter case, this increased disclosure behavior in fact leads to a higher recommendation quality for users with high privacy concerns.

Turning to perceived privacy threat, it makes sense that the most-sensitive-first condition leads to the highest perceived threat: participants skipped the most demographics items in this condition, meaning that they encountered the most items that were so sensitive that they did not wish to disclose them. It is interesting
that even people with low privacy concerns perceive this high level of threat; in all other demographics-based PE conditions (except for the static trade-off with a low threshold condition) threat increases with privacy concerns. In the attribute-based PE condition threat is low regardless of privacy concerns, making this by far the least threatening condition for people with high privacy concerns. For people with low privacy concerns, any version will do, except for the most-sensitive-first version and the static trade-off with a low threshold condition.

We noted in study 1 that novices were less trusting of the demographics-based PE method, and we hoped that changing the request order would reduce their privacy threat and consequently increase their trust in the provider. Unfortunately, we find that novices hardly distinguish among the different request orders in terms of threat. This is especially disconcerting regarding the most-sensitive-first request order, which surprisingly results in lower threat levels for novices. We had hoped that novices and experts alike would be able to detect when the system is helping them versus just trying to get sensitive information out of them. Novices may become better adept at assessing levels of threat and trust if we give them (adaptive) justifications for each disclosure (Knijnenburg and Kobsa 2013a, 2013b; Wang and Benbasat 2007).

In terms of overall levels of trust, it seems that the attribute-based version is best for novices and people with high concerns, while the static trade-off with a high threshold condition is better for experts and people with low concerns (see Figure 36 and Figure 37). These effects carry over to satisfaction (see Figure 38 and Figure 39), and—to a very limited extent—to choice satisfaction (see Figure 40 and Figure
As mentioned before, this means that we did not attain our goal of creating a demographics-based PE-method that outperforms the standard attribute-based PE-method for novices or people with high privacy concerns. Note, though, that for people with high privacy concerns, the demographic-based PE method using a static trade-off with a low threshold performs almost as well as the attribute-based PE-method on most user experience measures (i.e., trust, system satisfaction, and choice satisfaction).

Finally, in terms of calories saved, the attribute-based PE-method is by far the most effective version. Arguably, users in the demographics-based PE conditions may be distracted by demographics questions, and thus end up spending less time selecting measures. A possible solution to this problem would be to create a hybrid method that employs an attribute-based PE-method, but seeds the system with a few demographics questions. Again, this hybrid method could be adaptive, in that it could ask more questions to novices (who may need more help setting the initial attribute weights) and privacy-unconcerned users (who do not mind answering more questions) before switching to the attribute-based PE-method.

6.7 Conclusion regarding the adaptive request order studies

Concluding, we can select a “best” condition for each type of user:

• For novices, this would be the attribute-based PE-method.

• For experts, the demographics-based PE-method is best, as long as it employs the static trade-off request order with a high threshold.

• For people with low privacy concerns any method will do, except for the
most-sensitive-first request order, the static trade-off with a low threshold, and in some cases, the attribute-based version.

- For people with high privacy concerns, the attribute-based PE-method and the static trade-off request order with a low threshold are both good.

Unfortunately, the adaptive request orders did not end up among the “best” versions. We designed the adaptive versions to seamlessly combine the benefits of the two static trade-off versions (i.e., an inherent focus on usefulness for novices, a low threshold for concerned users, and a high threshold for unconcerned users), but somehow these benefits did not materialize. One possible reason why the static trade-off versions are still better may be that they provide a guaranteed upper bound on the sensitivity of items that fall below the threshold, while in the adaptive versions this threshold fluctuates as the system tries to estimate the user’s disclosure tendency. This fluctuation may still cause the occasional sensitive question to be asked relatively early on in the interaction. A possible remedy would be to put an upper and lower bound on the estimated threshold, commensurate with the low and high thresholds used in the static trade-off versions.

Other things that could improve the demographics-based PE-method are: (adaptive) justifications that help users understand why a certain question is being asked, adaptive nudges to encourage users to explore more demographics questions (as long as they fall below the estimated threshold), and creating an (adaptive) hybrid recommender that starts with a few demographics questions and then switches to the attribute-based PE-method. These and other improvements can be tested in future work.
CHAPTER 7: General conclusion

7.1 Summary

Early research on users’ information disclosure behavior revolved around the privacy calculus: the idea that users would make a careful and objective tradeoff between perceived risks and benefits of disclosure (Culnan and Armstrong 1999; Culnan and Bies 2003; Laufer et al. 1973; Laufer and Wolfe 1977; Milne and Gordon 1993; Petronio 2002). It soon became apparent, though, that objective privacy decision making is a chimera: people’s privacy decisions fall prey to all sorts of decision biases (Acquisti et al. 2009, 2012; Acquisti and Grossklags 2005, 2008; John et al. 2011; Johnson et al. 2002; Lai and Hui 2006; Tsai et al. 2010) and most privacy decisions are too complex (Antón et al. 2004; Cate 2006; Consumer Reports 2012; Kelley et al. 2010; Liu et al. 2011; Madejski et al. 2012; McDonald et al. 2009; Strater and Lipford 2008; Turow et al. 2005) for people to fathom. In effect, many people refrain from exploiting the provided transparency and control altogether (Adkinson et al. 2002; Berendt et al. 2005; Bergmann 2009; Besmer et al. 2010; Compañó and Lusoli 2010; Gross and Acquisti 2005; Harris 2001; Jensen et al. 2005; Kelley et al. 2010; Larose and Rifon 2007; Singleton and Harper 2002; Turner and Varghese 2002). Contemporary privacy scholars have therefore moved beyond the idea of transparency and control (Barocas and Nissenbaum 2009; Nissenbaum 2011; Solove 2013).

Nudging then appeared as an alternative to transparency and control, which relieves some of the burden of privacy decision making (Acquisti 2009; Balebako et
al. 2011; Wang et al. 2013, 2014). However, nudges in the form of justifications (Acquisti et al. 2012; Besmer et al. 2010; Egelman et al. 2009; Hui et al. 2007; Kobsa and Teltzrow 2005; Metzger 2006; Patil et al. 2011; Rifon et al. 2005; Xu et al. 2009) and request orders (Section 3.2) had disappointing effects.

In this dissertation I therefore argued that privacy scholars need to move beyond the “one-size-fits-all” approach to privacy embodied in both nudges and transparency and control. I argued that because of the high variability and context-dependency of people’s privacy decisions, nudges need to be tailored to the user and her context (Kobsa 2001; Wang and Kobsa 2007).

In several studies, I contextualized users’ privacy decisions by showing how disclosure depended on the person’s privacy profile, the type of information, and the recipient of the information (Chapter 4). Then, I presented the idea of a “Privacy Adaptation Procedure” and demonstrated its merit in Chapter 5. Finally, I tested a complete implementation of the Privacy Adaptation Procedure in Chapter 6.

Although the adaptive request order conditions in the final study of this dissertation did not result in the hypothesized benefits, other versions that automatically traded off usefulness and sensitivity of the items to be disclosed did indeed improve users’ experience. We can therefore still conclude that automatic means to relieve some of the burden of controlling one’s privacy settings is a promising endeavor. Future work may further improve the truly adaptive versions, so that this automatic method works optimally for all kinds of users.

The manipulation of demographic information request order as presented in the final study is a good example of “realistic empowerment”: by prioritizing useful
and less-sensitive items, it helps users reduce privacy threat without reducing their ultimate control. An improved adaptive version would have the added benefit of not making any moral judgments about what the “right” level of privacy should be for each individual user (arguably, the “staticness” of the trade-off is what currently caused different types of users to prefer different versions of the static trade-off system). I believe that personalized advice is the best way forward to support people’s privacy decisions in an increasingly complex landscape of online social and commercial applications that gather and use all sorts of private information.

From a manager’s or a designer’s perspective, some additional practical factors need to be taken into account when implementing the Privacy Adaptation Procedure. Moreover, researchers are encouraged to test additional applications and variations of the Privacy Adaptation Procedure. Below I therefore outline some practical considerations and several venues for future work.

### 7.2 Practical considerations

#### 7.2.1 Implementation scenarios for privacy adaptation

An important practical consideration for personalized privacy is who should provide the adaptation procedure. Users may rightfully be skeptical of a Privacy Adaptation Procedure that is provided by the very company that they perceive as trying to invade their privacy. Who is to say that the procedure acts honestly and ethically in applying the supposedly personalized nudges, and does not instead nudge users a little more towards sharing more information?
Because of this inherent conflict of interest, the Privacy Adaptation Procedure mainly works in systems where the service controlling the procedure is separate from the recipient of the personal information. Examples are a social network (service) that recommends how to share with your friends (recipient), an app store (service) that recommends what permissions to give to specific apps (recipient) or a browser (service) that recommends what information to disclose on a web form of a certain website (recipient).

This division of interests also prevents an essential “catch-22” inherent in privacy adaptation: the goal of a Privacy Adaptation Procedure is to reduce users’ concerns with the collection of personal information, but the procedure needs to learn the users’ privacy profile (via behavioral tracking or inference on demographics) to adapt its practices. This additional tracking may defeat the very purpose of the procedure. Note that this problem does not occur in systems that are meant to collect information on the fly anyway, such as a location-sharing service or a recommender system. In such systems no additional information needs to be collected: the incoming information is simply used to “throttle” further disclosure decisions.

More generally speaking, the Privacy Adaptation Procedure reverses the control sequence and thus the power balance of traditional privacy scenarios: rather than the control being in the hands of the service—who may then decide to deliver it to its users—the control is now in the hands of the user—who may delegate it to a service (possibly mediated by a third party that acts as a “privacy server”).
7.2.2 Privacy adaptation and the cold start problem

But what if there is no data available to predict users’ disclosure behavior? This is the so-called “cold start problem” (Schein et al. 2002). Some of our work shows that this may not be a very prominent problem in predicting users’ disclosure behavior; when we ran a number of recommender algorithms on some of our disclosure data to predict users’ disclosures, we found that the recommender is able to predict disclosure fairly accurately even when it only uses the preceding five (instead of all) items as a basis for learning (Wu et al. 2014).

If there is no data available initially, though, one could always use average levels of disclosure to make a recommendation (i.e., smart defaults) rather than personalized levels (i.e., adaptive defaults). A system can also always fall back on smart defaults if it lacks confidence about the user’s disclosure profile.

7.2.3 How to gradually implement privacy adaptation

I noted that users may sometimes show reactance towards recommendations (Fitzsimons and Lehmann 2004), which is especially true in domains where recommendations are not expected (Olson and Widing 2002; Pazzani and Billsus 2002). Users may thus not unanimously welcome privacy adaptation. A good solution to this problem is to start off with smart (not adaptive) defaults, and then gradually introduce personalized suggestions with good justifications (the latter is in line with Facebook’s recently-introduced “Privacy Dinosaur” (Oremus 2014)). These suggestions help users, but give them explicit control over whether to accept them or not. Once users have gained sufficient trust in the Privacy Adaptation
Procedure, they may choose to accept subsequent suggestions automatically, thereby reducing their burden even further.

7.2.4 Implications for the privacy calculus

My work confirms recent findings that the privacy calculus (and the privacy-personalization paradox—the privacy calculus embodied in personalization scenarios) is a very poor descriptive framework for privacy decision-making (Kehr et al. 2013, 2015). People rarely take a truly calculative approach to privacy decision making, and are often prone to (or necessitated to) take mental shortcuts instead (Acquisti and Grossklags 2005; Angst and Agarwal 2009; Lowry et al. 2012; Wilson and Valacich 2012).

It is surprising that the privacy calculus has been accepted as the de facto standard descriptive theory of privacy decision making for such a long time. The reason my be that most research on privacy decision making either tests a very high-level conceptualization of the privacy calculus, or uses a statistical framework that simply assumes the privacy calculus to be correct (cf. Chellappa and Sin 2005; Hann et al. 2007; Ho and Tam 2006; Hui et al. 2006; Knight 2010; Olivero and Lunt 2004; Phelps et al. 2000; Xu et al. 2009, 2011). Neither of these approaches is able to invalidate the privacy calculus. Work that specifically tests privacy decision externalities (cf. Acquisti et al. 2012; Acquisti and Grossklags 2005, 2008; Adjerid et al. 2013; John et al. 2011; Johnson et al. 2002; Lai and Hui 2006; Tsai et al. 2010) usually ends up invalidating its core assumptions.
A separate yet related question is whether the privacy calculus is a valid *prescriptive* theory for good privacy decision making. In this dissertation I have implicitly answered this question positively in the implementation of the static and adaptive “trade-off” request orders, which automatically trade off the benefits and perceived risks of disclosure.

Arguably, the validity of the privacy calculus as a prescriptive theory depends on the specifics of its operationalization. In my implementation of the Privacy Adaptation Procedure, I have made several assumptions about the privacy calculus that need to be tested in future work. Specifically:

- How should disclosure risk be determined? My implementation relied on previous disclosure tendency (behavior) as a yardstick. Behavior may however be related to factor other than risk (e.g., it may be confounded with benefit). Individual risk perceptions (which may differ per user) or expert opinions (which come closer to a measure of “objective risk”) are valid alternative solutions.

- How should benefits be determined? My implementation relied on an objective benefits calculation, driven by the preference model of the recommender system. As recommenders can capitalize on unanticipated correlations between demographic information and preferences, this objective benefit may sometimes be quite different from the *perceived* benefit of disclosure. However, as users’ decisions are in most cases arguably governed by perceived benefit, this may create a conflicting situation. Giving users adequate explanations or justifications can reduce this conflict.
However, just as we can use either perceived or (more or less) objective versions of risk as input for the privacy calculus, we can similarly use *perceived* benefit as an alternative input for the privacy calculus.

- How should the trade-off between benefits and risks be modeled? My implementation used a non-compensatory threshold model, rather than the more commonly used weighted additive model. This turned out to be a good decision due to its predictably bounded behavior; in fact, one of our recommendations for future work was to curtail this model even more by adding a static upper bound to the dynamically defined threshold. Other operationalizations of the trade-off should however also be tested in future work.

- Finally, what other contextual variables may be included in the privacy calculus? Researchers increasingly agree that privacy decisions are highly context-dependent (Nissenbaum 2009), and this dissertation investigates several contextual variables that are important determinants of users’ privacy decision behavior: the user (“who”), the information (“what”), and the recipient (“to whom”). My implementation of the Privacy Adapation Procedure used a simple unidimensional preference tracking model, but a more complex model could result in more accurate results. Moreover, in other scenarios the recipient as well as other contextual variables may be included in the model as well.

Concluding, while the privacy calculus is not a good descriptive model of users’ privacy decisions, I argue that it could be a useful prescriptive model. Its use
as a prescriptive model is however critically dependent on a correct operationalization of its parameters; something which has not adequately been investigated to date. This dissertation offers a first foray into this endeavor; future work should further improve upon these results to develop the most appropriate prescriptive model of users’ privacy calculus.

7.3 Future directions

As the Privacy Adaptation Procedure crucially depends on an adequate operationalization of (a prescriptive model of) the privacy calculus, the parameters of this operationalization (as discussed above) are a very important direction of future work. Beyond this, I envision several other extensions of the current work, which are listed below.

Although I extensively tested adaptive request orders in Chapter 6, the evidence regarding the benefits of adaptive justifications and adaptive defaults remains limited to the studies presented in Chapter 5. These studies have several limitations. Future work should test adaptive justifications and adaptive defaults in complete implementations as well.

Moreover, even the implementation of adaptive request orders described in Chapter 6 is still limited; a true test of the benefits of privacy adaptation would implement it in a scenario where users have to make difficult privacy decisions on a daily basis, e.g., in an app store or a social network. Future work should implement a Privacy Adaptation Procedure in such a setting. Preferably, the implementation
should have a large scale, so that the adaptation procedure can use sophisticated recommendation algorithms.

Finally, as I noted in Section 2.2, transparency and control are currently the norm in the policy landscape. Given that users’ disclosure behaviors are highly context-dependent and their decision-making abilities limited, I believe that this paradigm is unrealistic. Can privacy adaptation be implemented in a regulatory framework? This would imply a “flexible standard” of privacy legislation that requires different measures to be taken in different contexts. A law in the spirit of privacy adaptation could for instance require online companies to improve the transparency and control of their sites/apps for users who want it, without mandating it in cases where transparency and control would merely cause confusion. Independent privacy studies could provide the regulatory “ground rules” for such a paradigm, e.g., in terms of reasonable default requirements (e.g., whether certain websites should provide opt-in or opt-out mechanisms) and on the extent to which sites should be able to overrule normative requirements (e.g., what kind of exceptions to the general privacy mandate on cookies should a website be able to request based on demonstrated negative user test results for their site). Moreover, in the spirit of food safety standards set by the FDA, online companies could test and validate the implications of their privacy practices on their user base as a way to “prove” that they meet minimal privacy standards. Future work should further study the idea of a regulatory framework in the spirit of privacy adaptation.
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