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ABSTRACT OF THE DISSERTATION

New Approaches for the Chemical and Physical Characterization of Aerosols

Using a Single Particle Mass Spectrometry Based Technique

by

Matthew Todd Spencer

Doctor of Philosophy in Chemistry
University of California, San Diego, 2007
Professor Kimberly A. Prather, Chair

Aerosols affect the lives of people every day. They can decrease visibility, alter cloud formation and cloud lifetimes, change the energy balance of the earth and are implicated in causing numerous health problems. Measuring the physical and chemical properties of aerosols is essential to understand and mitigate any negative impacts that aerosols might have on climate and human health. Aerosol time-of-flight mass spectrometry (ATOFMS) is a technique that measures the size and chemical composition of individual particles in real time. The goal of this dissertation is to develop new and useful approaches for measuring the physical and/or chemical properties of particles using ATOFMS. This has been accomplished using laboratory experiments, ambient field measurements and sometimes comparisons between them.
A comparison of mass spectra generated from petrochemical particles was made to light duty vehicle (LDV) and heavy duty diesel vehicle (HDDV) particle mass spectra. This comparison has given us new insight into how to differentiate between particles from these two sources.

A method for coating elemental carbon (EC) particles with organic carbon (OC) was used to generate a calibration curve for quantifying the fraction of organic carbon and elemental carbon on particles using ATOFMS. This work demonstrates that it is possible to obtain quantitative chemical information with regards to EC and OC using ATOFMS.

The relationship between electrical mobility diameter and aerodynamic diameter is used to develop a tandem differential mobility analyzer-ATOFMS technique to measure the effective density, size and chemical composition of particles. The method is applied in the field and gives new insight into the physical/chemical properties of particles.

The size resolved chemical composition of aerosols was measured in the Indian Ocean during the monsoonal transition period. This field work shows that a significant fraction of aerosol transported from India was from biomass burning and appeared to be internally mixed with sulfate which suggests it was cloud processed during transport.

Lastly, noble metal nanoparticles are explored as potential matrices for visible wavelength single particle matrix assisted laser desorption/ionization mass spectrometry (VIS-MALDI). This work demonstrates that noble metal nanoparticle matrices can be used for VIS-MALDI analysis.
1 Introduction

1.1 Background

Aerosol particles are a ubiquitous component of the troposphere. They are directly emitted as primary particles or formed in the air through secondary processes from both natural and anthropogenic (man made) sources. Natural sources include the ocean (sea salt particles), wind blown dust (mineral particles), wildfires (biomass burning particles) and volcanoes (ash particles). The majority of anthropogenic particles are emitted from combustion related sources (e.g. industrial processes, vehicle emissions and biomass burning). These diverse sources can lead to chemical and physical (i.e. size and shape) differences between individual particles. The chemical/physical properties of aerosol particles dictate how they interact with various physical media; light, water, surrounding gases (air) and organisms. An understanding of how aerosols interact with these different media is necessary to determine their impact on human health and climate.

From a health perspective it has been shown that increased mass loadings of aerosols below 2.5 μm are correlated with an increase in mortality [Dockery et al., 1993]. However, linking the chemical and physical properties of particles to their toxicological properties has been difficult. This is due in part to a lack of knowing the broad range of chemical compositions, morphologies and how these properties change as particles age [Donaldson et al., 1998; Gilmour et al., 1996; Oberdorster et al., 1995].

From a climate perspective, although the impact of greenhouse gases is becoming relatively well understood, the impact of particles is poorly characterized [IPCC, 2007].
Particles can impact the climate system directly through absorbing or scattering solar/terrestrial radiation thus changing the amount of sunlight (energy) that is normally absorbed or reflected by the earth which changes the earth’s energy balance. Aerosols can also change the earth’s energy balance indirectly by acting as cloud condensation nuclei which can alter cloud reflectivity and cloud life times [Haywood and Boucher, 2000]. In general aerosols are thought to have a net cooling effect on the earth meaning that they are reflecting more light back out to space versus absorbing the incoming light [IPCC, 2007]. It has been postulated that the effect of global warming from the large increase in greenhouse gases is possibly being masked or offset by a cooling effect from the concomitant increase in anthropogenic aerosols [Charlson et al., 1992; Penner et al., 1994], however the magnitude of the aerosol climate impact has a large degree of uncertainty [Chen and Penner, 2005; IPCC, 2007; Knutti et al., 2002; Lohmann and Feichter, 2005; Morgan et al., 2006; Ramanathan et al., 2005].

The lack of information on ambient particle chemical composition and mixing state leads to a large fraction of this uncertainty [Chandra et al., 2004; IPCC, 2007; Jacobson, 2001; Lohmann and Feichter, 2005; Myhre et al., 2004; Schwartz, 2004]. The chemistry and morphology of the individual particle dictates its ability to scatter or absorb solar radiation, the ability to act as a cloud condensation nucleus, and its lifetime in the atmosphere [Finlayson-Pitts and Pitts, 2000; Seinfeld and Pandis, 1998]. Measuring the chemistry and mixing state is further complicated because these are not static properties but rather evolve over time through aging and over space through transport [Formenti et al., 2003; Whiteaker and Prather, 2003; Wurzler et al., 2000]. However a detailed understanding of the sources, chemical composition, chemical
transformations, morphology, lifetimes and transportability of aerosols is necessary to mitigate their impact on climate and health.

The impact of anthropogenic air pollution is of increasing concern given that the growing world economy is leading to a drastic escalation in global energy consumption. The majority of this energy comes from the combustion of hydrocarbons in coal fired power plants, petroleum distillates in automobiles and biomass materials in stoves [Agency, 2004; Kupiainen and Klimont, 2007]. These combustion processes emit carbonaceous and inorganic particles directly into the atmosphere [Bond et al., 2004; IPCC, 2007]. Unburned organic vapors from these sources can also add to the particle burden through secondary organic processing [Odum et al., 1997]. In general, many of the carbonaceous and inorganic particles contain light absorbing materials and thus could have a net warming potential on the earth [Schauer, 2003; Schnaiter et al., 2003]. However, as mentioned previously, this potential is difficult to estimate because the mixing state and chemical transformations are not easy to measure. The need to abate any possible effects of increasing aerosol pollution on climate and human health drives the development of improved instrumentation and sampling protocols that can measure particle mixing state and chemical transformations. Improvements such as more detailed chemical information with higher time resolution, along with the capability to make measurements from the ground, sea and air are needed to continue to provide new insights into the climate and health impacts of aerosols.

Aerosol time-of-flight mass spectrometry (ATOFMS) is a technique for measuring the size and chemical composition of individual particles in real time [Gard et al., 1997; Prather et al., 1994]. The ability of ATOFMS to measure these properties
gives us the capacity to use it as a tool to answer questions that are necessary to understand the impact of aerosols on climate and health. The majority of work presented in this thesis uses a new combination of methods for generating aerosols or size selecting aerosols prior to analysis using ATOFMS with the goal of helping to fill the current void in the scientific community’s understanding of the atmospheric chemistry of aerosol particles.

1.2 ATOFMS background

1.2.1 A brief history of ATOFMS

The aerosol time-of-flight mass spectrometer (ATOFMS) was developed in the early 1990’s for measuring the size and chemical composition of individual aerosol particles (Figure 1.1) [Prather et al., 1994]. The main driver for the development of the ATOFMS was a large void in the scientific community’s understanding of the chemistry, lifetime, sources, transport, climate impact and health effects of naturally occurring and anthropogenic aerosol particles. Although the original lab based ATOFMS has helped shed some light on these topics such as some of the first compositionally resolved size distributions [Noble and Prather, 1996], its immobility made it fairly limited for ambient aerosol sampling. Thus, a transportable version was needed to measure aerosols under the wide variety of ambient conditions that exist in different regions of the world. By the mid 1990’s a field deployable (transportable) version of the ATOFMS was created in collaboration with TSI Inc. (Figure 1.2a) [Gard et al., 1997]. Since 1996, the transportable ATOFMS has been used in close to 30 ambient aerosol field campaigns in 5 different countries spanning 12 time zones by the Prather research group. These
campaigns have shed new light on our understanding of the composition, morphology, chemical transformation, and transport of particles on a regional and global scale [Sullivan and Prather, 2005]. Beyond ambient aerosol measurements, the ATOFMS has also been used for the analysis of particles generated from sea water, petrochemicals (oil and fuel), pulmonary inhalers and on-line MALDI analysis of small molecules. TSI Inc. has also commercialized and marketed the ATOFMS and sold numerous instruments to other research groups throughout the world. Overall, there have been close to 70 peer reviewed journal articles pertaining to research using an ATOFMS. The ATOFMS has become a well regarded technique within the atmospheric and mass spectrometry communities for the measurement and characterization of single aerosol particles. The Prather research group continues to improve upon the original idea and 2007 will see the first aircraft measurements using the new aircraft (A)-ATOFMS [Holecek et al., 2007a].

1.2.2 The ATOFMS instrument

It should be noted that there is a significant difference between a conventional matrix assisted laser desorption/ionization mass spectrometer (MALDI-MS) and the aerosol time-of-flight mass spectrometer (ATOFMS) used for research throughout this thesis. ATOFMS measures the aerodynamic size and a mass spectrum for individual aerosol particles. In a conventional MALDI-MS, samples are deposited on a metal plate that is placed in the mass spectrometer; a laser then desorbs and ionizes a fraction of the sample from this metal target. Using an ATOFMS, sample aerosol particles are analyzed on-line: desorbed and ionized “individually” as they enter the source region of the mass spectrometer. The ATOFMS consists of three main regions connected in series; aerosol
**Figure 1.1** Schematic of the original ATOFMS. (Figure 1.1 Reprinted with permission from Prather K. A., Nordmeyer T., Salt K. Real-time characterization of individual aerosol particles using time-of-flight mass spectrometry, *Analytical Chemistry*, 66 (9), 1403-1407, Copyright 1994 American Chemical Society.)
Figure 1.2 Schematic of the transportable ATOFMS with the nozzle inlet a) and aerodynamic lens inlet b). (Figure 1.2a Reprinted with permission from Gard, E., J.E. Mayer, B.D. Morrical, T. Dienes, D.P. Fergenson, and K.A. Prather, Real-time analysis of individual atmospheric aerosol particles: Design and performance of a portable ATOFMS, *Analytical Chemistry*, 69 (20), 4083-4091, Copyright 1997 American Chemical Society. Figure 1.2b Reprinted with permission from Su, Y.X., M.F. Sipin, H. Furutani, and K.A. Prather, Development and characterization of an aerosol time-of-flight mass spectrometer with increased detection efficiency, *Analytical Chemistry*, 76 (3), 712-719. Copyright 2004 American Chemical Society)
inlet, aerosol velocity/size measurement, and the laser desorption/ionization mass spectrometer. [Gard et al., 1997; Prather et al., 1994; Su et al., 2004].

1.2.3 ATOFMS aerosol inlet

Currently two different aerosol inlets are used for introducing aerosol particles into the ATOFMS—a converging nozzle and an aerodynamic lens (Figure 1.2a-b). Chapters in this thesis rely on measurements that were made using both types of aerosol inlets. Experiments in Chapters 2 and 5 were taken using the converging nozzle configuration while the experiments discussed in Chapters 3, 4 and 6 used the aerodynamic lens; therefore each type of inlet is discussed briefly.

The converging nozzle inlet introduces particles into the mass spectrometer through a small capillary. At the exit of the nozzle there is a series of differentially pumped regions separated by gas skimmers [Prather et al., 1994]. As aerosol exits the converging nozzle into the first vacuum region (~ 2 Torr) the aerosol gases undergo a supersonic expansion which causes the particles to accelerate to a terminal velocity dictated by its aerodynamic size ($d_a$). The aerosol particles pass through the two skimmers where most of the gas is pumped away. The particles then enter the light scattering region. The converging nozzle inlet is useful for particle sizes between 300-3000 nm in diameter. Particles below 300 nm behave more like the aerosol gases and as the aerosol gas expands at the exit of the nozzle these particles diverge with the gas and are pumped away. To measure particles in the 100-1000 nm size range a different inlet design, the aerodynamic lens, can be used.

The aerodynamic lens has been described in detail elsewhere [Liu et al., 1995; Su et al., 2004]. The aerosol enters the aerodynamic lens through a critical orifice (diameter
As the aerosol passes through the lens, it experiences a series of expansions and contractions (orifices). These expansions and contractions collimate the particles into a focused beam along the central axis of the lens, which transmits them much more efficiently into the ATOFMS. Thus, smaller size particles can be measured as compared to the nozzle inlet. The aerosol exits the lens into a vacuum ($10^{-1}$ Torr) and the aerosol particles are accelerated to terminal velocity based on their vacuum aerodynamic size ($d_{va}$). The aerosol passes through 2 skimmers where the associated aerosol gases are pumped away before entering a light scattering region.

It should be noted that there is a difference in the flow regime that particles experience between the nozzle and aerodynamic lens; the nozzle operates in the continuum regime while the aerodynamic lens operates in the free molecular regime. The aerodynamic diameter that is measured by an ATOFMS is based on the following equation:

$$d_a = d_{ve} \sqrt{\frac{1}{\chi} \frac{\rho_p}{\rho_o} C_c(d_{va})}$$  \hspace{1cm} \text{Equation 1.1}

where $d_{ve}$ is the volume equivalent diameter of a particle, $\chi$ is the particle shape factor, $\rho_p$ is the particle density, $\rho_o$ is the standard density (1.0 g·cm$^{-3}$) and $C_c$ is the Cunningham slip correction factor evaluated at either the volume equivalent or aerodynamic diameters. Both the shape factor ($\chi$) and the Cunningham slip correction factor ($C_c$) are functions that depend on flow regime and therefore $d_a$ can take on different values depending on which flow regime $d_a$ has been measured [DeCarlo et al., 2004]. This distinction becomes important when comparing the aerodynamic diameter to the diameter measured using other techniques. Chapter 3 and Chapter 4 use a relationship between the
aerodynamic diameter of particles measured in the free molecular regime (termed the vacuum aerodynamic diameter) and measurements of the electrical mobility diameter ($d_m$), as measured by a differential mobility analyzer (DMA).

1.2.4 ATOFMS aerosol velocity and size measurement region

After passing through the skimmers the particles enter the light scattering region where they pass through two vertically separated (6 cm) continuous wave (CW) Nd:YAG lasers operated at 532 nm. As a particle passes through the first laser it scatters light which is collected by a PMT; this signal starts a timer. The particle then passes through the second CW laser and the scattered light signal stops the timer. The time it takes the particle to transverse both CW lasers is used to calculate the particle velocity. By using a set of standard polystyrene latex spheres that span the range of sizes the ATOFMS can detect, an equation that relates particle velocity to particle aerodynamic diameter can be determined. Thus particle diameter can be calculated. Figure 1.3 shows a typical aerodynamic diameter versus particle velocity calibration curve, and gives a power function that relates the two.
Figure 1.3 Plot of the aerodynamic diameter versus the particle velocity measured using an ATOFMS with an aerodynamic lens inlet.
1.2.5 Laser desorption/ionization time-of-flight mass spectrometry

The particle velocity measured in the light scattering region is used to fire a third Q-switched frequency quadrupled Nd:YAG laser (output $\lambda = 266$ nm) that desorbs and ionizes the particle at the precise time it enter the ion source region of the mass spectrometer. The desorption/ionization laser power for each analyzed particle can also be saved.

Time-of-flight mass spectrometry (TOFMS) has been reviewed extensively and numerous books have been published on the topic, therefore a detailed explanation of the TOF mass analyzer is not given here [Cotter, 1992; Cotter, 1997; Grotemeyer and Editor, 2001]. All the experimental results used in this thesis were obtained using the transportable version of the ATOFMS which has a dual polarity reflectron time-of-flight mass spectrometer (see Figure 1.2a-b).

1.3 Scope of this thesis

To better understand particle lifetimes, transport and chemical transformation, the ability to identify and track particles emitted from a specific source is essential. Accomplishing this objective requires knowledge of the chemical signatures from individual sources. Furthermore, because particles chemically evolve over time, the source signature can change or become masked [Gard et al., 1998, Whiteaker, 2002 #26; Spencer et al., 2007]. Therefore an understanding of the chemical composition of the freshly emitted source particles is necessary before any reasonable attempt can be made to track and understand particle transformations. Chapter 2 of this thesis compares the chemical signatures of laboratory generated particles of new and used oil and fuel with the particles emitted from both light duty vehicles (LDV) burning unleaded fuel and
heavy duty diesel trucks (HDD). This work gives us a better understanding of what components (oil or fuel) contribute to the particle emissions from LDV and HDD vehicles and sheds new light on vehicular source apportionment.

Although ATOFMS can provide qualitative information about the chemical composition of aerosol particles, our ability to quantify individual species has been limited [Bhave et al., 2002; Fergenson et al., 2001; Gross et al., 2000; Qin et al., 2006]. This has been attributed to differences in the laser pulse energies encountered by each particle as it is desorbed and ionized in the source region and also particle matrix effects [Wenzel and Prather, 2004]. Obtaining quantitative chemical information on a single particle level is critical for obtaining a detailed understanding of the chemical transformations that occur as particles age. Elemental carbon (EC) and organic carbon (OC) are two compound classes commonly found in anthropogenic particles. Measuring EC and OC in particles is necessary to understand how these particle types are processed in the atmosphere. Chapter 3 describes a laboratory technique for generating elemental EC particles, coating them with OC, and then relating the amount of EC and OC on a particle to the mass spectrum marker ions associated with these compounds. The technique uses a DMA to select EC particles of a specific monodisperse size prior to OC coating and ATOFMS analysis (tandem DMA-ATOFMS). This represents a significant step in the direction of obtaining quantitative chemical information using single particle mass spectrometry and should help pave the way for obtaining quantitative chemical information with regards to these species during ambient field measurements.

The work presented in Chapter 3 led to the realization that we could use a portion of the experimental setup described there (tandem DMA-ATOFMS) to measure the
effective density of particles in addition to their size and chemical composition. The effective density is a function of both the material density and particle shape/morphology (see Chapter 4 for a detailed explanation of effective density or [DeCarlo et al., 2004]). The physical morphology and material density generally varies among the different particle sources; chemical transformations also cause changes in these physical properties [Molina et al., 2004; Pankow, 1994]. Chapter 4 presents results regarding the development of this technique through laboratory-based testing followed by its application to ambient aerosols, yielding the effective density, size, and chemical composition of individual particles.

Certain regions of the world, such as the Republic of Maldives, have unique meteorological conditions that are ideal for measuring the effects of transported air pollution on climate. The Maldives is a country made up of small islands located roughly 600 miles south of India in the north Indian Ocean. During the wet monsoon the dominant air flow in the region is from the Indian Ocean to the Asian and Indian subcontinent [Kripalani and Kumar, 2004; Ramana and Ramanathan, 2006]. This puts the Maldives under relatively clean marine air conditions during the wet monsoon. During the dry monsoon the dominant air flow shifts to a southerly direction and air pollution from the Asian and Indian subcontinent is transported to the Maldives and over the Indian Ocean. In 2004 the Asian Brown Cloud Post Monsoonal Experiment (APMEX) took place in the Maldives during the transition period between the wet and dry monsoon (October-November). As part of this field campaign an ATOFMS was deployed to the region to characterize particles during the monsoonal transition period. Chapter 5 discusses the dominant aerosol types, sources and possible atmospheric
processing that occurred as particles were transported from India and Asia over the Indian Ocean. The implications of these measurements to regional aerosol climate models are also discussed.

Beyond atmospheric chemistry, the ATOFMS has also been shown to be a useful technique for the measurement of sea water, rain water, biowarfare agents and biomedical pulmonary inhaler particle chemical compositions [Fergenson et al., 2004; Holecek et al., 2007b; Noble and Prather, 1998; Wenzel, 2004]. Chapter 6 adds to this list of supplementary applications and describes the development of a new analytical method for the analysis of small molecules using a modified version of the ATOFMS and a gold nanoparticle matrix. Traditional MALDI techniques are generally not used for the analysis of small molecules due to the interference of the fragmented matrix ions in the low mass region (m/z < 300). The new MALDI technique discussed in Chapter 6 uses gold nanoparticles as a matrix. A unique characteristic of noble metal nanoparticles is they exhibit a surface plasmon resonance which gives them an appreciable amount of absorption in the visible wavelength region. We take advantage of the gold nanoparticle plasmon absorption in the visible wavelength range to expand the wavelength options for LDI, which is traditionally performed using ultra violet light and an organic acid matrix. The gold nanoparticles are shown to be a useful matrix for small molecule analysis due to the relatively small number of gold fragment ions.
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2 Comparison of Oil and Fuel Particle Chemical Signatures with Particle Emissions from Heavy and Light Duty Vehicles

2.1 Synopsis

In order to establish effective vehicle emission control strategies, efforts are underway to perform studies which provide insight into the origin of the source of vehicle particle emissions. In this study, the mass spectral signatures of individual particles produced from atomized auto and diesel oil and fuel samples were obtained using aerosol time-of-flight mass spectrometry (ATOFMS). The major particle types produced by these samples show distinct chemistry, falling into several major categories for each sample. Lubricating oils contain calcium and phosphate based additives and although the additives are present in low abundance (~1-2% by mass), calcium and phosphate ions dominate the mass spectra for all new and used oil samples. Mass spectra from used oil contain more elemental carbon (EC) and organic carbon (OC) marker ions when compared to new oils and exhibit a very high degree of similarity to heavy duty diesel vehicle (HDDV) exhaust particles sampled by an ATOFMS. Fewer similarities exist between the used oil particles and light duty vehicle (LDV) emissions. Diesel and unleaded fuel mass spectra contain polycyclic aromatic hydrocarbon (PAH) molecular ions, as well as intense PAH fragment ions $^{25}(\text{C}_2\text{H})^-$, $^{49}(\text{C}_4\text{H})^-$, and inorganic ions $^{23}\text{Na}^+$,
Unleaded fuel produced spectra which contained Na\(^+\) and K\(^+\); likewise, LDV particle emission spectra also contained Na\(^+\) and K\(^+\). Comparing oil and fuel particle signatures with HDDV and LDV emissions enhances our ability to differentiate between these sources and understand the origin of specific marker ions from these major ambient particle sources.

### 2.2 Introduction

Atmospheric particles are chemically diverse, ranging from inorganic dust and soil to biological, organic, soot, and sea salt particles. Sources of the different particles in the atmosphere include wind blown dust, vegetative pollen release, fuel combustion, secondary organic aerosol formation, and oceanic bubble bursting [Fitzgerald, 1991; Graham et al., 2003; Pandis et al., 1992; Pinker et al., 2001]. To understand the impact of particles on the environment, the ability to differentiate between particles from different sources and determine their ambient contributions is important. Fossil fuel combustion significantly contributes to the particle burden in urban areas [Hamilton and Mansfield, 1991; Schauer and Cass, 2000] and these particles can be transported to non-urban areas as well [Hughes et al., 2000]. Toxicologically, understanding the chemical composition of combustion particles is important because they have been linked to an increase in morbidity and adverse health effects [Dockery et al., 1993; Harrison and Yin, 2000; Schwartz and Dockery, 1992]. Combustion particles have also been shown to affect climate by absorbing solar radiation and changing cloud properties [Ackerman et al., 2000; Andreae et al., 2004; Chung and Seinfeld, 2005; Krishnan and Ramanathan, 2002]. Furthermore, atmospheric oxidation of unburned gasoline vapor has been shown
to contribute to the formation of secondary organic aerosol (SOA) [Lee et al., 2004; Odum et al., 1997].

Light duty vehicles (LDV) and heavy duty diesel vehicles (HDDV) produce a significant number of particles composed of elemental carbon (EC), organic carbon (OC), trace metals, and salts [Burtscher et al., 1998; Kittelson, 1998; Kleeman et al., 2000; Lowenthal et al., 1994; Schauer et al., 1999; Schauer et al., 2002; Silva and Prather, 1997; Suess, 2002]. Oil and fuel formulations can influence the amount of the different species emitted from vehicles [Alander et al., 2004; Isotalo et al., 2002; Wang et al., 2000b], and these formulations vary by brand and type [Marr et al., 1999]. Therefore, identical vehicles using fuel and oil produced by different vendors could potentially emit chemically distinct particles. Determining whether the majority of particulate matter produced by LDV and HDDV results from incomplete fuel combustion, unburned oil, or engine block elements will be useful for evaluating LDV and HDDV particulate emission control strategies, potentially leading to better fuel or oil formulations and/or engine design.

Aerosol time-of-flight mass spectrometry (ATOFMS) was used to analyze 16 different aerosolized fluids: new lubricating oil (10W-30), new lubricating oil (15W-40), used lubricating oil (10W-30), three used (15W-40) lubricating oils, four different 87 octane unleaded fuels, four different diesel fuels, and three diesel fuels taken from the fuel tank of different diesel trucks. The aim of this work is to study the variability of the mass spectral signatures from oil and fuel particles and compare them with LDV and HDDV emission particles. For LDV and HDDV sources, an understanding of the origin
of certain unique ions commonly observed in the single particle spectra will help unravel the differences observed for these two chemically similar ambient particle sources.

2.3 Methods

2.3.1 Single particle analysis: ATOFMS

Single particle size (between 0.2 and 3.0 µm) and chemical analysis was performed using a transportable dual ion ATOFMS instrument with a converging nozzle inlet. A detailed instrumental description has been published [Gard et al., 1997] and is also given in Chapter 1. The Q-switched desorption/ ionization laser was operated at 266 nm and ~ 1.0 mJ/pulse.

2.3.2 Fuel and oil particle generation.

Unleaded and diesel fuel samples (numbered 1-4) were purchased from public gas stations in San Diego, California. New LDV and new HDDV oils were 10W-30 and 15W-40 blends, respectively. Unleaded (87 octane “regular”) auto fuel and diesel fuel samples (1-4) were stored in separate plastic petroleum storage containers for one week prior to experiment. Throughout this paper, the 87 octane auto fuel is referred to as “unleaded” and diesel fuel as “diesel”. HDDV fuel and HDDV used oil (numbered 1-3) were obtained from three separate diesel trucks (i.e. fuel tank or oil pan) that were used during an ATOFMS dynamometer study [Shields et al., 2006]. Used LDV oil (10W-30) was obtained from a light duty pickup truck. All used oil samples had a dark black visual appearance and were stored in glass containers. The number of operating hours on the engines for each used oil sample is unknown.
Figure 2.1 shows a diagram of the particle generation setup. Particles from the fuels and oils were generated using a Collison nebulizer [May, 1973], followed by two Pyrex dilution chambers. Dry laboratory generated, charcoal, Purafil, and HEPA filtered air was used for aerosol production and subsequent dilution. A 2 L dilution chamber was utilized first, followed by a 1 L chamber. The dilution chambers each yielded about a 10-fold dilution for an overall dilution of the initial particle stream of 100-fold. Particle size distributions were measured using the ATOFMS instrument, an Aerodynamic Particle Sizer (APS, TSI Inc. model 3321), and a Scanning Mobility Particle Sizer (SMPS, TSI Inc. model 3936L10).

2.3.3 LDV and HDDV sampling

Methods for sampling LDV and HDDV emissions used for comparison in this study have been reported previously [Shields et al., 2006; Sodeman et al., 2005]. Briefly, particle emissions from 7 different HDDV were sampled on a HDDV transportable dynamometer [Bata et al., 1991]. Twenty eight LDVs were run on a permanent dynamometer at the California Air Resources Board (CARB) vehicle testing facility in El Monte, CA. Vehicles were from various production years and had a wide variety of exhaust and emission control technologies. Each vehicle was operated using a variety of standard testing cycles.
Figure 2.1 Experimental setup. Oil and fuel particles are generated using a Collison nebulizer and diluted with dry, particle free air using a two stage dilution system prior to analysis with ATOFMS.
2.3.4 ATOFMS data analysis

Data were imported into Matlab Version 6.1.0.450 release 12.1 (The Math Works, Inc.) and analyzed using YAADA version 1.2 [http://www.yaada.org]. Mathematical comparisons between the major LDV, HDDV and oil/fuel sample particle types were made using components of the YAADA toolkit.

Particle types were grouped using an Adaptive Resonance Theory neural network, ART-2a [Hopke and Song, 1997; Song et al., 2001; Song et al., 1999]. ART-2a groups particles together based on similarities between ion peak intensities in each individual particle mass spectrum. The parameters used for ART-2a in this experiment were: learning rate = 0.05, vigilance factor = 0.85, and iterations = 20. A particle cluster resulting from ART-2a can be used to generate a weight matrix (WM). The WM represents a weighted average of a group of similar mass spectra determined using ART-2a. The WM of different particle types can then be analyzed manually and further refined into distinct chemical classes. From this grouping of similar particles, an area matrix (AM) can then be generated. This AM represents the average intensity for each m/z for all particles within a group. In general, the AM strongly resembles the individual mass spectra of each particle within a group.

2.4 Results and discussion

For the following discussion, the presence and relative intensities of certain ion peaks are used to differentiate EC and OC [Spencer and Prather, 2006]. EC is characterized by distinct carbon cluster ion peaks in the positive and negative mass spectra (12, 24, 36...C_n) that are typically higher in intensity than OC peaks occurring in
the same spectra. OC peaks, such as $m/z$ (15$^+$, 27$^+$, 29$^+$, 37$^+$, 43$^+$, 25$^+$, and 26$^+$), can be assigned to a number of different organic fragments [McLafferty and Turecak, 1993]. Some of these include, $^{15}$CH$_3$$^+$, $^{27}$C$_2$H$_5$$^+$, $^{27}$CNH$^+$, $^{29}$C$_2$H$_3$$^+$, $^{29}$COH$^+$, $^{43}$CHNO$^+$, $^{43}$C$_2$H$_3$O$^+$, $^{43}$C$_3$H$_7$$^+$, $^{91}$C$_7$H$_7$$^+$, $^{25}$C$_2$H$^+$, and $^{26}$CN$^-$. Organic compounds can also produce ions at $m/z$ 12, 24, 36, etc. [Silva and Prather, 2000], however, these are significantly lower in intensity than other OC markers at $m/z$ 15$^+$, 27$^+$, 29$^+$, 43$^+$, 25$^+$, and 26$^+$.

Lab generated oil and diesel fuel particles ranged in size from 500 – 5000 nm (aerodynamic diameter). Oil particles from all samples produced a mode centered at roughly 2300 nm and the diesel fuel particle mode was centered at 1000 nm as measured by an APS. Very few oil and diesel fuel particles were generated within the size range between 10-250 nm. Unleaded fuel particle sizes ranged from 20-250 nm and 500-1500 nm, as measured with an SMPS and APS, respectively. Unleaded fuel particles showed a mode at 100 nm on the SMPS and 670 nm on the APS. These size distributions are directly related to the method used to generate the particles, and a different formation method would produce different size distributions.

2.4.1 New and used oil samples

Figure 2.2 (a-d) contains the area matrices (AM) for the different particle classes detected in the new and used oil samples. Particle classes are labeled by order of ion intensity in the mass spectra. Figure 2.2a shows the AM of a particle type containing Ca, phosphate, and OC that was observed exclusively in the new oils. Positive ion mass spectra of particles in this cluster are dominated by an intense $^{40}$Ca$^+$ peak as well as peaks
Figure 2.2  Positive (left side) and negative (right side) ion AM for chemical classes detected in new and used oil samples. The five different major classes shown are: a) Ca-Phosphate-OC, b) Ca-EC-OC-Phosphate-NO\textsubscript{2}-Na, c) Ca-PAH-OC-Phosphate, and d) Ca-EC-OC-Phosphate. Mass-to-charge values and chemical assignment for some ions are given above the peak.
at $^{57}\text{(CaOH)}^+$, $^{96}\text{(Ca}_2\text{O)}^+$, and $m/z$ 27+. The peak at 27+ is most likely $^{27}\text{HCN}^+$, based on the simultaneous presence of an intense $^{26}\text{(CN)}^-$ in the negative ion spectra of the same particle, and attributed to the presence of nitrogen-containing organics [Silva and Prather, 2000]. The corresponding negative ion spectrum in Figure 2.2a shows the presence of phosphate $^{63}\text{(PO}_2^-\text{}$, $^{79}\text{(PO}_3^-\text{}$, and $^{95}\text{(PO}_4^-\text{}$, carbon clusters out to $^{60}\text{C}_5^-\text{}$, $^{26}\text{(CN)}^-$, $^{42}\text{(CNO)}^-$, and $^{111}\text{(CH}_3\text{SO}_4)^-\text{$. Calcium is added to engine lubricants as part of a detergent complex as well as to serve as a base to neutralize acids and stabilize highly polar compounds that are formed in the engine during combustion [Lyyranen et al., 1999; Rudnick, 2003]. Zinc dialkyldithiophosphate (ZDDP) is also added to commercial lubricants and serves as an anti-wear and extreme-pressure agent [Gautam et al., 1999]. ZDDP and the thermo-oxidative breakdown products orthophosphate and pyrophosphate have been measured in lubricant films, and therefore the presence of phosphates is expected [Canning et al., 1999; Willermet, 1998]. The presence of zinc is also expected, however due to a relatively low sensitivity of the ATOFMS instrument to organometallic zinc, no zinc ions were detected during this study. It is important to note that calcium makes up 1-2% of the oil mass, however the calcium ion peak at $m/z$ 40+ dominates the spectrum, demonstrating how Ca$^+$ can suppress the organic and trace metal ion intensities in this matrix. Furthermore, desorption and ionization of base mineral oil which did not contain the additive package (i.e. no calcium and phosphate) at the same wavelength (266 nm laser) and power (1.5 mJ) produced only a few particle spectra containing low intensity ions, indicating weak absorption. This is not surprising given the composition of mineral oil is dominated by long chain hydrocarbons which do not absorb 266 nm
radiation. However, the oil samples in these experiments which did include additive packages strongly absorbed the 266 nm radiation.

Figures 2.2b-2.2d show the AM for particles detected in used LDV and HDDV oil samples. Figure 2.2b shows the particle type (*Ca-EC-OC-Phosphate-NO$_2$-Na*) that is readily distinguished from the new oil shown in Figure 2.2a by the increased intensities of the EC ion peaks ($^{36}$C$_3^-$, $^{48}$C$_4^-$, $^{60}$C$_5^-$, $^{72}$C$_7^-$), OC ion markers (i.e. 27$^+$, 29$^+$, 43$^+$, 55$^+$, 69$^+$, 71$^+$, 81$^+$, 83$^+$, 85$^+$, 93$^+$, 95$^+$), the presence of $^{23}$Na$^+$, and an intense peak at 46(NO$_2$)$^-$. Normal and branched alkanes typically fragment to ions at m/z 29$^+$, 43$^+$, 57$^+$, and 71$^+$, while alkenes and cycloalkanes will yield ions at m/z 27$^+$, 41$^+$, 55$^+$, 69$^+$ and 83$^+$ [McLafferty and Turécek, 1993]. These fragment ions are observed for used oil and HDDV exhaust particles by the ATOFMS instrument, as well as in previous studies with a thermal desorption particle beam mass spectrometer and an Aerodyne aerosol mass spectrometer (AMS) [Alfarra et al., 2004; Canagaratna et al., 2004; Tobias et al., 2001]. These are most likely the non-absorbing aliphatic hydrocarbons in the base oil described above. Apparently, the additional EC in these particles acts as a strongly absorbing matrix, enhancing the signals from these non-absorbing aliphatic species in direct analogy to matrix assisted laser desorption ionization [Karas and Kruger, 2003]. The presence of a strong peak at m/z 46$^-$ can be explained by several factors. NO$_x$ formation occurs during the combustion process from reactions between oxygen and nitrogen in the fuel-air mixture [Heywood, 1988]. It can react to form nitrogen-containing species that can then be absorbed into the oil and stabilized as inorganic salts [Rudnick, 2003]. It has also been shown that nitro-PAH’s commonly fragment into CN$^-$ and NO$_2$ when ionized using a 266 nm laser which was used in these experiments [Bezabeh et al., 1997]. Peaks
at \(^{26}(CN)^{-}\) and \(^{46}(NO_2)^{-}\) could therefore derive from nitro-PAH’s which have been measured in both used oil and diesel exhaust particles [Bezabeh et al., 1997; Zielinska et al., 2004].

Used LDV oil particles are distinguished from HDDV oil particles by the unique particle class (Ca-PAH-OC-Phosphate) shown in Figure 2.2c. This particle type is characterized by a \(^{40}Ca^+\) peak, OC peaks at \(27^+, 29^+\), and intense ion signals at \(192^+, 206^+, 220^+\) and \(234^+\). Each of these ions are separated by a mass difference of 14, which suggests they could be phenanthrene, anthracene, or possibly heteroatom PAH’s with increasing numbers of methyl or ethyl substituents. Previous work has shown that over one hundred different PAH species accumulate in LDV oil over prolonged vehicle operation [Wang et al., 2000a]. Zielinska (2004) and Wong (2001) observed similar PAH species in oil, fuel, and HDDV and LDV tailpipe emissions. Zielinska (2004) also shows that lubricating oil in gasoline engines contains a larger amount of PAH’s compared to diesel oil.

All three used HDDV oils contained a significant amount of the Ca-EC-OC-Phosphate particle type. In Figure 2.2d, the positive ion AM for this particle class shows dominant peaks for \(^{40}Ca^+, ^{57}(CaOH)^+, ^{96}(Ca_2O)^+\), and OC peaks \(27^+, 29^+\) and \(43^+\). The negative ion AM shows a carbon envelope extending out to \(^{156}C_{13}^-\) and the presence of \(^{63}(PO_2)^-, ^{79}(PO_3)^-,\) and \(^{95}(PO_4)^-/^{95}(CH_3SO_3)^-\). It has been well documented that diesel powered engines generate more EC than spark ignition engines [Burtscher et al., 1998; Zielinska et al., 2004]. One function of lubricating oil is to help disperse agglomerated EC particles in the oil. Because diesel engines generate more EC, more EC agglomerates are observed in the used HDDV oil than the used LDV oil.
2.4.2 Diesel fuel samples

Diesel fuel and regular unleaded fuel particles are readily distinguished from each other based on the presence of unique PAH ions. Figure 2.3 shows the AM that makes up between 40-80% of the mass spectra for the different diesel fuel samples. This class is labeled *PAH-containing* and is comprised of any clusters containing intense ion signals at *m/z* 181⁺, 195⁺, 206⁺, 220⁺, 234⁺ and *m/z* 193⁻, 207⁻, 208⁻, 222⁻, and 236⁻. Two series of PAH are observed, one at *m/z* 181⁺ and 195⁺ (separated by 14 amu) and the other series at *m/z* 206⁺, 220⁺, 234⁺ (also separated by 14 amu). PAH compounds have been shown to comprise a large fraction of diesel fuel [Rhead and Hardy, 2003]. The formation of negative ion PAH species is a unique feature of the diesel fuel. One possible explanation for the negative ion PAHs is they contain electronegative functionalities such as oxy-PAHs which have been measured in diesel fuel [Zielinska et al., 2004]. For example, anthraquinone, has a molecular weight (MW) of 208, and methyl-anthraquinone has a MW of 222. However, assignment of these negative ions to oxy-PAHs is speculative until further analysis is performed on these samples. Peaks for OC are also observed at *m/z* 27⁺, 29⁺, 43⁺, 26(CN)⁻, 25⁻, and 49⁻. Ions at 25⁻, 49⁻, and 73⁻ have been shown to come from PAH fragmentation [Silva and Prather, 2000].

2.4.3 Unleaded fuel samples

Figure 2.4 (a-e) shows the AM for the five different particle classes that are unique to the unleaded fuel samples. Each of the particle classes shown in Figure 2.4 contain PAH fragment ions at 25⁻, 49⁻, 73⁻ and sulfate peaks at ⁹⁷(HSO₄)⁻. Organic carbon fragment peaks at *m/z* ¹⁵CH₃⁺, 27⁺, 29⁺, 43⁺, sulfur-containing ions at ⁸⁰(SO₃)⁻ and
Figure 2.3  Positive and negative ion AM for PAH-containing particle class detected exclusively in diesel fuel.
and peaks at \( m/z \) 109, 123, and 137 are also observed in many of the AM shown in Figure 2.4. Shown in Figure 2.4a is the AM of particles observed for all of the unleaded fuel samples (PAH-Sulfate-NO\(_2\)-Cl). The AM of this particle type is characterized by intense peaks attributed to PAH ions at \( m/z \) 192\(^+\), 206\(^+\), 218\(^+\), 230\(^+\), and 242\(^+\), as well as peaks due to \(^{35}\)Cl\(^-\) and \(^{46}\)NO\(_2\)\(^-\). The largest fraction of particles in the unleaded fuel samples were an OC-K-Na-Sulfate-Phosphate type, shown in Figure 2.4b. The presence of potassium in this unleaded fuel class distinguishes it from diesel fuel. Potassium is not generally used as a fuel additive; however it is clearly present in all of the unleaded fuel samples. ATOFMS has a high sensitivity to potassium so even though it is present in low concentrations in fuel, it produces a large ion peak in the ATOFMS spectra [Gross et al., 2000]. Phosphate \(^79\)(PO\(_3\))\(^-\) and carbon cluster peaks extending out to \( m/z \) 72\(^-\) also are detected in Figure 2.4b negative ion AM. Unleaded fuel samples #1 and #3 contain an OC-Sulfate-Phosphate particle class which is unique to these samples (Figure 2.4c). This AM contains unique peaks at 130\(^+\), 162\(^+\), and 214\(^+\), that other fuel types did not contain. Figures 2.4d and 2.4e show the AMs for OC particle classes almost exclusive to unleaded fuel samples #2 and #4, respectively. The major difference between Figures 2.4d and 2.4e is an ion at \( m/z \) 57\(^+\) (Figure 2.4d), instead of 58\(^+\) (Figure 2.4e).

Both unleaded and diesel fuel produced an OC-Na-Sulfate-Phosphate particle class. Figure 2.5 shows the AM for this class characterized by the presence of OC at 27\(^+\), 29\(^+\), 43\(^+\), 91\(^+\), PAH fragment ions at 25\(^-\), 49\(^-\), 73\(^-\), sulfate at \(^97\)(HSO\(_4\))\(^-\), and phosphate at \(^79\)(PO\(_3\))\(^-\). Higher molecular weight ions at 165\(^+\), 179\(^+\), and 193\(^+\) are present as well. These ions could be attributed to nitrogen-containing aromatics with alkyl substitutions.
The five different types shown are: a) PAH-Sulfate-NO\textsubscript{2}-Cl, b) OC-K-Na-Sulfate-Phosphate, c) OC-Sulfate-Phosphate, d) OC-Sulfur containing and e) OC-Sulfate-Other.

**Figure 2.4** Positive and negative ion AM for five particle types unique to unleaded fuel.
Figure 2.5 Positive and negative ion AM for the OC-Na-Sulfate-Phosphate particle class detected in both diesel and unleaded fuel samples.
based on the presence of odd masses [McLafferty and Turecek, 1993]. Further, ions at $m/z$ 119$^+$, 105$^+$, 91$^+$ are attributed to fragmentation of phenylalkyl (substituted mono-aromatic) type compounds [McLafferty and Turecek, 1993]. However, given the enormous number of organic species present in gasoline and diesel fuels, these assignments are speculative without further analysis.

Figure 2.6 shows the fractional contributions of the different particles types for each oil and fuel sample determined using ART-2a analysis. Figure 2.6 clearly shows that new oil, used oil, diesel fuel, and unleaded fuel can be distinguished from each other at the single particle level. New oil samples are dominated by calcium, phosphate, and OC signatures (Ca-Phosphate-OC chemical class). Used HDDV oil samples show additional marker ions from NO$_2^-$ and Na$^+$ (Ca-EC-OC-Phosphate-NO$_2$-Na), as well as elemental carbon (EC) (Ca-EC-OC-Phosphate). Used LDV oil differs from used HDDV oil by the presence of PAH-containing particles (Ca-PAH-OC-Phosphate type). Diesel fuel particle mass spectra are dominated by PAH’s (40-80% of particles contain PAH’s), OC, Na, sulfates, and phosphates. The majority (50%) of unleaded fuel particles contained K$^+$, which differentiates it from diesel fuel. Furthermore, a fraction (10-20%) of unleaded fuel particles contained PAH, NO$_2$, and Cl ions, another distinguishing feature.

2.4.4 Comparison with PM emissions

When comparing particle types observed in fuel and oil samples with HDDV exhaust particles between 500-2500 nm, the calcium and phosphate dominated types (Ca-OC-Phosphate-NO$_2$-Na and Ca-ECOC-Phosphate) detected in the used HDDV oil samples
Figure 2.6 Histogram showing the percent contribution of each particle class to each oil and fuel sample analyzed. Oil or fuel type is listed across the x-axis, and the percent (normalized) of each particle class observed within a sample is given on the y-axis. Colors corresponding to different particle classes are listed in the legend.
Figure 2.7 Comparison of a) the Ca-ECOC-Phosphate AM from used oil, b) the AM of the largest particle class from the exhaust of heavy duty diesel trucks, and c) the AM of a class of particles that made up ~2% of “smoker” LDV mass spectra.
show a strong degree of similarity to the most dominant particle type detected in HDDV exhaust. The dot products of the weight matrices for the used oil particle types (Ca-EC-OC-Phosphate-NO$_2$-Na and Ca-ECOC-Phosphate particle class) with the corresponding HDDV exhaust particle types were 0.87 and 0.85, respectively. A significant fraction (~60%) of freshly emitted HDDV particles in the 500-2500 nm size range showed the same mass spectral fingerprint as used HDDV oil [Shields et al., 2006]. Figures 2.7a and 2.7b show the dual ion AM for the Ca-ECOC-Phosphate mass spectral class from used oil and the AM for the most abundant particle class from a HDDV dynamometer study using ATOFMS [Shields et al., 2006]. By visual inspection, one can see the two area matrices are strikingly similar. Shields (2006) and Toner (2006) show that a dominant particle class from diesel trucks from 50-500 nm is an EC-Ca particle type which differs from the Ca-ECOC-Phosphate type discussed above in the relative intensity of the Ca$^+$ ion peak to the carbon ion clusters in the positive ion mass spectra. This would suggest that EC particles in this smaller size range from diesel trucks are a mixture of freshly generated EC with a small fraction of unburned oil. These findings are consistent with a previous report that states up to 95% of the volatile component of nanoparticles and accumulation-mode particles emitted from diesel trucks are from unburned oil [Sakurai et al., 2003]. Other research has shown a significant fraction of Ca coming from fuel [Sharma et al., 2005; Wang et al., 2003]. Data here would suggest that unburned oil might also be a significant source of Ca in diesel particle emissions.

Recent results from a study by Shields (2006) show that the particle emissions can reflect the oil signatures from HDDV trucks. Specifically, a particle type from used oil showed increased amounts of Na (HDDV #3 oil); correspondingly, the emissions from
the HDDV from which this sample was taken produced exhaust particle spectra with higher amounts of Na\textsuperscript{+}. This finding provides further evidence that HDDV exhaust particles contain a significant fraction of unburned oil and that the chemical composition of the oil is reflected in the chemistry of the HDDV particle emissions.

Comparison of the dominant particle class detected in used LDV oil with LDV exhaust particle classes yielded few similarities, suggesting that LDV emissions are not normally composed of a large fraction of unburned oil. However, one LDV that emitted heavy amounts of smoke from its tailpipe (i.e. “smoker”) did contain a small fraction (~2\%) of the LDV oil particle class (\textit{Ca-OC-Phosphate-NO_2-Na}). The area matrix for the comparable particle class from the LDV smoker is shown in Figure 2.7c for comparison with the HDDV oil type \cite{Sodeman2005}.

Unleaded fuel and diesel fuel particles do not resemble LDV and HDDV exhaust particles, suggesting vehicle emissions do not contain a large fraction of unburned fuel particles. However unburned fuel vapor could condense on other particle cores; these vapor coated particles may not be comparable to pure fuel particles. Potassium and sodium were observed in the fuel samples and LDV emissions also show peaks due to K\textsuperscript{+} and Na\textsuperscript{+} \cite{Shields2006,Sodeman2005,Toner2006}, suggesting that these elements could be coming from the fuel.

\section*{2.5 Conclusions}

To differentiate between fresh particle emissions from HDDV and LDV (with the exception of “smoker” LDV) using ATOFMS, the used HDDV oil particle mass spectra provide good indicators for HDDV exhaust particles. Using ATOFMS, lubricating oil is
characterized by a very intense Ca$^+$ peak accompanied by less intense organic fragment ions. Ambient particles sampled using ATOFMS containing a combination of intense Ca$^+$, CaOH$^+$, and EC/OC marker ions are likely to be fresh diesel combustion particles composed of a significant amount of unburned lubricating oil. Comparing oil and fuel particle signatures with particle characterization studies of HDDV and LDV emissions enhances our ability to differentiate between HDDV and LDV sources and understand the origin of specific marker ions from these major ambient particle sources.
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3 Using ATOFMS to Determine OC/EC Mass Fractions in Particles

3.1 Synopsis

Historically, obtaining quantitative chemical information using laser desorption ionization mass spectrometry for analyzing individual aerosol particles has been quite challenging. This is due in large part to fluctuations in the absolute ion signals resulting from inhomogeneities in the laser beam profile, as well as chemical matrix effects. Progress has been made in quantifying atomic species using high laser powers, but very few studies have been performed quantifying molecular species. In this study, promising results are obtained using a new approach to measure the fraction of organic carbon (OC) associated with elemental carbon (EC) in aerosol particles using single particle laser desorption ionization. A tandem differential mobility analyzer (TDMA) is used to generate OC/EC particles by size selecting EC particles of a given mobility diameter and then coating them with known thicknesses of OC measured using a second DMA. The mass spectra of the OC/EC particles exiting the second DMA are measured using an ultrafine aerosol time-of-flight mass spectrometer (UF-ATOFMS). A calibration curve is produced with a linear correlation ($R^2 = 0.98$) over the range of OC/EC ion intensity ratios observed in source and ambient studies. Importantly, the OC/EC values measured in ambient field tests with the UF-ATOFMS show a linear correlation ($R^2 = 0.69$) with
OC/EC mass ratios obtained using semi-continuous filter based thermo-optical measurements. The calibration procedure established herein represents a significant step toward quantification of OC and EC in sub-micron ambient particles using laser desorption ionization mass spectrometry.

3.2 Introduction

Carbonaceous species contribute up to as much as 90% of the total PM$_{2.5}$ particulate mass [Herner et al., 2005; Lim and Turpin, 2002; Zheng et al., 2002]. Carbonaceous aerosols are traditionally sub-divided into two major fractions: elemental carbon (EC) and organic carbon (OC). Ambient carbonaceous aerosols range from pure OC and EC to a mixture of the two [Burtscher et al., 1998; Katrinak et al., 1992; Kwon et al., 2003; Mader et al., 2002]. EC is formed from the incomplete combustion of organic species and originates from sources such as vehicle emissions, industrial emissions, and biomass burning. The EC fraction is often referred to as soot or black carbon due to the absorbing properties in the atmosphere [Horvath, 1993]. OC is also released from vehicles, biomass burning, as well as biogenic sources. OC can be directly emitted into the atmosphere in the particle (primary organic aerosol) or the gas phase. OC species in the gas phase often undergo oxidation reactions that lead to the formation of secondary organic aerosol (SOA) [Odum et al., 1997]. SOA will form by homogeneous or heterogeneous nucleation on preexisting seed aerosols. Homogeneous nucleation is less common in urban environments due to the presence of significant numbers of “seed” aerosols. The relative fraction of EC and OC in particles vary as a function of the particle source [Kleeman et al., 2000] and change as particles age [Liousse et al., 1995].
EC particles absorb incoming solar radiation leading to an increase in radiative forcing (direct effect) [Penner et al., 1998]. The mixing state of EC strongly influences the overall absorbing properties of EC particles [Jacobson, 2001]. The addition of an organic coating to an EC core has been shown to increase the absorption coefficient of the aerosol by up to 35% [Schnaiter et al., 2003]. Furthermore, EC, which is normally considered a hydrophobic aerosol species, often undergoes aging processes that result in increased hydrophilic properties via direct oxidation or coating with polar organic species [Zuberi et al., 2005]. This change in the surface properties of EC particles increases their ability to act as cloud condensation nuclei (CCN), enhancing their indirect effect on climate [Novakov and Penner, 1993; Saxena et al., 1995; Weingartner et al., 1997]. A better understanding of the level of mixing between EC and OC in ambient particles is needed to quantitatively assess the overall impact carbonaceous aerosols have on climate change.

Single particle mass spectrometry is a tool that can be used to directly probe the particle mixing state of laboratory generated soot particles and ambient particles [Guazzotti et al., 2001a; Kirchner et al., 2003; Whiteaker, 2002]. The ATOFMS measures the aerodynamic diameter of individual particles and then uses laser ablation/ionization coupled with a dual polarity time-of-flight mass spectrometer to obtain positive and negative ion information on individual particles [Gard et al., 1997; Prather et al., 1994]. ATOFMS has been used in a number of atmospheric measurement campaigns and provides complementary information on aerosol chemistry and particle variability in the environment [Guazzotti et al., 2001b; Qin et al., 2006]. Single particle
mass spectrometers such as ATOFMS provide information on the number concentrations of chemically distinct particle types, showing how these concentrations change over time [Liu et al., 2003; Pastor et al., 2003].

It has been questioned as to whether laser desorption ionization (LDI) analysis of aerosols can be used to quantitatively assess the amounts of specific chemical species such as OC and EC in ambient particles. Achieving quantitative chemical information on aerosols using ion intensities produced by LDI has had limited success to date [Bhave et al., 2002; Fergenson et al., 2001; Gross et al., 2000; Lee et al., 2005; Smith et al., 2002; Woods et al., 2001]. The most promising quantitative results have been for LDI processes producing atomic ions [Lee et al., 2005; Reents and Ge, 2000]. However, more detailed information on the organic species or the source producing the species contained within a particle is lost when the particle is ablated and ionized to the atomic level. Indeed, determining the relative fractions of chemical species within a single particle is quite challenging due to differences in the laser pulse energy encountered by each particle during the ionization process. Absolute ion area has been shown to fluctuate by as much as 59% from monodisperse aerosol particles with the same composition [Gross et al., 2000]. These differences in ionization between chemically similar particles have been attributed to an inhomogeneous laser beam profile [Wenzel and Prather, 2004]. Furthermore, matrix effects between dissimilar particles can also produce differences in the ion abundances. However, as shown herein, averaging the mass spectra of an ensemble of particles of the same size with similar chemical composition reduces the effects of the shot-to-shot single particle ion signal fluctuations.
This paper describes an initial effort to use the ratios of mass spectral ion signal intensities to establish OC/EC mass fractions in ambient carbonaceous aerosols using an ultrafine aerosol time-of-flight mass spectrometer (UF-ATOFMS). A key component of this study involves creating and characterizing the ion response to laboratory generated OC/EC particles using a tandem differential mobility analyzer (TDMA) [Rader and McMurry, 1986] coupled with an ATOFMS. The resulting OC/EC values measured with an ATOFMS are compared to those obtained with a standard OC/EC thermo-optical method for carbonaceous particles sampled during vehicle source tests. Establishing correlations between ion signals and OC/EC mass fractions in particles represents a significant step in our ability to quantitatively assess the different chemical components in ambient aerosols using single particle mass spectrometry.

3.3 Experimental

A description of the ATOFMS is given in Chapter 1 and published in detail elsewhere [Su et al., 2004]. The UF-ATOFMS in this work has an aerodynamic lens inlet and measures the vacuum aerodynamic equivalent diameter (d_{ae}) of particles between 50-1000 nm and a dual polarity mass spectrum for each individual particle.

3.3.1 Particle generation

A schematic of the experimental set-up used for these experiments is shown in Figure 3.1. Elemental carbon (EC) particles were generated using a spark discharge across graphite rods with a commercially available instrument (GfG 1000, Palas generator) [Helsper et al., 1993; Roth et al., 2004]. A spark frequency of 200 Hz was
used. Argon was used as a purge gas at a flow rate of 5.0 L min$^{-1}$. EC particles were further diluted downstream in a 1 L dilution chamber with approximately 25 L min$^{-1}$ of dry, purified (using activated carbon and Purafil adsorbents), and HEPA-filtered air. One L min$^{-1}$ of the diluted EC particle stream was pulled through a differential mobility analyzer (DMA-1) (TSI 3080), to select particles with a desired electrical mobility equivalent diameter ($d_{me}$). The sheath flow for DMA-1 was set at 10 L min$^{-1}$. These size selected particles then passed through a 1.5 L cylindrical flask containing ~ 200 mL 85-octane (regular) unleaded fuel at the bottom. Aerosols entered this flask approximately 3 inches above the liquid (within the headspace). The temperature of unleaded fuel was regulated using a heated water bath. Fresh unleaded fuel was used for each temperature run. Each experiment lasted approximately 15 minutes and no changes in the particle mass spectra occurred from beginning to end of any experiment. For analysis of EC particles with no organic coating, the particles passed through the same flask containing no unleaded fuel. Depending on the experiment, OC coated or uncoated EC particles were pulled through a second DMA (DMA-2), with a condensation particle counter attached to it. DMA-2 coupled to a CPC was used to obtain the electrical mobility size distribution of uncoated and coated EC particles. Sample flow through DMA-2 was 1 L min$^{-1}$ and the sheath flow was set at 10 L min$^{-1}$. Uncoated monodisperse EC particles could also be sent directly to the UF-ATOFMS for aerodynamic sizing and chemical analysis, bypassing DMA-2. DMA-2 was also used to size select EC particles coated with organic material at size of 100, 150, and 250 nm.
Figure 3.1 General measurement set-up. Pure EC aerosol flows from the Palas generator to a dilution chamber, a charge neutralizer, and then DMA-1 where they are size selected. Aerosols can be measured with UF-ATOFMS as pure EC or OC coating EC in a temperature regulated flask containing gasoline. Uncoated and coated aerosol size distributions are measured with DMA-2 and a condensation particle counter. For coated aerosols, DMA-2 size selects coated aerosols, which are sent to the UF-ATOFMS for size (vacuum aerodynamic diameter) and composition analysis.
These size selected OC coated aerosols were then sampled by the UF-ATOFMS for aerodynamic size and chemical analysis.

### 3.3.2 Data analysis

Approximately 500 dual ion mass spectra were obtained for each experiment. UF-ATOFMS data were imported into Matlab Version 6.1.0.450 Release 12.1 (The MathWorks, Inc.) and analyzed using YAADA version 1.2 [http://www.yaada.org]. For each experiment, the set of mass spectra were converted into a relative area matrix. The relative area matrix represents the average of all mass spectra generated for each experiment. To create a relative area matrix, all ion peaks in each individual mass spectrum are first normalized to the most intense peak within the spectrum and then all of the normalized individual mass spectra are averaged.

### 3.3.3 Ambient data collection

UF-ATOFMS ambient field data were collected during field studies conducted at three locations: the I-5 Freeway [Toner et al., 2007] in San Diego in 2004, as well as the cities of Boston in 2003, and Atlanta in 2002. Three vehicle source characterization data sets are also used in this study: diesel powered truck data [Shields et al., 2006] acquired in 2001, gasoline powered vehicle particle data [Sodeman et al., 2005] acquired in 2002, and diesel powered truck particle data [Toner et al., 2006] acquired in 2003.

Ambient field measurements were made during the Secondary Organic Aerosols in Riverside (SOAR) field campaign in Riverside California during July and August of 2005. A Sunset Labs OC EC monitor, which uses the National Institute for
Occupational Safety and Health (NIOSH) method, was used for thermal-optical OC and EC mass analysis. The Sunset Labs instrument was operated to give one hour time resolution. The UF-ATOFMS was operated down stream of a multiple orifice uniform deposit impactor (MOUDI) which removed over 50% of particles greater then 450 nm (aerodynamic diameter). For UF-ATOFMS data analysis we only analyzed particles between 50-400 nm.

3.4 Results and discussion

3.4.1 Uncoated and OC coated electrical mobility size distributions

To explore the feasibility of using EC and OC ion markers from an UF-ATOFMS to quantify the relative OC/EC mass fraction in particles, we begin by discussing the electrical mobility size distributions of uncoated EC and OC coated EC particles. This provides information on particle size and shape that is needed for accurate determination of particle mass as described below. A TDMA arrangement coupled with a flow tube where an organic liquid (gasoline) could be heated to different temperatures was used to add OC coatings to EC cores.

Figure 3.2 shows three different scans taken with a scanning mobility particle sizer (SMPS) for OC coated and uncoated EC particles. Each size distribution in Figure 3.2 has been normalized to the size bin with the largest number of particle counts to show how the relative size distribution of each curve changes during the coating process. Figure 3.2 shows the electrical mobility size distribution of 100 nm EC particles size selected from DMA-1 without an OC coating. The total particle concentration for uncoated EC particles was 80,000 particles/cm³. Uncoated EC particles showed a major
peak at 106 nm. Other peaks at 71 nm and 57 nm are attributed to doubly and triply charged 106 nm EC particles respectively. A small peak at 157 nm is also observed. This peak at 157 nm is due to particles that were emitted from the first DMA at a mobility diameter of 100 nm that contained two charges (larger particles, with two charges), and became singly charged in the second neutralizer. A slight positive deviation in the expected SMPS size distribution was also observed for 110 nm polystyrene latex spheres which showed a major peak at 113 nm. The peak at 106 nm in Figure 3.2 occurs at 106 nm instead of 100 nm most likely due to miscalibration of the DMA. Figure 3.2 shows the distribution of 100 nm size selected EC particles sent through a flask containing unleaded fuel heated to 75°C. The total particle concentration for EC particles coated with fuel vapor at 75°C was 11,000 particles/cm³. Note that the major peak observed for the uncoated particles at 106 nm is shifted down to 76 nm upon coating, suggesting the 100 nm EC particles have collapsed. Using Scanning Electron Microscopy (SEM) and SMPS, spark discharge EC and diesel generated EC has been observed to collapse (rearrange) into a more spherical particle when coated with OC [Saathoff et al., 2003; Schnaiter et al., 2003; Weingartner et al., 1997]. Because these particles went through an aerosol neutralizer prior to the SMPS, the peak observed at 76 nm is mostly singly charged [Wiedensohler, 1988]. The plots show a broad distribution of particle sizes. This wide distribution corresponds to EC particles coated with varying amounts of OC, as well as EC particles with a distribution of shapes. It should be noted that particles were not observed during blank (no EC particles) runs with fuel heated to 75 °C.
Figure 3.2 Scanning mobility particle size distributions for 100 nm size selected uncoated EC (solid curve), 100 nm size selected EC coated with OC from a 75°C unleaded fuel sample (dotted curve), and 100 nm size selected EC coated with OC using a 55°C unleaded fuel sample (dashed curve). Each curve has been normalized to the size bin with the greatest number of particles to allow a better visual comparison of the size distribution profile between each curve.
Figure 3.3  SMPS scan of uncoated pure spark discharge soot, size selected at 150nm (solid curve), and 150nm EC passed through a cylinder of fuel at 35 C (dotted curve). Each curve has been normalized to the size bin with the largest number of particles to allow a better visual comparison of the size distribution profile between each curve.
This indicates that self-nucleation of the fuel vapor is not occurring and there is no outside contamination from other particles. Finally, the size distribution of particles coated with unleaded fuel heated to 55° C is shown. The total particle concentration for EC particles coated with fuel vapor at 55 °C was 55,000 particles/cm³. At 55 °C, the relative concentration of coated particles (electrical mobility diameter larger then 76 nm) was lower than at 75° C because less organic vapor is available to condense on the EC particles. To explore EC particle collapse further, a coating experiment was performed to lightly coat 150 nm EC particles with fuel vapor at 35° C. Figure 3.3 shows the SMPS scan of uncoated 150 nm size selected spark discharge EC particles and 150 nm size selected spark discharge EC particles sent through unleaded fuel vapor (at 35° C). Figure 3.3 shows that 150 nm EC particles collapsed to an electrical mobility diameter of 100 nm and very few particles grew to larger sizes. OC coated EC particles in Figure 3.3 maintained a very monodisperse size profile after collapse. Again, because an aerosol neutralizer was used, the major peak should not be from doubly charged particles [Wiedensohler, 1988]. It should be noted that the fuel coated particles in Figure 3.3 entered a flow tube downstream of the flask containing the unleaded fuel and were diluted 5-fold with nitrogen. The lack of heavily coated particles for the 35° C experiment is attributed to dilution of the coated particles with nitrogen and a lower amount of OC vapor due to a lower (35° C) bath temperature. Diluting the particle stream after coating shifts the OC gas-particle equilibrium, producing more OC in the gas phase.
3.4.2 Calculation of EC and OC mass

Using the UF-ATOFMS, the average vacuum aerodynamic equivalent diameter \(d_{ae}\) was determined for each experiment by averaging all diameters for a given experiment together. A 95% confidence interval was used to obtain high and low values for the average aerodynamic size. Using a 5% range in the electrical mobility size and the 95% confidence interval range of aerodynamic size, the mass of EC and OC on uncoated and coated particles are calculated two different ways as described below.

Because pure spark discharge EC particles have very irregular shapes, using \(d_{me}\) or \(d_{ae}\) as the true physical diameter for uncoated EC is not entirely accurate. However, the volume equivalent diameter \(d_{ve}\), which is the volume of a sphere that has the same volume as the irregular shaped particle, can be calculated using the equation for the electrical mobility, \(Z\), of irregularly shaped particles [Kasper, 1982]. This is given as

\[
Z = \frac{neC_{me}}{3\pi \mu d_{me}} = \frac{neC_{ve}}{3\pi \mu d_{ve} \chi}
\]

Equation 3.1

where \(n\) is the number of elementary charges on each particle, \(e\) is the charge of an electron, \(C_{me}\) and \(C_{ve}\) are the Cunningham slip correction factors for \(d_{me}\) and \(d_{ve}\), respectively, \(\mu\) is the absolute viscosity of air and \(\chi\) is the dynamic shape factor. Non-spherical particles will have an electrical mobility that is related to a volume equivalent particle diameter through the dynamic shape factor, \(\chi\). Dynamic shape factors have been calculated for EC particles [Park et al., 2003; Park et al., 2004; Slowik et al., 2004]. Shape factors for 150 nm \(d_{me}\) propane generated EC particles from Slowik et al. ranged between 1.5 and 2.4. Park et al. found shape factors vary between 1.1 and 2.1 for diesel
Table 3.1 Average aerodynamic equivalent diameter for each mobility equivalent diameter selected for each experiment.

<table>
<thead>
<tr>
<th>Experiment Type</th>
<th>SMPS mobility diameter, $d_{me}$</th>
<th>Mean ATOFMS aerodynamic diameter, (95% CI)</th>
<th>Volume equivalent diameter range, $d_{ve}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoated</td>
<td>95-105</td>
<td>90 (85-96)</td>
<td>68-75&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Uncoated</td>
<td>114-126</td>
<td>94 (91-97)</td>
<td>81-89&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Uncoated</td>
<td>142-158</td>
<td>109 (106-112)</td>
<td>100-110&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>OC Coated 75C</td>
<td>95-105</td>
<td>169 (164-174)</td>
<td>95-105&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>OC Coated 75C</td>
<td>114-126</td>
<td>256 (250-263)</td>
<td>142-158&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>OC Coated 75C</td>
<td>232-268</td>
<td>310 (304-315)</td>
<td>238-262&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

a) Calculated based on an assumed shape factor of 1.8  
b) OC coated EC particles are assumed to be spherical, so shape factor = 1 and $d_{ve} = d_{me}$  
c) Volume equivalent diameter was calculated based on a 5% range in the given mobility diameter
EC as a function of electrical mobility size between 50 and 200 nm, respectively. To calculate $d_{ve}$ here, we assume a dynamic shape factor of 1.8, which is a reasonable assumption based upon published values for EC agglomerates. Table 3.1 gives the experiment type, electrical mobility diameter before entering the UF-ATOFMS, the average aerodynamic diameter for each experiment and a calculated range of volume equivalent diameters. The range of estimated volume equivalent diameters shown in Table 3.1 is based on using a 5% error in the DMA resolution. Table 3.1 shows pure spark discharge EC particles with electrical mobility diameters between 95-105, 114-126, and 142-158 nm have volume equivalent diameters between 68-75, 81-89, and 100-110 nm, respectively. It should be noted the estimated volume equivalent diameters are similar to the collapsed particle diameter observed in Figures 3.2 and 3.3. As discussed by DeCarlo, 2004, particles in a compact aggregate state, such as OC coated EC, have more spherical morphologies and shape factors closer to 1. Therefore we assume a shape factor for collapsed OC coated EC particles of 1.0. When one assumes a shape factor of 1, then mobility diameter will be equal to the volume equivalent diameter. The values for $d_{ve}$ are therefore reported as $d_{me}$ (+/-5%) in Table 1 for coated particles.

An OC coated EC particle can be thought of as a collapsed EC sphere surrounded by an OC shell. Using $d_{ve}$, the volume of both the pure EC core and the total particle volume for a coated particle can be calculated. Subtracting the EC core volume from the total coated particle volume leaves the volume of the shell, which is attributed to OC. By assuming bulk material densities for EC and OC, the masses of the EC core and the OC shell can be determined. Values for the total particle mass, OC mass, and OC mass fraction for each of the experiments are given in Table 3.2. Column 1 lists the
experiment name and the electrical mobility diameter before entering the ATOFMS. Column 2 gives the range of particle masses calculated using a range of possible material densities and a 5% range in the electrical mobility diameter for each experiment. The EC mass given in Table 3.2 was calculated using a density range for EC between 1.6-2.0 g/cm$^3$, which encompasses the material density range reported for flame generated soot [Choi et al., 1995]. We assume the material density of spark discharge EC is within the range for flame soot. OC mass given in Table 3.2 was obtained using values of 0.65-0.85 g/cm$^3$ for the density of gasoline based on the density for gasoline provided by the National Institute of Standards and Technology (NIST) (0.7-0.8 g/cm$^3$). Column 3 and Column 4 show the calculated ranges for the mass of OC and mass fraction of OC, respectively.

A second method for estimating the mass of the different uncoated and coated particles involves determining the effective density using the vacuum aerodynamic diameter and electrical mobility diameter. By multiplying the effective density and the volume (volume based on mobility diameter) one obtains particle mass. Using $d_{\text{me}}$ and $d_{\text{ae}}$ the effective density for the particles can be calculated using the equation

\[
\frac{d_{\text{ae}}}{d_{\text{me}}} \rho_o = \rho_{\text{eff}}
\]

Equation 3.2

where $d_{\text{ae}}$ is the vacuum aerodynamic diameter, $d_{\text{me}}$ is the electrical mobility diameter, $\rho_{\text{eff}}$ is the effective density, and $\rho_o$ is the unit density (1.0 g/cm$^3$) [DeCarlo et al., 2004; Jimenez et al., 2003]. Figure 3.4 shows a plot of the calculated effective densities for uncoated EC particles versus $d_{\text{me}}$ compared with values reported by Park et al. 2003 for diesel soot particles of the same electrical mobility size. The vertical error bars in Figure
Table 3.2 Calculated particle mass and OC mass from assumed material density.

<table>
<thead>
<tr>
<th>Experiment / Final $d_{me}$</th>
<th>Range of particle mass, fg</th>
<th>OC mass range, fg</th>
<th>Average % OC mass fraction +/- STDV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoated /100 nm EC $^a$</td>
<td>0.3 - 0.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Uncoated /120 nm EC $^a$</td>
<td>0.5 - 0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncoated /150 nm EC $^a$</td>
<td>0.8 - 1.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OC 75°C /100 nm $^b$</td>
<td>0.5 - 0.8</td>
<td>0.2 - 0.3</td>
<td>42.2 +/- 4.1</td>
</tr>
<tr>
<td>OC 75°C /150 nm $^b$</td>
<td>1.1 - 2.0</td>
<td>0.9 - 1.6</td>
<td>77.4 +/- 3.0</td>
</tr>
<tr>
<td>OC 75°C / 250 nm $^b$</td>
<td>4.7 – 8.3</td>
<td>4.5 - 7.8</td>
<td>94.6 +/- 0.9</td>
</tr>
</tbody>
</table>

$^a$ Assumed a density of 1.6- 2.0 g/cm$^3$, and a shape factor of 1.8
$^b$ Assumed a density for OC of 0.65-0.85 g/cm$^3$, and a shape factor of 1.0
Figure 3.4 Spark discharge soot effective densities calculated from DMA and UF-ATOFMS data plotted versus particle mobility equivalent diameter. Vertical error bars represent the standard deviation in the effective density generated from using aerodynamic diameters within a 95% confidence interval and a 5% range in the chosen mobility diameter. For comparison, values reported for diesel soot by Park et al. 2003 are also shown.
3.4 were generated from effective densities calculated using a 5% range in the electrical mobility diameter and a 95% confidence interval of the mean aerodynamic diameter. It is clear from Figure 3.4 that the effective densities calculated here are systematically higher but in good agreement with those reported by Park et al. This density difference likely reflects the difference in soot structure that has been observed for spark discharge and diesel engine EC [Kirchner et al., 2003; Saathoff et al., 2003; Schnaiter et al., 2003].

Using the effective density and the electrical mobility diameter, the OC/EC mass fractions for the particles were determined. Table 3.3 shows the total mass per particle, the mass of OC associated with coated particles, and the OC mass fraction. Column 1 lists the experiment name and the electrical mobility diameter measured before entering the ATOFMS. Column 2 gives the total particle mass for each experiment. The mass of OC given in Column 3 was calculated by subtracting the mass of the EC core from the total particle mass. A comparison of the results presented in Tables 3.2 and 3.3 shows the mass fractions of OC calculated using the two different approaches agree to within 10%.

3.4.3 Determining OC and EC mass fractions from mass spectral ion intensities

As stated earlier, the major goal of this work is to establish a correlation between the intensities of EC and OC ions in single particle mass spectra with the actual OC/EC mass fractions for a collection of carbonaceous particles. This correlation results in a calibration curve that will allow one to quantitatively relate ion intensities in source and ambient studies with OC/EC mass fractions. Figure 3.5 shows an average, positive ion relative area matrix for 140 uncoated spark discharge EC particles and 98 OC coated
Table 3.3 Calculated particle mass and OC mass from effective density.

<table>
<thead>
<tr>
<th>Experiment / Final ( d_{me} )</th>
<th>Total particle mass range, fg</th>
<th>OC mass range, fg</th>
<th>Average OC mass fraction +/- STDV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoated /100 nm EC</td>
<td>0.4 -0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Uncoated /120 nm EC</td>
<td>0.6 -0.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Uncoated /150 nm EC</td>
<td>1.1 -1.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OC 75° C /100 nm</td>
<td>0.8 -1.0</td>
<td>0.2 - 0.6</td>
<td>45.9 +/- 8.8</td>
</tr>
<tr>
<td>OC 75° C /150 nm</td>
<td>2.7 – 3.4</td>
<td>2.1 – 3.0</td>
<td>84.5 +/- 2.5</td>
</tr>
<tr>
<td>OC 75° C / 250 nm</td>
<td>9.0 -11.3</td>
<td>8.5 -10.9</td>
<td>95.3 +/- 0.7</td>
</tr>
</tbody>
</table>
Figure 3.5  Average area matrix from approximately 140 uncoated spark discharge soot particles and 98 fuel coated spark discharge soot particles. Squares indicate ion markers used for EC, and ovals for OC.
spark discharge EC particles. A description of how an area matrix is created is given in the Methods section. The two particle types shown in Figure 3.5 are readily distinguishable. The uncoated EC area matrix is dominated by positive ion carbon cluster peaks $^{12}$C$_1$ to $^{96}$C$_8$ attributed to EC. A peak at m/z +28 is also observed which is attributed to silicon [Wentzel et al., 2003]. The OC coated spark discharge EC in Figure 3.5 shows many peaks attributed to EC, however, it also contains OC peaks at m/z 27 (CNH$^+$, C$_2$H$_5^+$), 29 (C$_3$H$_5^+$), 37 (C$_3$H$_7^+$), 39 (C$_3$H$_7^+$, C$_2$H$_3$O$^+$), 51 (C$_4$H$_5^+$) and 63 (C$_5$H$_3^+$). The ions listed in parentheses are possible ion peak assignments based on previous lab studies by our group and electron impact spectra of organic compounds compiled by others [McLafferty and Tureček, 1993]. In general, as a particle grows in size, the OC peak intensities increase while the EC peaks are reduced in intensity, suggesting the addition of OC to EC changes the matrix and the overall response of the instrument to EC ion signals. The ATOFMS shows a higher sensitivity to fresh EC particles with higher absolute signal intensities measured for fresh uncoated EC particles. To establish a correlation between OC/EC intensity ratios and the mass of OC and EC in particles, the ion markers shown in Figure 3.5 attributed to OC (m/z 27+, 29+, 37+, 43+) and EC (m/z 36+, 48+, 60+) are used as they are commonly observed in ambient particles. Other ions for OC such as m/z 39+, 41+ and 51+ were not chosen because ions from potassium and vanadium are also observed at these m/z in ambient particles. More than one ion was chosen because individual ion areas fluctuate much more than the sum of multiple ions. As mentioned, large shot-to-shot ion intensity variations are observed in most single particle mass spectrometers. However, the signals tend to increase and decrease in the same proportion [Gross et al., 2000], and thus by using the ratio of OC to
EC ion intensities to calculate the OC/EC mass fractions, the effect of the ion signal fluctuations on quantification are minimized.

Figure 3.6 shows a graph of the mass percentage of OC using material densities (open circles) as well as those obtained from a calculation of effective density (asterisks) versus the OC/EC mass spectral ion intensity ratios. The OC mass percentages and error bar values correspond to data from the last column of Tables 3.2 and 3.3. A linear correlation exists between the OC/EC ion ratio and mass percentage of OC calculated from assumed material densities with an $R^2$ value of 0.98. Figure 3.6 shows a point for an uncoated 100 nm ($d_{me}$) spark discharge generated EC particle, which falls almost at zero (OC/EC ratio) as expected. A linear correlation with an $R^2$ value of 0.99 is shown in Figure 3.6 for the percent of OC mass calculated from effective densities and the OC/EC ratios. It should be noted these linear correlations do not imply the response of the UF-ATOFMS is linear with respect to OC and EC concentration; we are plotting a ratio versus a percentage which would diverge if there was a linear instrument response. These correlations show it is possible to calibrate the ATOFMS using ion intensity ratios and obtain quantitative chemical information for particles with similar chemical matrices. It is important to note that a break at 1 µm separates particles composed of predominately organic versus inorganic matrices [Noble and Prather, 1996; Pastor et al., 2003]. Thus this calibration curve will most likely be most effective for sub-µm particles since these will have similar carbonaceous matrices and thus similar ion signal responses.

To determine whether laboratory generated OC-EC particles produce OC/EC ion intensity ratios that fall in the range of those measured for ambient particles in the same size range, the OC/EC ion intensity ratios for a number of source and ambient study
Figure 3.6  Calculated fraction of OC contained in each particle is plotted versus the OC/EC ratio from specific ion signals. Open circles represent OC mass calculated from an estimation of material densities. Error bars for the open circles were generated using a range of assumed material densities and a 5% range in the electrical mobility diameter. Asterisks represent OC mass calculated from the measurement of effective density. Vertical error bars for the asterisks indicate the standard deviation in the %OC mass generated from using the mean aerodynamic diameters within a 95% confidence interval and a 5% range in the mobility diameter. The points at 0% OC mass represent uncoated pure EC.
Figure 3.7 The OC/EC ratio is plotted versus vacuum aerodynamic size for particles analyzed at three ambient locations (I-5 Freeway, Boston, Atlanta) and two vehicle dynamometer studies (gasoline powered vehicles, diesel powered trucks). For comparison, the OC/EC ratio for spark discharge EC coated with different amounts of OC is also plotted versus its average aerodynamic size.
particles were calculated. Figure 3.7 shows a plot of the OC/EC ion intensity ratio versus the vacuum aerodynamic size for the laboratory generated OC-EC particles, three ambient locations (San Diego-Freeway, Boston, Atlanta) and two vehicle dynamometer studies (gasoline powered vehicles, diesel powered trucks). As shown, the OC/EC ratios for the ambient and vehicle data sets lie within the range of OC/EC ion intensity ratios observed for the laboratory generated OC-EC particles presented here. This suggests the OC/EC ratios calculated using laboratory generated OC-EC particle standards indeed have atmospheric relevance and can be used to estimate the fractions of OC and EC in ambient particles with similar chemical composition and size.

To further explore the significance of using OC/EC ion intensity ratios to estimate the OC/EC mass fraction in particles, a comparison of the UF-ATOFMS OC/EC ion intensity ratios was made to the OC/EC mass ratios measured with a Sunset Lab semi-continuous thermal/optical method. Figure 3.8 exhibits eight days of ambient data taken from July 30-August 7, 2005 in Riverside, California. The UF-ATOFMS data contains all particles analyzed between 50-400 nm and the thermal-optical data is for all particles < 2.5 µm. In Figure 3.8a, the left y-axis is UF-ATOFMS OC/EC ion ratio and the right y-axis thermal-optical OC/EC mass ratio with date given along the x-axis. Both the UF-ATOFMS and thermal-optical instrument show daily fluctuations in their respective OC/EC ratio with very comparable relative intensity between each method. The correlation between the UF-ATOFMS and thermal-optical data in Figure 3.8a yields an \( R^2 = 0.69 \). This shows that a change in the UF-ATOFMS OC/EC ion ratio for ambient particles reflects changes in the OC/EC mass ratio measured with the thermal-optical method. Figure 3.8b shows UF-ATOFMS ambient data from Riverside calibrated using
Figure 3.8 Ambient particle measurements taken during SOAR field campaign in Riverside California, July-August of 2005. a) The UF-ATOFMS OC/EC ion intensity ratio is plotted on the left y-axis and semi-continuous thermal optical OC/EC mass ratio on the right y-axis, with date given along the x-axis. b) The OC mass fraction estimated using UF-ATOFMS (using calibration curve given in Figure 3.6) and OC mass fraction measured using thermal optical OC EC instrument is given on the y-axis with date given along x-axis.
the curve from Figure 3.6 to estimate the OC mass fraction. Also shown in Figure 3.8b is the thermal-optical OC mass fraction. Overall, Figure 3.8b shows daily fluctuations in the OC mass fraction are captured by both techniques and there is approximately a 20% difference between them. It should be pointed out that comparisons between similar thermal-optical techniques differing in temperature protocol or optical correction technique (thermal optical reflectance (TOR) versus thermal optical transmission (TOT)) have shown errors for estimating amount of EC or OC of more then 40% [Arhami et al., 2006; Chow et al., 2004; Chow et al., 2005a; Chow et al., 2001; Chow et al., 2005b; Schauer et al., 2003]. The NIOSH thermal-optical TOT protocol used here has been shown to measure half the amount of EC as measured using the IMPROVE method [Chow et al., 2001]. Therefore, this comparison of the ATOFMS data with thermal-optical data, two techniques which rely on very different operating principles, is quite good. One other reason the ATOFMS underestimates the amount of OC relative to EC could be the UF-ATOFMS used for this study only sampled particles up to 400 nm, whereas the thermal-optical instrument measured particles up to 2.5 µm. Particles in Riverside grow in size throughout the day from condensation of semi-volatile organics; therefore the larger size particles sampled by the thermal-optical method likely have a larger OC mass fraction. It is important to remember here that the thermal-optical method produces operationally defined values of EC and OC, whereas the ATOFMS is based on actual structural differences of EC and OC leading to different ion patterns in the mass spectra. In future studies, examining periods where the ATOFMS agrees or disagrees with the EC/OC mass concentration values may yield insight into the most
appropriate operating conditions and protocols to be used by these thermal-optical instruments.

3.5 Conclusions

In these experiments, EC particles of known size were coated with OC species from unleaded fuel vapor to create standard particles with different OC/EC mass fractions. The OC/EC mass fractions were determined using two separate approaches; first, assumptions were made about the shape and density of the particles based on literature values, and second, by calculating the effective densities of particles using the measured vacuum aerodynamic (UF-ATOFMS) and electrical mobility diameters (SMPS). Effective densities of pure spark discharge EC determined in these experiments are within 20% of values reported for diesel EC with the same mobility diameters. Using the two estimation methods for EC and OC mass, the OC/EC mass fraction as a function of particle size was determined. A calibration curve was created by plotting OC/EC ion intensity ratios against the calculated mass fractions of OC estimated from the two different methods. Strong linear correlations exist between the OC/EC ion ratio and the mass percentage of OC, estimated from assumed material densities ($R^2 = 0.98$) and the measured effective density ($R^2 = 0.99$). Both OC/EC mass correlations are within the range of uncertainties of each other.

The OC/EC ion intensity ratios derived from laboratory generated OC-EC standard particles compared well with particles in the same size range measured in multiple ambient and source data sets. Furthermore, the OC/EC values measured with the UF-ATOFMS showed a strong correlation with OC/EC values simultaneously
measured for ambient data using traditional thermal-optical methods. Ambient OC mass fractions measured here were within ~20% of that measured using a traditional thermal-optical technique and showed similar daily fluctuations. Using UF-ATOFMS, obtaining quantitative information regarding the OC/EC mass fractions in ambient particles with similar size and chemical composition appears to be quite feasible for carbonaceous particles.

With the recent interest in moving beyond mass measurements of atmospheric aerosols, there is a major need for methods which can be used to generate particles that can be used for instrument calibration. The method used herein to generate OC/EC particles could be used for characterizing other instruments besides ATOFMS. For example, laboratory studies could be performed using these particles with known OC and EC mass concentrations to better understand observed differences in responses between similar methodologies such as the IMPROVE or NIOSH thermo-optical methods [Schauer et al., 2003]. This study shows it is possible to generate particles with similar composition to ambient particles that can be used to perform laboratory calibrations. A calibration curve can be used to relate the measured relative ion intensities in the mass spectra of unknown ambient particles to the relative amounts of specific species in/on ambient particles. The next step will be to perform further lab studies comparing calibration curves generated with EC coated with different classes of organic species. The response of such calibration curves to different organic material will yield information on the uncertainties of this approach. Furthermore, ATOFMS data will be compared with traditional thermal-optical methods, as well as other methods for measuring EC and OC, in future ambient field and source studies to further test the
robustness of this procedure. Information regarding the relative amount of OC on EC particles will be critical to assessing the roles of these species in climate change and human health.
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4 Simultaneous measurement of the effective density and chemical composition of ambient aerosol particles

4.1 Synopsis

Simultaneous measurements of the effective density and chemical composition of individual ambient particles were made in Riverside, California by coupling a differential mobility analyzer (DMA) with an ultrafine aerosol time-of-flight mass spectrometer (UF-ATOFMS). In the summer, chemically diverse particle types (i.e. aged-OC, vanadium-OC-sulfate-nitrate, biomass) all had similar effective densities when measured during the same time period. This result suggests that during the summer study, the majority of particle mass for the different particle types was dominated by secondary species (OC, sulfates, nitrates) of the same density, while only a small fraction of the total particle mass is accounted for by the primary particle cores. Also shown herein, the effective density is a dynamic characteristic of the Riverside, CA ambient aerosol, changing by as much as 40% within 16 hours. During the summer measurement period, changes in the ambient atmospheric water content correlated with changes in the measured effective densities which ranged from ~1.0-1.5 g cm\(^{-3}\). This correlation is potentially due to evaporation of water from particles in the aerodynamic lens. In contrast, in the fall during a Santa Ana meteorological event, ambient particles with a mobility diameter of 450 nm showed three distinct effective densities, each related to a chemically unique
particle class. Particles with effective densities of \( \sim 0.27 \text{ g cm}^{-3} \), \(0.87 \text{ g cm}^{-3} \), and \(0.93 \text{ g cm}^{-3} \) were composed mostly of elemental carbon, lubricating oil, and aged organic carbon, respectively. It is interesting to contrast the seasonal differences where in the summer, particle density and mass were determined by high amounts of secondary species, whereas in the fall, relatively clean and dry Santa Ana conditions resulted in freshly emitted particles which retained their distinct source chemistries and densities.

4.2 Introduction

Particles emitted directly or formed through secondary processes in the atmosphere are continually evolving, both chemically and physically. Condensation, evaporation, oxidation, and changes in pH can alter the amount and type of chemical species present in the particle phase [Molina et al., 2004; Pankow, 1994]. Coagulation, crystallization, dissolution, condensation and oxidation can change the size and shape of atmospheric particles [Colberg et al., 2004; Jacobson, 2002; Katrib et al., 2005; Molina et al., 2004; Schlenker and Martin, 2005; Weingartner et al., 1997]. Their environmental and health effects are largely determined by their chemical and physical properties. Environmentally, the chemical and physical properties influence particle optical properties and their ability to act as cloud condensation nuclei (CCN); the optical properties and CCN ability dictate the magnitude of the direct and indirect effects of particles on climate respectively [Cruz and Pandis, 1997; Liao and Seinfeld, 2005; Novakov and Corrigan, 1996; Ramana et al., 2004; Saxena et al., 1995]. Health impacts are influenced by the chemical toxicity of the particle and the ability of particles to penetrate deep into the lung [Hesterberg et al., 1998; Oberdorster et al., 1994; Pauluhn,
2004]. Furthermore, environmental and health effects are exacerbated by increased particle concentrations [Dockery and Pope, 1994; Ramanathan et al., 2005]. Therefore, an understanding of individual particle chemical and physical characteristics is needed to estimate how particles impact climate and health.

Techniques such as a DMA-electrical low pressure impactor and a DMA-aerosol particle mass analyzer have been reported in the literature for calculating particle effective density and shape factor [McMurry et al., 2002; Park et al., 2003; Van Gulijk et al., 2004]. However, these methods do not directly provide information on the chemical composition of particles. Mass spectrometry techniques are being used more and more to quantify the physical characteristics of particles, such as shape factor and density while simultaneously measuring chemical information. Combined measurements of particle size, density, and chemical information on individual particles have been published [Cai et al., 2006; Jimenez et al., 2003; Katrib et al., 2005; Moffet and Prather, 2005; Murphy et al., 2004; Slowik et al., 2004; Spencer and Prather, 2006; Zelenyuk et al., 2005; Zelenyuk et al., 2006a; Zelenyuk et al., 2006b; Zhang et al., 2005]. The majority of published work focuses on laboratory generated aerosols and not ambient particles [Jimenez et al., 2003; Katrib et al., 2005; Slowik et al., 2004; Spencer and Prather, 2006; Zelenyuk et al., 2005; Zelenyuk et al., 2006a; Zelenyuk et al., 2006b].

In this study, ambient particles are measured using a differential mobility analyzer (DMA) / UF-ATOFMS technique. Mobility size selected particles are transported into a UF-ATOFMS, where the vacuum aerodynamic diameter and chemical composition are measured. Using this DMA/UF-ATOFMS technique, the information that is normally obtained by UF-ATOFMS (vacuum aerodynamic size and chemical composition) is
expanded to include particle effective density. This combined approach offers the ability to separate particles based on differences in density and/or shape prior to chemical analysis. Particle density measurements are essential for determining mass distributions using number concentrations measured with a scanning mobility particle sizer (SMPS) and aerosol particle sizer (APS). Furthermore, these measurements are important for establishing the accuracy of using SMPS data for scaling aerodynamic diameter number concentrations [Lake et al., 2003; Sodeman et al., 2005].

4.3 Methods

4.3.1 DOS and NaCl particle methods

Dioctyl sebacate (DOS) used in these experiments was technical grade (> 90 % pure) purchased from Sigma-Aldrich. DOS particles were generated using DOS “neat” in a Collison type nebulizer using a flow of 1.0 L·min⁻¹ nitrogen. The DOS particle stream was then diluted in a 1.5 liter Pyrex flow tube using 5.0 L·min⁻¹ of dry nitrogen. A 0.1 M NaCl solution was made using 99.99% pure solid sodium chloride (Aldrich) mixed with milli-Q water. Particles of NaCl were generated using a Collison nebulizer with 1.0 L·min⁻¹ of dry nitrogen and the 0.1 M salt solution. Particles exiting the nebulizer were first passed through a silica gel dryer with a volume of approximately 1.5 liter. After passing through a silica gel drier, the NaCl particle stream was diluted with 4.0 L·min⁻¹ dry nitrogen. The relative humidity of the NaCl particle stream was less then 3% at the exit of the flow tube as measured by an in line RH meter (Vaisala HMP230) with Pt 100 sensor. Particles then entered a DMA where they were electrical mobility size selected (150-350 nm). Particles that enter the DMA are mixed with a sheath flow of
particle free air. After mixing with the sheath air, the particle stream exiting the DMA was at 55% RH and was directed to the UF-ATOFMS.

### 4.3.2 Differential mobility analyzer

A TSI model 3080 electrostatic classifier (DMA) was used to size select particles of a specific electrical mobility diameter during each experiment. Specific dimensions of the DMA used here are: DMA rod length \((L = 43.6 \text{ cm})\), inner radius of the DMA annular space \((r_1 = 0.937 \text{ cm})\), outer radius of the DMA annular space \((r_2 = 1.961 \text{ cm})\). For ambient particle measurements during July and August in Riverside, CA the sample flow was held at 1.0 L min\(^{-1}\) and a sheath flow of 10.0 L min\(^{-1}\) was used. Ambient measurements made in November in Riverside used a sample flow of 0.5 L min\(^{-1}\) and sheath flow of 5.0 L min\(^{-1}\). The lower flow rates in November were chosen so larger mobility size particles could be selected with the DMA. A scanning mobility particle sizer was used at the end of the secondary organic aerosols in Riverside (SOAR) field campaigns to confirm the sizes of the mobility diameters being emitted from the size selecting DMA; the mobility diameters measured with the SMPS were consistent with the selected mobility diameters from the DMA. The viscosity of air \((\mu = 0.0001865 \text{ poise})\) was used in all DMA calculations \([Lide, 2002]\).

A DMA sample flow of 0.4 L·min\(^{-1}\) and a sheath flow of 4.0 L·min\(^{-1}\) were used during experiments with DOS particles. A DMA sample flow of 0.5 L·min\(^{-1}\) and a sheath flow of 5.0 L·min\(^{-1}\) were used during experiments with NaCl particles. DMA sheath and sample flows were calibrated prior to experimental measurements using a bubble flow meter (Gilibrator).
4.3.3 Ultrafine aerosol time-of-flight mass spectrometry

An ultrafine aerosol time-of-flight mass spectrometer was used to measure the vacuum aerodynamic diameter and dual polarity mass spectra of individual particles from 50-1000 nm. A detailed description of UF-ATOFMS is given by Su et al (2004) [Su et al., 2004] and also Chapter 1. To determine particle sizes, an eleven point particle size calibration was made using polystyrene latex spheres of known physical diameter ranging from 117-1400 nm. During experiments, particles were desorbed and ionized using 266 nm radiation from a Q-switched Nd:YAG laser operating at ~ 1.4 mJ.

4.3.4 Particle chemical classification

Ambient particle data were imported into Matlab (The MathWorks, Inc.) and analyzed using YAADA version 1.2 [http://www.yaada.org]. Particle types were clustered using an Adaptive Resonance Theory neural network (ART-2a) [Hopke and Song, 1997; Song et al., 1999]. ART-2a clusters chemically similar particles together based on the ion peak intensity pattern in each mass spectrum. Parameters for ART-2a used in this experiment were: learning rate = 0.05, vigilance factor = 0.85, and iterations = 20. Particle clusters resulting from ART-2a were further refined by combining chemically similar clusters into distinct chemical classes. For example, multiple elemental carbon-sulfate-nitrate (EC-SN) containing clusters showing minor differences in their mass spectral ion intensity patterns were grouped together and labeled collectively as “EC-SN”. The given chemical class names do not necessarily reflect all the species present within a class; instead, the names reflect most of the dominant
chemical species and/or the possible source in an attempt to keep the naming scheme simplified.

### 4.3.5 Ambient measurements

Ambient measurements were made as part of the SOAR field campaign [Jimenez, Accessed 2006]. The location for this field campaign was the University of California at Riverside campus. Ambient measurements were made during the summer (July-August, 2005) and fall (November, 2005). Ambient sampling occurred on 8 non-consecutive days in July-August (various times) and 5 consecutive days in November during two different time periods (7-9 am and 4-6 pm). Each sampling period was limited to 2hr. in duration. An aerosol sampling line extended roughly six meters above ground. To try and prevent condensation or evaporation during the measurement, the indoor portion of the sampling lines were insulated. It should be noted that the aerosol was not dried prior to sampling.

Relative humidity was measured by the Allen Goldstein research group from University of California at Berkeley.

### 4.4 Results and discussion

#### 4.4.1 Theory

A detailed theoretical treatment of the relationships between particle aerodynamic diameter, electrical mobility diameter, effective density and particle shape is given by DeCarlo et al.[DeCarlo et al., 2004]. Briefly, measuring the electrical mobility diameter ($d_m$) and vacuum aerodynamic diameter ($d_{va}$) of a particle allows the effective density ($\rho_{eff}$) to be measured using the equation
\[ \rho_{\text{eff}} = \frac{d_{\text{w}}}{d_{m}} \rho_{o} \]  

[1]

where \( \rho_{o} \) is the standard density (1.0 g cm\(^{-3}\)). If the particle is spherical, the \( \rho_{\text{eff}} \) is equal to the particle density (\( \rho_{p} \)). If the particle is spherical and contains no internal voids, the particle density will be equal to the material density (\( \rho_{m} \)). For non-spherical particles, the effective density is less than the particle/material density. Equation 1 and the relationship between effective/particle/material densities will be used throughout the following discussion.

The majority of size selected particles exiting the DMA contain an electrostatic charge of +1. However, there is a small fraction of particles that contain charges of +2, +3...etc. These multiply charged particles have the same electrical mobility diameter but different vacuum aerodynamic diameters. Therefore, particles with a different number of charges can be distinguished based on their different vacuum aerodynamic diameters. To determine if different aerodynamic diameters are indeed particles with different number of charges, the equation

\[ \frac{d_{p}}{C} = \frac{2neVL}{3\mu q_{\text{sh}} \ln\left(\frac{r_{2}}{r_{1}}\right)} \]  

[2]

is used to calculate the particle diameter (\( d_{p} \)) for particles with different number of charges (n) at a set DMA voltage (V), DMA rod length (L), gas viscosity (\( \mu \)), sheath flow (\( q_{\text{sh}} \)), inner radius of the DMA annular space (\( r_{1} \)), outer radius of the DMA annular space (\( r_{2} \)), and where C is the Cunningham slip factor evaluated at \( d_{p} \) [Knutson and
The values of $L$, $\mu$, $r_1$, $r_2$, and $q_{sh}$ are given in the methods section. If the number of charges on a particle equals one, then $d_p$ will be equal to $d_m$. For charges greater than one, $d_p$ will be larger than $d_m$. Substituting $d_p$ (from Equation 2) into Equation 1 and using the material density, a calculation of the theoretical vacuum aerodynamic diameter for particles with the same mobility diameter and density but different physical diameter due to different charge states can be made. The particles are assumed to be spherical for this calculation.

### 4.4.2 Laboratory validation experiments

An important part of the presented work was to validate this method using standard Dioctyl sebacate (DOS) and NaCl particles. Figure 4.1 shows the vacuum aerodynamic size distribution of 300 nm mobility size-selected DOS particles measured using UF-ATOFMS. A distinct feature that can be seen from this figure is the presence of three well separated vacuum aerodynamic modes centered at 276, 497 and 680 nm ($d_{va}$). These three modes represent three different charge states for particles with the same electrical mobility diameter. It should be noted that the relative heights of the modes in Figure 4.1 do not represent the distribution of particles with a particular charge emitted from the DMA. Particles of larger sizes are counted more efficiently within the light scattering region of the UF-ATOFMS.
Figure 4.1 Vacuum aerodynamic size distribution of 300 nm electrical mobility size selected DOS particles.
Figure 4.2 shows a graph of the measured vacuum aerodynamic diameter versus the predicted vacuum aerodynamic diameter for particles with electrical mobility diameters of 500, 400, 350, 300, 250, 200, 150 and 120 nm. This plot includes the vacuum aerodynamic diameter for particles with multiple charges. There is a linear correlation of 0.995 between the measured and predicted diameter values for DOS particles. Furthermore, 23 out of the 25 points shown in Figure 4.2 are within 6% of the predicted value. This finding reveals that multiply charged particles emitted from the DMA are observed using UF-ATOFMS as well separated peaks.

Using Equation 1, the effective densities of DOS particles were calculated for different mobility diameters. These values are given in Table 4.1. Because DOS particles are likely spherical with no void spaces, one would expect the effective density to equal the material density of DOS (0.911 g·cm\(^{-3}\)). Indeed, Table 4.1 shows the average calculated density for DOS particles is 0.90 g·cm\(^{-3}\), which is within 1.2% of the material density. Table 4.1 also shows there is a systematic pattern of increasing densities for increasing mobility diameters. This pattern has also been observed by Zelenyuk et al. and attributed to a small systematic difference in the calibration between the DMA and vacuum aerodynamic sizing [Zelenyuk et al., 2005]; this pattern is present after calibration of each instrument. It should be noted that even with this small systematic difference the largest error in the measured density is ~5.6%. For DOS particles, and likely other spherical particles, the DMA/UF-ATOFMS technique is quite accurate at measuring the material density.
Figure 4.2 Measured vacuum aerodynamic diameter for DOS particles, mobility selected between 120-500 nm $d_m$, is plotted versus the predicted vacuum aerodynamic diameter. Equation 1 was used to calculate the physical diameter for multiply charged DOS particles. The physical diameter and the density of DOS were used to calculate the “predicted” vacuum aerodynamic diameter of the particle.
Table 4.1 Measured values for DOS effective density at different electrical mobility diameters.

<table>
<thead>
<tr>
<th>Electrical mobility diameter ($d_m$)</th>
<th>DOS density, g/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>0.86</td>
</tr>
<tr>
<td>200</td>
<td>0.87</td>
</tr>
<tr>
<td>250</td>
<td>0.89</td>
</tr>
<tr>
<td>300</td>
<td>0.90</td>
</tr>
<tr>
<td>350</td>
<td>0.91</td>
</tr>
<tr>
<td>400</td>
<td>0.91</td>
</tr>
<tr>
<td>500</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Average density / Std Dev 0.90 +/- 0.03

Error vs material density, % 1.2
To examine the effect of particle shape on measurements of particle density, dry NaCl particles were examined. Figure 4.3 illustrates the vacuum aerodynamic size distribution for 300 nm ($d_m$) NaCl particles. Two peaks are observed, representing particles with +1 and +2 charges. Notice the +1 peak has an aerodynamic size of $\sim$540 nm indicating that these particles have an effective density of 1.8 g·cm$^{-3}$, which differs from the density of NaCl (2.17 g·cm$^{-3}$) by about 16%. This difference is caused by the non-spherical structure of dry NaCl particles. The effective density measured here is in agreement with the measured effective density for dry 300nm NaCl cubes by Zelenyuk et al ($\sim$1.8 g·cm$^{-3}$) [Zelenyuk et al., 2006a].

To estimate the NaCl shape factor, the following equations stemming from the definitions of mobility diameter (Equation 3) and vacuum aerodynamic diameter (Equation 4) are used

$$\frac{d_m}{C_c(d_m)} = \frac{d_{ve}\chi_t}{C_c(d_{ve})} \quad [3]$$

$$d_{va} = \frac{\rho_p d_{ve}}{\rho_o \chi_v} \quad [4]$$

where $d_m$ is the electrical mobility diameter, $d_{ve}$ is the volume equivalent diameter, $d_{va}$ is the vacuum aerodynamic diameter, $C_c$ is the Cunningham slip factor evaluated at a given diameter, $\rho_p$ is the particle density, $\rho_o$ is the standard density (1.0 g·cm$^{-3}$) and $\chi_t$ and $\chi_v$ are shape factors in the transition and free molecular regime respectively.
Figure 4.3 Vacuum aerodynamic size distribution of 300 nm electrical mobility size selected NaCl particles
Equations 3 and 4 are combined to yield an equation that relates the effective density to particle density and particle shape factor:

\[
\frac{d_{va}}{d_m} = \frac{\rho_p C_c (d_{ve})}{\rho_a \chi \chi_r C_c (d_m)} \quad [5]
\]

Using the slip correction factor in the free molecular regime (Equation 6)

\[
C_c (d) \approx \frac{2\lambda}{d} (\alpha + \beta) \quad [6]
\]

and Equation 3, the ratio \( C_c (d_{ve}) / C_c (d_m) \) is simplified to \( \sim \chi^{1/2} \). The variables \( \alpha, \beta \) and \( \lambda \) in Equation 6 are empirical constants which have been determined for solid and liquid particles [Allen and Raabe, 1985]. Substitution of \( \chi^{1/2} \) into Equation 5 with the assumption \( \chi \sim \chi_v \) yields

\[
\chi = \left( \frac{d_m \rho_p}{d_{va}} \right)^{2/3} \quad [7]
\]

It should be noted, the assumption \( \chi \sim \chi_v \) is likely a good approximation for mildly non-spherical particles (\( \chi < 2 \)), but is questionable for highly irregular particles [DeCarlo et al., 2004]. Equation 7 can be used to make an estimate of the shape factor for particles when one has a good idea of the particle density and measurement of mobility and vacuum aerodynamic diameters. Assuming there are no void spaces, the particle density for NaCl is equal to the material density. Table 4.2 shows the calculated effective density, shape factor, and particle density (\( \rho_p = \chi \rho_{eff} \)) for NaCl particles of different mobility diameters. On average the effective density is within 16% of the material density. Shape factors for NaCl particles ranged between 1.11 and 1.14, which are close to that of a cube (1.08) and in close agreement with values measured by Zelenyuk et al.
Table 4.2 Measured values for NaCl effective density, shape factor, and particle density at different electrical mobility diameters.

<table>
<thead>
<tr>
<th>Electrical mobility diameter (d_m)</th>
<th>NaCl effective density, g/cm³</th>
<th>Shape factor (χ) (free molecular regime)</th>
<th>Particle density (using shape factor)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>1.86</td>
<td>1.11</td>
<td>2.06</td>
</tr>
<tr>
<td>200</td>
<td>1.82</td>
<td>1.12</td>
<td>2.05</td>
</tr>
<tr>
<td>250</td>
<td>1.80</td>
<td>1.13</td>
<td>2.04</td>
</tr>
<tr>
<td>300</td>
<td>1.79</td>
<td>1.14</td>
<td>2.04</td>
</tr>
<tr>
<td>350</td>
<td>1.79</td>
<td>1.14</td>
<td>2.03</td>
</tr>
<tr>
<td>Average density</td>
<td>1.81</td>
<td>-</td>
<td>2.04</td>
</tr>
<tr>
<td>Error vs material density, %</td>
<td>16.50</td>
<td>-</td>
<td>5.8</td>
</tr>
</tbody>
</table>
(1.06-1.17) [Zelenyuk et al., 2006a]. Using the shape factor and effective density yields an average NaCl particle density of 2.04, which is within 6% of the material density. This measurement of NaCl shape factor represents a best case scenario, because we know the material density of NaCl which allows us to calculate the shape factor. For nonspherical ambient particles, calculating the shape factor without prior knowledge of the material density could yield larger errors. Some of this error could be minimized using the coupled chemical information to make estimates of the particle density based on materials with similar composition.

In general, these validation experiments show that the method is accurate at measuring the density for DOS to within ~2%; however there is a small systematic bias in the density measurement with increasing $d_m$ giving errors up to ~6% at larger mobility sizes. Similar validation experiments have also been published by Zelenyuk et al [Zelenyuk et al., 2005; Zelenyuk et al., 2006a; Zelenyuk and Imre, 2005].

A recent paper by Zelenyuk et al. shows evaporation of water occurs from different types of salt particles sampled through an aerodynamic lens [Zelenyuk et al., 2006b]. Because the ambient aerosol sampled in this study was not dried, the potential exists for evaporation of water from particles prior to measuring $d_{va}$. This evaporation would lead to an error in the measured effective density. As will be shown and discussed, ambient relative humidity appears to influence the effective densities measured in this work. Regardless of the potential for evaporation, useful physical and chemical information is still obtained from these measurements. In future studies using the aerodynamic lens, it would be the author’s recommendation to follow the advice of Zelenyuk et al. and dry ambient particles prior to making effective density measurements.
**4.4.3 Ambient particle chemical composition**

DMA/UF-ATOFMS measurements of ambient particles were made in Riverside, California during July-August and November. During the summer time period, ambient particle concentrations were high enough (PM 2.5 ~ 40 µg m\(^{-3}\)) [California-Air-Resource-Board, Accessed 2006] to measure five different mobility sizes (d\(_{m}\)-150, 175, 200, 250 and 300 nm) with the UF-ATOFMS within 2hr., obtaining ~2000 mass spectra for each size. During the November measurement period, particle concentrations were low (PM 2.5 ~ 2 µg m\(^{-3}\)) and only one or two mobility sizes (d\(_{m}\)-175 and 450 nm) could be selected to obtain 1000-2000 mass spectra per size in 2 hr.

Figure 4.4 shows the area matrix for each chemical class that is used throughout the discussion. An area matrix resembles an individual particle mass spectrum for particles within a cluster. The particle chemical classes are: aged organic carbon-sulfate-nitrate (Aged-OC-SN), amine-sulfate-nitrate (amine), elemental carbon-sulfate-nitrate (EC-SN), EC with sulfate type 2 (EC-2), organic carbon type 2 (OC-2), vanadium-OC-sulfate-nitrate (Vanadium-SN), calcium-elemental carbon-sulfate (Ca-EC-sulfate), potassium-biomass (K-Biomass).

Aged-OC-SN mass spectra are characterized by OC fragment ions including m/z \(^{15}\text{CH}_3^+\), \(^{27}\text{C}_2\text{H}_3^+\), \(^{27}\text{CNH}^+\), \(^{29}\text{C}_2\text{H}_5^+\), \(^{29}\text{COH}^+\), \(^{43}\text{CHNO}^+\), \(^{43}\text{C}_2\text{H}_3\text{O}^+\), sulfate \(^{97}\text{HSO}_4^-\) and nitrate \(^{62}\text{NO}_3^-\). The amine particle mass spectrum is characterized by intense ions at m/z \(^{58}\text{C}_2\text{H}_3\text{NHCH}_2^+\), \(^{86}\text{C}_2\text{H}_3\text{NHCH}_2^+\) and \(^{118}\text{C}_2\text{H}_3\text{NOH}^+\), sulfate \(^{97}\text{HSO}_4^-\) and nitrate \(^{62}\text{NO}_3^-\). EC-SN is characterized by carbon cluster ions at m/z 12, 24, 36, 48, 60, sulfate \(^{97}\text{HSO}_4^-\) and nitrate \(^{62}\text{NO}_3^-\). EC-2 is characterized by intense long chain carbon cluster ions in the mass spectrum that extend out to C\(_{15}\) in both
Figure 4.4 Positive (left side) and negative (right side) ion area matrix for chemical classes detected in Riverside CA in the summer and fall. An area matrix represents the average intensity of each m/z for all particles within a cluster. In general, the area matrix resembles individual mass spectra of particles within a cluster. The eight major particle classes shown are: a) Summer: Aged-OC-sulfate-nitrate, b) Fall: Aged-OC-sulfate-nitrate, c) amine-sulfate-nitrate, d) Summer: EC-sulfate-nitrate, e) Fall: EC-sulfate-nitrate, f) EC-2, g) OC-2, h) Vanadium-OC-sulfate, i) Ca-EC-sulfate, j) Summer: K-biomass, k) Fall: K-biomass. Mass-to-charge values and chemical assignment for some ions are given above the peak.
d) Summer: EC-SN

e) Fall: EC-SN

f) EC-2
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positive and negative polarities. Vanadium-SN is characterized by vanadium and vanadium oxide ions at m/z 51\(^+\) and 67\(^+\), sulfate \(^{97}\text{HSO}_4\)\(^-\) and nitrate \(^{62}\text{NO}_3\)\(^-\). The Ca-EC-sulfate mass spectrum is characterized by an intense \(^{40}\text{Ca}\)\(^+\) ion and intense sulfate ion (\(^{97}\text{HSO}_4\)\(^-\)), with less intense positive and negative EC cluster ions (12, 24, 36…\(C_n\)). K-biomass generally has an intense potassium ion at \(m/z\) 39\(^+\), a less intense sodium ion at \(m/z\) 23\(^+\), and various low intensity OC and EC fragment ions. The chemical assignments of the ions discussed above are based on previous lab studies of organic standards and provided as the most likely assignments; other possible chemical assignments can and do exist.

Significant numbers of three classes (Aged-OC-SN, EC-SN, K-biomass) were observed during both the summer and fall Santa Ana period. The area matrices for these three classes have been further separated into summer and fall in Figure 4.4 to show the variations in these types during the different time periods. In general during the summer, more intense ion peaks were present from organic fragment ions (m/z 43 in particular), nitrates and amines.

### 4.4.4 Effective density measurements

Figure 4.5a shows the vacuum aerodynamic size distribution of 250 nm electrical mobility selected ambient particles from Riverside, CA during 4 days of the summer sampling period. The dominant size modes observed on July 27\(^{th}\) (275 nm) and July 28\(^{th}\) (370 nm) in Figure 4.5a differ by ~95 nm, which represents an effective density range of 1.09-1.49 g cm\(^{-3}\). The dominant modes on August 4\(^{th}\) (365 nm) and August 14\(^{th}\) (315 nm) correspond to particles with effective densities of 1.46 and 1.26 g cm\(^{-3}\), respectively.
The effective densities given above deviate by less than 8%, based on the variability calculated at the full width at half the maximum height of the aerodynamic mode. Other less intense modes in the size distributions are also observed (Figure 4.5a). Data on July 27th show a second mode at \( \sim 370 \) nm, July 28th and August 4th a second mode at \( \sim 550 \) nm, and August 14th a second mode at \( \sim 480 \) nm. Other mobility diameters showed similar results. Assuming these are spherical particles which contain no voids, the aerodynamic size of a doubly charged particle can be calculated using Equations 1 and 2, which are discussed above in the theory section. For example, a doubly charged spherical particle exiting the DMA with a mobility diameter of 250 nm should have a physical diameter of \( \sim 415 \) nm. Using the effective densities given above, the less intense modes on July 28th, August 4th, and August 14th are observed within 10% of the predicted \( d_{va} \) which is reasonable given the complex nature of ambient particles. However, the observed peak at 370 nm on July 27th is 82 nm smaller than predicted or about 20% different than the predicted \( d_{va} \). This significant difference suggests this second mode is not due to doubly charged particles, rather singly charged particles with an effective density of \( \sim 1.48 \) g cm\(^{-3}\). Further evidence for this is shown in Figure 4.5b. Figure 4.5b shows the aerodynamic size distribution of 150 nm electrical mobility selected particles on July 27. At 150 nm \( d_m \) there are 4 vacuum aerodynamic modes. The two smallest aerodynamic diameter modes labeled 1 and 2 have effective densities of \( \sim 1.25 \) and \( 1.44 \) g cm\(^{-3}\), respectively (similar to the two modes at \( d_m 250 \) nm). The two modes labeled 3 and 4 are within 5% of where doubly charged particles at the two different densities are estimated to be. One might expect particles with an effective density of 1.48 g cm\(^{-3}\) to have a unique chemical
Figure 4.5 Vacuum aerodynamic size distribution of 250 nm electrical mobility size selected ambient particles from Riverside, California in July and August. Date and time for each trace is given in the upper left corner.
composition compared to particles with effective density of 1.09 g cm$^{-3}$. However, Figure 4.6 shows that this is not the case for these particles.

The percentages of the different particle chemical classes observed for the two vacuum aerodynamic modes on July 27$^{th}$ are shown in Figure 4.6. The particle chemical classes are: aged organic carbon-sulfate-nitrate (Aged-OC-SN), vanadium-OC-sulfate-nitrate (Vanadium-SN), elemental carbon-sulfate-nitrate (EC-SN), amine-sulfate-nitrate (amine), potassium-biomass (K-Biomass), and EC with sulfate type 2 (EC-2). As mentioned in the methods section, the chemical class names reflect some of the dominant chemical species or the source in an attempt to keep the names short. The area matrix for each of the particle classes and a detailed description of what distinguishes each class is given above. Some of these particle types have also been discussed and published previously [Angelino et al., 2001; Liu et al., 2000b; Silva and Prather, 2000]. Figure 4.6 shows the percentages of the chemical classes within the two aerodynamic modes differ slightly, but there is not a unique particle class that makes up a significant fraction of one aerodynamic mode versus the other. This observation suggests the two aerodynamic modes contain chemically similar particles. As will be discussed later, a plot of effective density versus different mobility diameters for the two modes observed on July-27 suggests the smaller aerodynamic size mode contains more non-spherical particles (smaller effective density), and the larger mode more spherical particles. Whether these two effective density populations existed prior to sampling or were formed by complex transformations of liquid droplets into solids due to evaporation in the aerodynamic lens, as observed by Zelenyuk et al. for NaCl, cannot be determined in this set of experiments [Zelenyuk et al., 2006b].
Figure 4.6 Pie charts for the particle chemical classes observed in two different vacuum aerodynamic modes during ambient sampling in Riverside, California on July 27th. Particles have \( d_m = 250 \) nm. Top pie chart contains the particle chemical classes observed in the vacuum aerodynamic mode at \( \sim 275 \) nm. The bottom pie chart contains classes for the mode at \( \sim 370 \) nm.
It is interesting to note that all the particles, regardless of their chemistry, appear to have similar effective densities. Similar results (not shown) were observed for different days and for different electrical mobility sizes during the summer time period. Similarities in effective density are likely due to atmospheric processing (aging) of the different particle types. During the summer sampling period, the majority of particles analyzed by ATOFMS contained the same secondary processing markers including amines, nitrate, and sulfate (Qin et al. manuscript in preparation).

As the particles age in Riverside, secondary organic carbon and secondary inorganic species (such as ammonia, nitrate and sulfate) condense on the particles [Hughes et al., 2000; Liu et al., 2000a; Pastor et al., 2003; Sardar et al., 2005]. This condensation occurs to such an extent, that the majority of the particle mass is likely from the secondary species. It is important to note that the ART-2a analysis inherently separates particles into different particle classes based on the different primary cores of these particles which in the case of highly aged aerosols represent only a small fraction of the mass. This highlights the potential of this technique for classifying particles based on their primary particle core and monitoring the addition of condensed secondary species over time. In essence, this approach would provide a two dimensional classification scheme.

A comparison of the effective densities for the different electrical mobility sizes on different days during the July-August sampling period is shown in Figure 4.7. The vertical error bars in Figure 4.7 were calculated using the full width at half the maximum of the aerodynamic mode. During most sampling intervals, the effective density remained fairly constant (+/- 0.05 g cm⁻³) across a range of mobility sizes. This pattern suggests
Figure 4.7 Effective density is plotted versus electrical mobility diameter for measurements taken on different days. The vertical error bars in Figure 4.3 were calculated using the full width at half the maximum of the aerodynamic mode.
that during these times the particles had a spherical morphology since the effective density has been shown to decrease as electrical mobility size increases for irregularly shaped particles [Park et al., 2003; Slowik et al., 2004; Zelenyuk et al., 2006a]. Figure 4.7 shows that on July 27th the effective density decreases as mobility size increases for the mode at smaller aerodynamic diameter (labeled as 27-Jul: Da1). This suggests the smaller aerodynamic mode particles are non-spherical. Effective density for the larger aerodynamic diameter mode on July 27th (labeled as 27-Jul: Da2) remains fairly constant, suggesting these particles are spherical. Although it is not possible to derive shape factors without knowledge of particle density, determining if particles are spherical or non-spherical is possible using this technique. For the entire July-August sampling period, the effective density ranged between ~1.0 and 1.5 g cm\(^{-3}\). The largest difference in the effective density occurred between July 27th and July 28th, which demonstrates the effective density can fluctuate by over 40% for the same mobility diameter particles within a 16 hour period. This is a significant change, and highlights a dynamic difference between mobility and vacuum aerodynamic diameter at different times.

Temporal fluctuations in effective density indicate changes in particle shape or density. These changes could be due to new particle types arriving in air masses or particles undergoing physical/chemical processing. To determine if there are chemical/physical changes leading to changes in the effective density over the different sampling periods, ambient ozone concentration, relative humidity, and atmospheric water content were compared to the average effective densities (averaged across different mobility sizes) of ambient particles. Absolute atmospheric water content and relative humidity show a trend. Figure 4.8 shows the atmospheric water content during each
Figure 4.8 Atmospheric water content is plotted versus the average effective density across different mobility sizes. The horizontal bars represent the standard deviation in the average.
Figure 4.9 The average effective density of particles sampled during SOAR on different days (x-axis) is plotted versus the ambient relative humidity (y-axis). The horizontal error bars represent the standard deviation of the average effective density across different mobility diameters.
sampling period on the y-axis and the average effective density on the x-axis. Figure 4.8 shows that as the atmospheric water content increases the effective density tends to decrease. Figure 4.9 shows the average effective density during each sampling period versus the ambient relative humidity for the summer and fall during SOAR. This represents an average of the effective density measured at different mobility diameters within the 2hr. sampling periods. The horizontal bars represent the standard deviation in this average. In general there appears to be a trend to smaller effective density as relative humidity increases. The point at density \( \sim 1.1 \text{ g cm}^{-3} \) and 40% relative humidity is from the smallest aerodynamic diameter mode on July-27. These particles are thought to be non-spherical which might explain the discrepancy in this particular data point. If the second largest aerodynamic mode observed on July 27 is considered singly charged (yielding an effective density of \( \sim 1.4 \)) it is in line with the rest of the data. A possible reason the effective density is tracking air water content better than ambient relative humidity is that the particles experienced a relatively constant temperature in the sampling line in the trailer. This new RH would be directly proportional to the atmospheric water content but not necessarily the outdoor relative humidity. This also implies that the insulated sampling line may not have been entirely effective.

There are two possible explanations for the correlations between the effective density with atmospheric water content and RH. First, as water evaporates or condenses on these particles at different relative humidity, it increases or decreases the particle density, respectively. This would suggest that some water is retained on these particles after passing through the aerodynamic lens. Another possibility is water is evaporating from particles in the aerodynamic lens and at high relative humidity there is more water
on the particle that can evaporate, leading to a smaller $d_{va}$ and hence smaller effective density. This second possibility would be in line with the laboratory results of Zelenyuk et al. However, the extent of water evaporation from ambient particles (complex mixtures) cannot be definitively determined. This leaves open the possibility for future experiments to explore evaporation of water from ambient particles in the aerodynamic lens by measuring differences in effective density between ambient and dried-ambient particles. Another logical step, to further understand the effects of water, temperature, and ozone on particle density and morphology, will be to perform laboratory experiments on ambient particles where relative humidity, ozone, and temperature can be controlled in a systematic manner. Also, longer and more continuous ambient sampling may uncover effects on particle density and shape from reactions with gases such as ozone.

During the fall study in November, differences in the densities and/or shapes of the particles were observed. Ambient particles were size selected at 175 nm and 450 nm. Figure 4.10 shows the vacuum aerodynamic size distribution for 450 nm electrical mobility selected particles on November 21st from 8:00 am-10:00 am. These 450 nm electrical mobility selected particles show three distinct vacuum aerodynamic size modes at 120, 390, and 420 nm. Figure 4.10 also shows three pie charts with the percentages of different chemical classes observed within each aerodynamic mode. A representative area matrix (which resembles the mass spectra) and description of each chemical class is given in the Supporting Information section. The aerodynamic size mode at 120 nm in Figure 4.10 contains 73% EC-SN, 14% Ca-EC-sulfate, and 9% EC-2 particles. The particles in the 120 nm $d_{va}$ mode have an effective density of $\sim 0.27 \text{ g cm}^{-3}$ and represent more than 80% EC type particles. Such a low effective density would be expected for
Figure 4.10 Vacuum aerodynamic size distribution of 450 nm electrical mobility size selected ambient particles from Riverside, California on November 21. Inset pie charts show the fraction of different particle chemical classes within each vacuum aerodynamic size mode.
particles with a highly irregular shape. EC particles have been shown to consist of agglomerated primary spherules that yield branched irregularly shaped particles [Wentzel et al., 2003]. The aerodynamic size mode at ~390 nm contains 63% and 32% of the Ca-EC-sulfate and aged-OC particle types respectively. Used automotive oil particles have mass spectral (chemical) signatures very similar to the Ca-EC-sulfate particle type [Shields et al., 2006; Spencer et al., 2006]. Automotive oil particles are likely spherical in shape and thus effective density will equal the material density. The effective density of the particles at 390 nm $d_{ea}$ is $\sim 0.87 \text{ g cm}^{-3}$, which is similar to the density of automotive oil (0.85-0.95 g cm$^{-3}$) [ExxonMobil.com, Accessed 2005]. Particles in the aerodynamic size mode centered at 450 nm $d_{ea}$ have an effective density of 0.93 g cm$^{-3}$ and contain 73%, 16% and 8% of the OC-2, Ca-EC-sulfate and aged-OC particle types respectively. OC-2 is characterized by ions at $m/z$ 57$^+$ and 59$^+$ which are not present in aged-OC particle types. Similar results were observed for the 175 nm size selected particles.

Unlike the 250 nm electrical mobility size selected particles in July-August, the three aerodynamic modes observed for 450 nm electrical mobility selected particles in November each contain a significant fraction of different particle types. This observation suggests the different size modes for the 450 nm electrical mobility selected particles are not from different particle charge states, but rather from chemically distinct particles with different shapes and/or densities. This also highlights the potentially large difference between mobility and aerodynamic diameter: elemental carbon particles with a 400 nm mobility diameter have a 100 nm vacuum aerodynamic diameter. To properly scale the aerodynamic size distribution of an instrument such as the ATOFMS using SMPS
particle number data, this significant size difference for EC particles must be properly taken into account.

There was a Santa Ana wind episode during the November sampling period. These wind episodes are characterized by a shift in wind pattern from onshore to offshore flow; bringing clean air and particles from the desert regions into Riverside, CA. Santa Ana events change the air mass, which leads to the presence of particle types that are not observed the majority of the time [Guazzotti et al., 2001]. Particles in the fall are not as aged as those in the summer due to the less polluted conditions. Thus, the fall particle types retain the distinct densities and shapes of freshly emitted (i.e. non-aged) particles. Therefore, the differences between the July-August and November measurements strongly reflect the effects of seasonal meteorological and air quality differences on the physical and chemical properties of ambient aerosols in Riverside, CA.
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5 Size-resolved Chemical Composition of Aerosol Particles
During a Monsoonal Transition Period over the Indian Ocean

5.1 Synopsis

An aerosol time-of-flight mass spectrometer (ATOFMS) was used to measure the size-resolved mixing state of particles in the North Indian Ocean in October and November 2004. This period was chosen to observe the impact of the monsoonal transition on aerosol size, chemistry, sources, and radiative properties. Overall, elemental carbon with sulfate (EC-sulfate), K-biomass, fresh sea salt (SS), aged sea salt, fly ash, and EC mixed with sea salt were the dominant supermicron particle types, whereas EC-sulfate, K-biomass, and fly ash were the dominant submicron particle types. Interestingly, nominally pure aged organic carbon particles and particles containing nitrate were virtually absent during the campaign. This can be explained by high VOC/NO\textsubscript{x} ratio from 2 stroke engines and hence low ozone formation in the region or selective scavenging during transport. Notably, during long range transport periods when an aethalometer measured the highest black carbon concentrations, 77% of the submicron particles and 71% of EC/soot particles contained an intense $^{39}$K\textsuperscript{+} ion (a known tracer for biomass/biofuel). These observations suggest when the air mass originates from India,
biofuel combustion can be a significant source of the regional atmospheric brown cloud. The majority (~80%) of EC and K-biomass particles were mixed with significant amounts of sulfate due to extensive secondary processing of these particles during transport. EC mixed with sea salt was also observed suggesting they had undergone cloud processing and become internally mixed during transport. These measurements support the use of an internal mixture of sulfate with EC/soot and biomass in models to accurately calculate radiative forcing by aerosol in this region.

5.2 Introduction

Predicting the effect of air pollution on climate change is critical for hedging increasing world economic growth with environmental impacts from rising global air pollution. Large uncertainties still remain in accurately predicting the effects aerosol particles have on the hydrological cycle, direct and indirect radiative forcing, and overall climate change [Chen and Penner, 2005; IPCC, 2001; Knutti et al., 2002; Lohmann and Feichter, 2005; Morgan et al., 2006; Ramanathan et al., 2005]. A large fraction of this uncertainty stems from limited information on the chemical composition and mixing state of particles in the atmosphere [Chandra et al., 2004; IPCC, 2001; Jacobson, 2001; Lohmann and Feichter, 2005; Myhre et al., 2004; Schwartz, 2004]. As an air mass ages, changes in particle chemical composition and mixing state further complicate predicting aerosols’ effect on climate. Sulfate can decrease atmospheric absorption by increasing the hydrophilic nature of soot particles, thus increasing their wet removal rate. Many research groups, including most recently Stier et al., have shown that internally mixed elemental carbon-sulfate particles will increase atmospheric absorption by increasing a
particle’s absorption efficiency [see *Stier et al.*, 2006 and references therein]. To quantify the direct climate forcing of aerosol particles, it is essential to understand the dynamic nature of particle chemical composition and mixing state.

Project Atmospheric Brown Cloud (ABC) was designed to monitor changes in aerosol chemical composition, optical depth, radiative forcing and cloud properties within the Indo-Asian and Pacific regions (http://www-abc-asia.ucsd.edu). The goals of the ABC project involve using data collected from climate observatories for input into climate models to help increase their predictive power and better understand the environmental impact of rising air pollution on a regional and global scale. Specifically, ABC aims to address the significance of environmental changes due to rising air pollution in the Indo-Asian and Pacific region. Climate observatories are being operated on a long term basis (2004-2008), with intermittent intense aerosol characterization periods at select observatory sites. This paper describes measurements made at the first operational ABC climate observatory, which lies in the Northern Indian Ocean on Hanimaadhoo Island, Republic of Maldives. The Northern Indian Ocean experiences an annual monsoonal transition in the month of October. This transition period is characterized by a shift in regional wind pattern from a southwesterly to a northeasterly flow [*Kripalani and Kumar*, 2004]. During the transition period, the regional air mass fluctuates until the dry monsoon period when there is a dominant northeasterly flow [*Ramana and Ramanathan*, 2006]. This northeasterly flow carries air pollution from Asia over the relatively unpolluted Indian Ocean [*Guazzotti et al.*, 2001; *Guazzotti et al.*, 2003; *Neususs et al.*, 2002; *Quinn et al.*, 2002; *Reiner et al.*, 2001]. Thus, the transition period offers a unique opportunity to monitor and compare aerosol physical/chemical properties,
cloud physical/chemical properties and radiation flux, as air pollution is transported into the unpolluted North Indian Ocean. The ABC Post Monsoonal Experiment (APMEX) was an intensive aerosol characterization experiment that took place during this transition period (October 15-November 5, 2004) at the Republic of Maldives Climate Observatory on Hanimaadhoo Island (MCOH).

During APMEX, an aerosol time-of-flight mass spectrometer (ATOFMS), aethalometer, nephelometer, aerosol particle sizer (APS), scanning mobility particle sizer (SMPS), and a suite of solar radiation instrumentation were operated at MCOH [Corrigan et al., 2006; Ramana and Ramanathan, 2006]. This paper focuses on results obtained with ATOFMS during APMEX. A more detailed discussion of other instrumentation operated during the APMEX campaign has been published [Corrigan et al., 2006; Ramana and Ramanathan, 2006].

The ATOFMS used in this study measures the aerodynamic size (0.3-2.5 µm) and chemical composition of individual particles in real time. A general discussion of the particle chemical composition and mixing state during the campaign is presented along with a discussion of the air mass back trajectories to identify particle source locations. The trajectories are then correlated with the temporal evolution of the chemically different particle types observed for the duration of the study. In future work, these results can be combined with solar radiation measurements to help advance our understanding of the major sources and processes contributing to the aerosol radiative forcing in this region of the world.
5.3 Experimental

5.3.1 Location

Measurements were made from 15-October-2004 through 05-November-2004 on the island of Hanimaadhoo (6.776°N, 73.183°E), Republic of Maldives. Hanimaadhoo Island is approximately 4 km (north-south) by 1 km (east-west) in size. There are approximately 1200 residents on the island. The MCOH observatory is located at the northern tip of the island where the prevailing winds come from over the ocean. The majority of the island’s residents live approximately 2 km south of the observatory; therefore local pollution sources are minimal.

5.3.2 Aerosol characterization instrumentation

Ambient aerosol particles were sampled from a 15 meter high, 20 cm diameter sampling mast with laminar flow. The sampling mast entered a temperature controlled room in the MCOH. This room was kept at ambient temperature to sample particles at ambient relative humidity (RH) and prevent condensation or evaporation during particle measurements. Aerodynamic particle sizer, mobility particle sizer, total particle counter, aethalometer, and nephelometer instruments were located within the ambient temperature room. A more detailed description of the MCOH observatory has been published previously [Corrigan et al., 2006]. The ATOFMS was located in an air conditioned room adjacent to the ambient temperature room. A one meter-long piece of insulated sampling line was used between the ambient temperature sampling mast and the ATOFMS. Particle losses due to gravitational settling during transport from the exit of
the sampling mast to the ATOFMS were estimated to be less than 5 % for 2.5 µm particles with a density of 1.0 g·cm⁻³.

Filter based samples were collected at the top of the 15 meter tower every 24 hours. A detailed discussion of the methods used and overall results for the filter based data is given by Stone et al. [Stone et al., 2007]. The nephelometer data was corrected for truncation errors and other measurement errors using the method outlined in Anderson and Ogren [Anderson and Ogren, 1998]. The black carbon and absorption data obtained from the aethalometer were corrected using the approach presented in Arnott et al.[Arnott et al., 2005].

The aerodynamic size and chemical composition of individual particles (0.3-3.0 µm) was measured using a transportable aerosol time-of-flight mass spectrometer (ATOFMS). A detailed description of the ATOFMS has been published previously and is also given in Chapter 1 [Gard et al., 1997; Prather et al., 1994]. Aerosol enters into the vacuum pumped ATOFMS through a converging nozzle inlet at a flow of ~0.96 lpm. Upon entering the ATOFMS, aerosol gasses undergo a supersonic expansion due to a drop in pressure from ~760 to ~3 Torr. This gas expansion accelerates particles to a terminal velocity based on the aerodynamic size of the particle (smaller particles are accelerated to a faster terminal velocity). After this acceleration, particles pass through two skimmers where a large fraction of the associated gasses are pumped away. Particles then pass through two vertically separated (6 cm) continuous wave (CW) lasers. Light scattered by each particle as it passes through the CW lasers is detected with a photomultiplier tube (PMT). The difference in time between the two PMT signals is used to measure the velocity of the particle, and ultimately the aerodynamic size. The
measured particle velocity is then used to calculate the precise time the particle is within the source region of a dual ion time-of-flight mass spectrometer. At the precise time a particle enters the ion source region, a Q-switched YAG laser operated at $\lambda = 266$ nm with an 8 ns pulse length and 400 $\mu$m spot diameter is fired at the particle. Positive and negative ions formed from laser ablation/ionization of the particle are detected using a dual ion time-of-flight mass spectrometer.

5.3.3 Data analysis

ATOFMS data were imported into Matlab 6.5.1 (The Math Works, Inc.) using YAADA version 1.2 (http://www.yaada.com). Portions of the YAADA toolkit were also used for data analysis. Particle chemical classes were derived by clustering individual particle mass spectra together using an Adaptive Resonance Theory neural network (ART-2a) [Hopke and Song, 1997; Song et al., 1999]. Similarities between individual mass spectra (using the presence and intensity of ion peaks) are calculated using ART-2a. Mass spectra that have a similarity above a set threshold (vigilance factor) are clustered together and considered chemically similar. The ART-2a parameters used for chemical classification were: learning rate = 0.05, vigilance factor = 0.85 and iterations = 20. Approximately 380,000 unique particles (mass spectra) were analyzed using ART-2a which yielded ~320 unique clusters. Only the 60 most populated clusters were used in this analysis, however these 60 clusters contain over 92% of all the mass spectra. Although these 60 clusters are unique with regard to each other by ART-2a analysis, many of the clusters exhibit a similar dominant ion pattern when compared to other clusters by visual inspection. For example, it is not uncommon to find numerous clusters
that each consists of mass spectra with dominant elemental carbon ions ($^{12}\text{C}, ^{24}\text{C}_2...\text{C}_n^{+/−}$) and an intense $^{97}\text{HSO}_4$-. Small differences in peak ratios or a miscalibrated peak are a couple reasons why ART-2a (and other clustering algorithms) generates unique but similar looking clusters {Rebotier, 2007 #2172}. Clusters are grouped into the same chemical class when only minor differences in their mass spectral ion intensity patterns are observed by visual inspection. Using this method the top 60 clusters were refined into 8 chemical classes.

Relative area matrices for different particle chemical classes were generated using the most populated cluster within a chemical class. Relative area matrices are created by normalizing each mass spectrum to the most intense ion peak in the spectrum and then averaging together all normalized individual mass spectra within the cluster. In general, the relative area matrix resembles an individual particle mass spectrum within a particle class.

### 5.4 Results and discussion

Comparing the number of ATOFMS hit particles (< 2.5 µm) versus the particle number concentration measured with an APS (< 2.5 µm) can be used to validate whether particles analyzed using ATOFMS track the majority of ambient particle concentrations between 0.3 and 2.5 µm. Figure 5.1 shows the time series of ATOFMS particle counts (hit particles only) on the left axis and the particle number concentration (particles/cubic centimeter) measured by an APS on the right axis, with one hour time resolution.
Figure 5.1 Comparison of the number of particles analyzed (hit) using ATOFMS (left y-axis) and the number of particles per cubic centimeter measured using an APS (right y-axis) for the duration of the APMEX field campaign (x-axis).
In general, the ATOFMS particle counts track (with different magnitudes) the APS particle concentration throughout the study; however there are a few exceptions. From October 16-20, the ATOFMS detected a relatively high number of particles, and on October 22, October 27, and November 2-3 the APS shows a sharp spike in particle concentration while the ATOFMS counts actually decrease. Excluding the anomalous periods from October 16-20 and the sharp spike on November 2-3, a correlation between the APS and ATOFMS hit particles gives an $R^2 \sim 0.52$.

As will be discussed later, from October 16-20 there was a large fraction of supermicron fly-ash particles. The ATOFMS is sensitive to fly ash particles because they are easily desorbed/ionized by the ionization laser. From October 16-20 the percentage of all scattered particles that generated a mass spectrum (% hit particles) was ~20%. For comparison, the average percentage of hit particles from October 20-November 1 was ~8%. This suggests the ATOFMS has a chemical bias that enhanced the concentrations of fly ash by about 2.5 times compared to other particle types during this first time period. As discussed later, this bias must be taken into account when scaling the ATOFMS data [Wenzel et al., 2003].

During the other bias periods on October 22, October 27, and November 2-3 the APS shows a spike in particle number concentrations while the ATOFMS shows a decrease in hit particles. The percentage of hit particles decreases by ~50%. As will be shown later, during this period, aethalometer absorption measurements decrease while the scattering coefficient ($b_{sp}$) increases as measured with a nephelometer. The number of particle scatters measured with the ATOFMS, particles which are sized but do not produce mass spectra, track the nephelometer data (not shown). The coupled increase in
the scattering coefficient and number of ATOFMS scatters, along with a subsequent decrease in the absorptivity of the aerosol and fraction of ATOFMS hit particles is used to indicate the presence of a “missed” particle type. Wenzel et al. observed a missed particle type using ATOFMS in Atlanta Georgia and through comparison with other measurements concluded the particles to be composed of pure ammonium sulfate [Wenzel et al., 2003]. Ammonium sulfate does not absorb laser radiation from the ionization laser (266 nm), thus the ATOFMS is not as sensitive to ammonium sulfate particles and does not detect them as efficiently as other particle types [Thomson et al., 1997]. Wenzel et al. also observed that the missed particles became increasingly abundant in the smallest detectable size range of the ATOFMS used in that study (between 0.3-0.5 \( \mu \text{m} \)). The missed particle types observed here are observed across a much broader size range (0.6-2.0 \( \mu \text{m} \)), with the lowest hit percentage between ~1.0-1.5 \( \mu \text{m} \). The composition of the missed particles during these time periods is therefore only speculative; however they are non-absorbing and have a broad size distribution into the supermicron range. Due to the larger size of the missed particle type, another possibility is that these could be wet sea salt. If however the missing particle type is ammonium sulfate, this is one of the rare times where nominally pure sulfate particles in these large sizes are observed. The majority of measurements with the ATOFMS for this study show the sulfate mixed with biomass and EC or soot particles.

5.4.1 Chemical composition

Eight major particle types were observed during the APMEX field campaign: fresh sea salt (Fresh-SS), aged sea salt (Aged-SS), elemental carbon with sea salt (EC-SS), elemental carbon with sulfate (EC-sulfate), fly ash, potassium-biomass (K-biomass),
organic carbon (OC), and calcium-dust (Ca-dust). An area matrix for each of these particle types is given in Figure 5.2 and a brief description of each type follows. Fresh-SS is characterized by ion peaks for $^{23}\text{Na}^+$, $^{81/83}\text{Na}_2\text{Cl}^+$, and $^{35/37}\text{Cl}^-$. In addition to the major peaks in Fresh-SS, Aged-SS contains intense ions at $^{46}\text{NO}_2^-$ and $^{62}\text{NO}_3^-$. EC-SS has sea salt marker ions and also carbon cluster ions $^{12}\text{C}$, $^{24}\text{C}_2\ldots\text{C}_n^{\pm/\mp}$. EC-sulfate contains dual polarity carbon cluster ions ($^{12}\text{C}$, $^{24}\text{C}_2\ldots\text{C}_n^{\pm/\mp}$), a smaller $^{39}\text{K}^+$ peak as well as an intense peak for sulfate ($^{97}\text{HSO}_4^-$). Fly ash is characterized by ion peaks for $^{39}\text{K}^+$ along with $^7\text{Li}^+$, $^{23}\text{Na}^+$, $^{27}\text{Al}^+$, $^{46}\text{NO}_2^-$, $^{62}\text{NO}_3^-$, and $^{35/37}\text{Cl}^-$ [Suess, 2002, Guazzotti et al., 2003]. K-biomass particles show intense $^{39}\text{K}^+$ and $^{97}\text{HSO}_4^-$ ions, as well as less intense OC marker ions such as $^{15}\text{CH}_3^+$, $^{27}\text{C}_2\text{H}_3^+$, $^{29}\text{C}_2\text{H}_5^+$, $^{43}\text{C}_2\text{H}_3\text{O}^+$, and EC marker ions ($^{12}\text{C}$, $^{24}\text{C}_2\ldots\text{C}_n^{\pm/\mp}$) [Silva et al., 1999]. The K-biomass particle class is a mixture of EC and OC.

The OC particle class is characterized by OC marker ions: $^{15}\text{CH}_3^+$, $^{27}\text{C}_2\text{H}_3^+$, $^{29}\text{C}_2\text{H}_5^+$, $^{37}\text{C}_3\text{H}^+$, $^{43}\text{C}_2\text{H}_3\text{O}^+$, and ions at +77, and +91 which are generally attributed to fragment ions from phenyl-alkyl compounds; no negative ions were detected for this OC particle class. Ca-dust is characterized by an intense $^{40}\text{Ca}^+$, $^{57}\text{CaOH}^+$, $^{97}\text{Ca}_2\text{O}^+$, $^{17}\text{OH}^-$, $^{37}\text{Cl}^-$, $^{42}\text{CNO}^-$ and $^{46}\text{NO}_2^-$. The sulfate ion ($^{97}\text{HSO}_4^-$), observed mixed with EC and K-biomass particle types discussed above, was much more intense than has been observed in previous ATOFMS combustion source characterization studies [Silva et al., 1999; Sodeman et al., 2005; Toner et al., 2006]. This intense sulfate ion signal suggests these particles have undergone significant secondary processing.
Figure 5.2 Area matrices for the top eight particle classes (Fresh-SS, Aged-SS, EC-SS, EC-sulfate, Fly ash, K-biomass, OC and Ca-dust) observed during APMEX.
Figure 5.2, Continued.
Previous studies have shown that aerosols become internally mixed as they get further from the source [Clarke et al., 2004]. Our results are consistent with this previous study as we detect EC/K-biomass and sulfate as internal mixtures far from the source. EC mixed with sulfate was also observed during INDOEX and has been observed over the mid latitudes of the North Pacific Ocean [Alfaro et al., 2003; Kaneyasu and Murayama, 2000; Neususs et al., 2002]. The presence of EC and sea salt within the same particle (EC-SS) suggests these particles have undergone coagulation most likely during cloud processing to become a mixed particle type. EC mixed with NaCl has been shown to act as a good cloud condensation nuclei (CCN) [Dusek et al., 2006]. Light absorption by sulfate-coated or organic carbon-coated EC particles (EC core surrounded by sulfate or organic shell) has been shown to be 2-4 times higher then uncoated EC [Bond et al., 2006; Fuller et al., 1999; Jacobson, 2001; Schnaiter et al., 2005]. Furthermore, during INDOEX, Neususs et al. observed an increase in the absorption efficiency with decreasing EC mass fraction and attributed this to increasing amounts of light scattering material on the EC particles [Neususs et al., 2002]. The EC-sulfate, K-biomass and EC-SS particles described above could have this core-shell structure; however, this cannot be definitively determined with the current dataset. Complementary single particle measurements using techniques such as scanning electron microscopy might be able to help determine the actual physical state of these mixed particles. Simultaneous measurements of particle density and shape would also help unravel the physical state of these particles [Moffet and Prather, 2005; Spencer et al., 2007]

Organic carbon and nitrate are two species which are commonly detected with ATOFMS in other regions of the world. Nominally pure OC, OC mixed with EC, and
particles containing significant amounts of nitrate were virtually absent (compared to other ATOFMS field campaigns) during APMEX. Filter based measurements also showed a low abundance of nitrate [Stone et al., 2007]. As will be discussed later, much of the black carbon, sulfate, and K-biomass measured during APMEX originated from India. Dickerson et al. have shown that due to the large number of two stroke engines used in India, there is a large atmospheric VOC/NO\textsubscript{x} ratio (220 ppm carbon/ppm NO\textsubscript{x}) [Dickerson et al., 2002]. The large amount of VOC and small amount of NO\textsubscript{x} emitted from 2 stroke engines leads to NO\textsubscript{x} limited ozone formation, and thus there is only modest amounts of ozone formed and lower levels of NO\textsubscript{x} compared to concentrations normally encountered in western cities. Ozone concentrations have also been shown to be lower in the month of October in rural southeast India [Debaje et al., 2003], and in general rarely exceed 100 ppb in the north Indian Ocean [Lal et al., 2000; Stehr et al., 2002]. These lower ozone concentrations could lead to less oxidation of VOC’s and hence less secondary organic material condensing on primary particles such as EC before they are transported over the Indian Ocean. Furthermore, particles containing organic material and nitrate are possibly scavenged by clouds and rain during transport over the Indian Ocean. It should be noted that filter based methods did measure a significant fraction of PM < 2.5 μm OC (average~0.6 μg·m\textsuperscript{-3}). It is likely that most of the filter-OC was mixed with biomass particles and marine aerosols. ATOFMS organic carbon ion signals are suppressed by intense inorganic ions such as Na and K generated from sea salt and K-biomass particles during laser ionization and thus organic material in these particle types are masked by the inorganic ions. ATOFMS measurements in a southern India
metropolitan area would be very useful to compare the differences between the primary sources and the chemically transformed particles measured at MCOH.

5.4.2 Temporal trends

Figure 5.3 shows HYSPLIT five day air mass back trajectories (500 and 1000 meters above ground level) representative of six distinct time periods where the particle chemical class fractions changed [HYSPLIT]. During these six different time periods, changes in the air mass back trajectories corresponded with changes in the chemical mixing state of the single particles. In Figure 5.3a, the HYSPLIT model shows the air mass coming from the west-northwest (long range transport-Arabian Sea) on October 17, 2004. Figure 5.3b and Figure 5.3d show that on October 22, 2004 and October 27, 2004 the air mass originated from the east-northeast (Southern India/ Sri Lanka). Figure 5.3c shows the air mass was coming from the east-southeast (Indian Ocean/ southern Sri Lanka) on October 25, 2004. Figure 5.3e shows the air mass was coming from the south (Indian Ocean/ Maldives) on October 31, 2004. Figure 5.3f shows the air mass was coming from the west-southwest (Indian Ocean) on November 5, 2004.

Figure 5.4a shows the supermicron (1.0-2.5 µm) time series of the fractions of different particle classes described above. Figure 5.4a represents approximately 90% of the supermicron particles clustered using ART-2a. Note that ~10% of the particles were unclassified (not shown in Figure 5.4a) and are made up of some mis-calibrated particles and small numbers of particles that generated unique looking mass spectra. Figure 5.4a shows the six distinct periods where there were significant changes in the chemistry of the supermicron sized particles; from October 15-20 (Period 1), October 20-24 (Period
Figure 5.4 a) The unscaled fraction of different supermicron particle chemical classes in one hour time resolution for the duration of the APMEX field campaign. b) Mass of EC and sulfate per cubic meter as determined by 24 hr filter measurements during APMEX.
2), October 24-26 (Period 3), October 26-30 (Period 4), October 30- November 2 (Period 5) and November 2-5 (Period 6). During Period 1, the site was impacted by a dominant fraction of supermicron fly ash particles. The presence of fly ash during this period is supported by an increase in the mass of different metals known to exist in fly ash (Al, Mn, Li, Fe, Ti, V, Cr) [Vijayan et al., 1997; Zhang et al., 2005] measured on filters [Stone et al., 2007]. A possible source for these fly ash particles could be an incinerator or coal combustion. The fly ash does not resemble K-biomass burning or vehicular exhaust particles that have been measured in previous ATOFMS source characterization studies. As discussed in Guazzotti et al, the mass spectral signature resembles fly ash particles formed by coal combustion (Guazzotti et al., 2003; Suess, 2002). In particular, the Li$^+$ ion signal was observed in 55% of the supermicron particle spectra during Period 1. Similar to a previous ATOFMS study conducted by Guazzotti et al. during INDOEX, this signature was mainly detected when there was extensive transport from the Arabian peninsula (Guazzotti et al., 2003).

When the air mass comes from heavily populated areas near India and Sri Lanka to the east-northeast (Periods 2 and 4) the relative contributions of EC-sulfate, OC, K-biomass, Fresh-SS, and EC-SS particle types increases substantially with a significant decrease in Li-containing fly ash particles. During Periods 2 and 4, there is also a corresponding increase in the fraction of sub-micron particles. When the air mass comes from the east or south (Periods 3 and 5) over the ocean, Fresh-SS dominates with a concurrent decrease in K-biomass, EC-sulfate, EC-SS and particle number concentrations. During Period 6, fly ash, Ca-dust, K-biomass, and EC-sulfate particles increased. In both cases when the HYSPLIT model shows the air mass coming from the
west (Figure 5.3a and Figure 5.3f), an increase in the amount of fly ash particle types was detected.

Figure 5.4b shows filter based data (24 hr PM < 2.5 µm) for EC (left y-axis) and sulfate (right y-axis) mass measured during the first half of APMEX. In general, the mass concentrations of EC and sulfate increased during the times when ATOFMS detected increased fractions of EC-sulfate and K-biomass particles (Periods 2 and 4). A corresponding decrease in the mass concentrations of EC and sulfate occurred during times when Fresh-SS dominated the supermicron fraction (Period 3). Increased EC-sulfate and K-biomass fractions observed by ATOFMS correlate with an increase in filter mass for EC and sulfate. During INDOEX similar results were observed, showing the highest levels of pollution originating from India and Southeast Asia and decreased levels from the Arabian Sea and southern Indian Ocean [Ball et al., 2003; Guazzotti et al., 2001; Guazzotti et al., 2003; Lobert and Harris, 2002; Neususs et al., 2002; Quinn et al., 2002; Reiner et al., 2001]. Our results show that approximately 80% of EC and 84% of K-biomass particles during APMEX were internally mixed with sulfate which suggests they underwent significant processing during transport to the sampling site.

Figure 5.5 shows the same 6 distinct periods for submicron (0.3-1.0 µm) particles. Similar to the super-micron particles, a period with an increased fraction of submicron fly ash (October 15-20) particles was followed by a period dominated by EC-sulfate and K-biomass-sulfate particles (October 20-24), a period with Fresh-SS (October 24-26), followed by a period with EC-sulfate and K-biomass (October 26-30), another period of Fresh-SS (October 30-November 2), ending with a period of increasing EC-sulfate and K-biomass number concentrations. It is important to note that ATOFMS studies in most
Figure 5.5 The fraction of submicron particle chemical classes in one hour time resolution for the duration of the APMEX field campaign.
urban areas usually detect 5-7 diverse particle types in the sub-micron size range, whereas in this study, just two types, EC-sulfate and K-biomass particles, dominated the sub-micron sizes as shown in Figure 5.5. The chemical homogeneity of the aerosol in this region suggests two possibilities: 1) a single dominating aerosol source in the region, or 2) significant atmospheric processing and/or scavenging occurring during transport which converts the particles into an internally mixed homogeneous composition. Given the measured particles types and what is known about sources from previous studies, the second explanation seems to be the most likely.

An accurate depiction of the size distributions for the different particle chemical classes requires use of a scaling procedure to correct for the detection bias for different particle sizes measured using ATOFMS [Qin et al., 2006; Wenzel et al., 2003]. The particle number concentrations measured with a co-located APS is used to scale the ATOFMS particle counts to obtain a more accurate representation of the chemical class size distributions. A detailed description of this scaling procedure has been reported previously [Qin et al., 2006]. Figure 5.6 shows the scaled particle number concentrations for the 7 major chemical classes observed during APMEX. The particle number concentrations represent an average for the entire field campaign. The size distribution for the Ca particle class is not shown because of the low number concentrations observed during the study. Figure 5.6a shows that the size distributions for K-biomass and EC-sulfate particles has a steep increase in number concentration below 1 µm as would be expected for K-biomass and automobile combustion particles [Noble and Prather, 1996]. Figure 5.6b shows that Aged-SS, Fresh-SS, SS-EC, and OC are broadly distributed with a dominant mode at ~1.7 µm. Fly ash has an aerodynamic size mode centered at ~1.1 µm.
Figure 5.6 Scaled size distributions for the top seven chemical classes measured during APMEX.
Figure 5.7 a) Temporal profile for the scaled particle number concentrations for the eight chemical classes measured during APMEX. The missing particle type periods are shown in bright green. Each color represents the number of particles for a given particle type. For comparison, the total particle concentration < 2.5 \( \mu \text{m} \) as measured by an APS is plotted as the pink line. b) Aethalometer absorption coefficient (black line) is plotted on the left y-axis, and nephelometer scattering coefficient (red line) is plotted on the right y-axis for the duration of APMEX.
Figure 5.7a shows the time series with 1 hour resolution for the particle number concentrations of particles with sizes less than 2.5 µm for the different chemical classes that have been scaled using the APS as described above. For comparison, the APS PM$_{2.5}$ number concentrations are also shown (pink line). The different colors within each hourly bar represent the number of particles for the different particle chemical classes. The six time periods discussed above are readily apparent even after scaling. Period 1 is characterized by the presence of a high abundance of supermicron Li-containing fly ash particles. It should be noted that the number concentration of fly ash particles shown in Figure 5.7a is likely over-estimated (~2x) due to the ATOFMS enhanced sensitivity for fly ash particles as discussed above. In general, during Periods 2 and 4 there is an increase in total particle concentrations, dominated by submicron K-biomass and EC-sulfate particles, and a corresponding decrease in Li-containing particles. When particle concentrations were at their lowest (Periods 3 and 5), supermicron sea salt particles dominate.

The episodes with the “missing particle” type (possibly wet sea salt or ammonium sulfate) are shaded in green in Figure 5.7 (Periods 4 and 6). During these time periods, the ATOFMS hit percentage was ~1/2 of the average hit rate during the rest of the field study. It should be noted that during the missing particle time periods, most of the missed particles had sizes above 1 µm diameter, suggesting wet sea salt could have been contributing. Furthermore, the scanning mobility particle sizer (SMPS) data (not shown) do not show an increased number of fine and ultrafine particles during these periods. Out of ~360 hours of sampling, approximately ~24 hours contain significant fractions of the missing particle type. If these were nominally pure sulfate aerosols, they occurred for
less than 10% of the total sampling time. This observation suggests that sulfate aerosols, used in the IPCC report and many climate models, is not an appropriate model aerosol to use in radiative forcing calculations of the Indo-Asian haze. Using a sulfate aerosol type would result in an under-prediction of the aerosol forcing in this region, as internal mixtures of sulfate and EC lead to more warming of the atmosphere. Figure 5.7b shows a temporal plot of the absorbance ($b_{ab}$) measured with an aethalometer at 880 nm (left y-axis) and the scattering coefficient ($b_{sp}$) measured with a nephelometer at 550 nm (right y-axis). Both the absorbance and scattering increase during Periods 2 and 4; as discussed, these are long range transport periods from southern India. Figure 5.7b also shows that during the two episodes with the missing particle types, there was a sharp increase in scattering with a corresponding decrease in the absorption of the aerosol. This is completely consistent with the ATOFMS scattering light from of these particles but not absorbing UV light and producing mass spectra.

The missing particle type observations are different than those by Wenzel et al. who observed that the fraction of missed particles increased with decreasing size and attributed them to ammonium sulfate. It is difficult to envision large nominally pure ammonium sulfate particles, without smaller ones also being present. Thus, it is possible the missing particle type observed during this study could be a substance other than ammonium sulfate. Lab studies have shown that the ATOFMS hit rate dramatically decreases when wet versus dry sea salt particles are analyzed. Wet sea salt and ammonium sulfate are the only two particle types the ATOFMS has been shown to miss.

Roden et al. report that biofuel burning from cook stoves (which is common in India) leads to a larger EC fraction than open vegetative burning [Roden et al., 2006].
Notably, during long range transport periods (Periods 2 and 4) when the highest BC concentrations were measured with the aethalometer, 73% of the submicron particles were classified as EC, 77% of the submicron particles contain an intense $^{39}\text{K}^+$ ion which is a known tracer for biomass and biofuel particles, and 71% of the EC particles also had a large $^{39}\text{K}^+$ signal associated with them. Similarly, Guazzotti et al. have reported that during INDOEX a significant fraction (75%) of the particles transported from India were from a biomass/biofuel source [Guazzotti et al., 2003]. Figure 5.8 shows the strong correlation observed between the hourly K-biomass and EC-sulfate particle counts ($R^2 = 0.92$) for the entire study. This is further evidence that biofuel burning makes significant contributions to EC/soot in the region. A similar correlation ($R^2 = 0.93$) was observed by Stone et al. between mass concentrations of EC and water soluble K-containing particles.

There is an interesting contrast in source contributions when the air masses were coming from the Indian (Periods 2 and 4) versus Arabian (Period 1) regions. A similar observation was made previously by Guazzotti, et al. 2003. All periods show a high fraction of K-containing particles, however, when the air mass comes from India ~75% of EC/soot is combined with K, which is indicative of biofuel signatures. In contrast, when the air mass comes from the Arabian peninsula, a large majority of K-containing particles are combined with Li$^+$ and other inorganic metal ions, a source signature for coal combustion or fly ash particles. Single particle mass spectral signatures are a powerful tool to distinguish between different sources with common overlapping marker ions.
Figure 5.8 Correlation between the number of K-biomass and EC-sulfate particles measured each hour during APMEX.
5.5 Conclusion

During the monsoonal transition period, Hanimaadhoo experienced changes in the relative fraction and total number concentrations for different particle types that can be correlated with the direction of the arriving air masses. When the air mass comes from the north and northeast from India and Sri Lanka, biofuel/biomass particles represent a significant fraction of the supermicron and submicron particles at Hanimaadhoo. When the air mass shifts to an easterly or southerly direction, a significant decrease in total particle concentrations and number of EC-sulfate and K-biomass particles occurs with a corresponding increase in the fraction of Fresh-SS. When the air mass comes from a westerly direction, Hanimaadhoo experiences an influx of supermicron and submicron fly ash type particles, possibly transported from the Arabian or African peninsulas.

In order to develop proper control strategies for the aerosols that have the largest impact on direct forcing, we must better understand the sources and processing of the aerosols in the region of the Atmospheric Brown Cloud. The single particle mixing state of biomass/fuel and elemental carbon particles in this region provides some insight into the major sources. During APMEX, biomass/fuel accounts for ~75% of the EC/soot and overall particle number concentrations when the air mass originated from southern India. In contrast, when the air originated from the Arabian peninsula, a high fraction (55%) of Li-dust or fly ash particles were detected. Similar contrasting source contributions were reported by our group previously during INDOEX in 1999 for this region (Guazzotti, et al. 2003). The measured K-biomass and EC particles contained more sulfate than freshly emitted EC (from vehicles) and biomass, showing these particles have undergone extensive secondary processing. Correspondingly, during long range transport from
southern India, a larger fraction of EC mixed with sea salt was observed which also suggests EC has been cloud processed with sea salt. Interestingly, nominally pure organic particles and particles containing significant amounts of nitrate which are normally observed with ATOFMS in urban environments were not observed during the long range transport periods from India. This is possibly due to the high VOC/NO\textsubscript{x} emission from the major combustion sources in India (ie. two stroke engines), selective scavenging by clouds or rain during transport, or a lack of photochemistry and ozone in this region. The hygroscopicity of EC particles transported from India and Sri Lanka to Hanimaadhoo is increased due to the fact that it has become internally mixed with secondary sulfate during transport. Furthermore, the light absorption by carbonaceous particles transported over the Indian Ocean from India and Sri Lanka could be significantly enhanced if sulfate and NaCl mixed with EC exists as a shell around an absorbing EC core. The observed single particle mixing of sulfate with biomass and EC/soot particles thus offers an explanation for the large solar heating observed during INDOEX observations [Ramanathan et al., 2001] of atmospheric brown clouds. Biomass and EC particles transported from India and Sri Lanka over the Indian Ocean should be represented as being internally mixed with sulfate in climate models for the region. Future studies will explore the expected forcing of the measured size-resolved single particle mixing state of aerosols in this region.
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6 Gold Nanoparticles as a Matrix for Visible Wavelength Single Particle Matrix-Assisted Laser Desorption/Ionization Mass Spectrometry of Small Molecules

6.1 Synopsis

Gold nanoparticles (GNPs) are used as a matrix for assisting the visible wavelength laser desorption/ionization (VIS-MALDI) of individual aerosol particles containing about 50 attomole of a small peptide. A dual polarity time-of-flight mass spectrometer was used to obtain both positive and negative ion mass spectra simultaneously from individual particles using a tunable wavelength desorption/ionization laser. The wavelength of the laser was changed from $\lambda = 440$ to 680 nm to observe the wavelength dependence of analyte ion formation. Positive sodiated-molecular ions and deprotonated negative molecular ion of a small peptide was only obtainable using 5 nm GNPs as opposed to 19 and 44 nm GNPs. While the mass of gold within the sample particles were similar, surface areas were about ten times more in the 5 nm GNPs, suggesting the total surface area of GNPs within the sample particles is an important factor that affects the formation of molecular ions. At wavelengths near the peak plasmon resonance of the GNPs ($\lambda = 500$–540 nm), negative polarity molecular ion
signal from a small peptide was higher compared to desorption/ionization at $\lambda = 440$ nm, while increased fragmentation was observed at $\lambda = 440$ nm. At wavelengths longer than the peak plasmon absorption the ability to generate a detectable ion signal decreased rapidly, which is consistent with the steep decrease in the absorbance of gold nanoparticles by surface plasmon resonance at these wavelengths. Silver nanoparticles, which also exhibit a surface plasmon resonance, were also tested. Present results show that the noble metal nanoparticle matrices can be used for VIS-MALDI analysis of small molecules such as peptides or sugars.

6.2 Introduction

Since the late 1980’s matrix assisted laser desorption ionization mass spectrometry (MALDI-MS) has emerged as a favorable technique for the mass analysis of high molecular weight analytes (proteins and polymers) [Karas and Hillenkamp, 1988; Tanaka et al., 1988]. The success of the MALDI-MS technique is based on using a matrix compound that strongly absorbs the pulsed laser radiation causing effective desorption of analyte imbedded in the matrix into the gas phase and facilitates the soft ionization of the analyte [Dreisewerd, 2003]. The vast majority of MALDI-MS that is performed today utilizes an ultraviolet (UV) laser such as nitrogen ($\lambda = 337$ nm) or frequency-tripled Nd:YAG ($\lambda = 355$ nm) to irradiate a sample embedded in a UV absorbing matrix [Dreisewerd, 2003]. IR lasers such as CO$_2$ ($\lambda = 10.6$ µm) or Er:YAG ($\lambda = 2.94$ µm) with IR absorbing matrices such as glycerol are also used [Overberg et al., 1990; Overberg et al., 1991]. The majority of highly successful matrices are small
organic acids such as 3,5-Dimethoxy-4-hydroxycinnamic acid or 2,5-Dihydroxybenzoic acid. Although these acid matrices do not interfere with the analysis of large polymers or proteins, the extensive fragmentation of the matrix materials can cause considerable interference in the low mass range of the mass spectrum. This has been a major limitation for using conventional MALDI-MS as a tool in small molecule analysis, although given this limitation, the technique is still used in small molecule analysis to some degree [Cohen and Gusev, 2002].

Inorganic nanoparticles/rods/tubes and inorganic surfaces of various compositions have also been pursued as a matrix for MALDI with some success [Chen et al., 2007a; Chen et al., 2007b; Furutani et al.; Furutani et al.; Kinumi et al., 2000; Kirk and Bohn, 2004; McLean et al., 2005; Schurenberg et al., 1999; Sunner et al., 1995; Tanaka et al., 1988; Ugarov et al., 2004; Wei et al., 1999; Wen et al., 2007]. These matrices circumvent the problem of interference in the low mass range by avoiding the use of an organic matrix and some have been used in small molecule analysis [Chen et al., 2007a; Furutani et al.; Furutani et al.; Kinumi et al., 2000; Wei et al., 1999; Wen et al., 2007]. Of particular interest are matrices comprised of noble metal nanoparticles. A unique characteristic of gold and silver nanoparticles is that they exhibit a surface plasmon resonance (SPR) at visible wavelengths. The SPR is responsible for the deep red color GNP s and the yellow color of silver nanoparticles in solution [Kreibig and Genzel, 1985; Link and El-Sayed, 2000]. One of the advantages of using noble metal nanoparticles such as GNPs as a matrix is the absence of severe fragmentation of matrix materials [Furutani et al.]. It was shown that the reduced fragmentation of the GNP matrix allowed for the effective analysis of small molecules (MW < 600) in UV-MALDI [Furutani et al.]. As
suggested by Chen et al. and Furutani et al., the SPR in the visible wavelength region opens the possibility for noble metal nanostructures to be used as matrices for visible wavelength MALDI (VIS-MALDI).

VIS-MALDI may offer advantages over traditional UV-MALDI for the analysis of some organic molecules, such as those have absorption at UV region and are susceptible to fragmentation using UV-MALDI. The majority of small organic molecules do not have an absorbance in the visible wavelength and therefore are less likely to undergo fragmentation by direct absorption of visible wavelength radiation. However, there are relatively few reports on VIS-MALDI mass spectrometry due to the limited number of suitable matrices which absorb visible wavelength light. Organic dyes, graphite surfaces and inorganic nanoparticles/rods are a few matrices that have been employed for VIS-MALDI [Chen et al., 2007a; Chen et al., 2007b; Cornett et al., 1993; Kim et al., 2002; Schurenberg et al., 1999; Smith et al., 1995; Tang et al., 1992]. However, in most cases, there are still limitations of using the matrix for small molecule analysis due to the large number of fragment ions in the low mass region.

Here, GNPs are used as a matrix for single particle VIS-MALDI mass spectrometry. Utilizing a GNP matrix for VIS-MALDI has several benefits. For example the GNP matrix has been shown to produce less fragment ions particularly in the low mass range using UV-MALDI [Furutani et al., ; Furutani et al.]. Furthermore, the SPR can be tuned from the visible to near-infrared wavelengths by modifying shape and/or structure of the nanoparticle [Kamat, 2002; Kelly et al., 2003; Oldenburg et al., 1998; Sun and Xia, 2003]. This tunability is not attainable with ordinary organic matrices because the absorption spectra is intrinsic to the individual matrix molecules. By tuning
the optimal resonance of the GNP matrix to a wavelength that is optimally coupled to a visible wavelength laser, a high performance and cost effective VIS-MALDI methodology can be established. It has also been shown that SPR excitation enhances the local electromagnetic fields by orders of magnitude resulting in ultra-high sensitive optical spectroscopy [Barnes et al., 2003; Otto et al., 1992]. Such enhancement by the SPR may also assist further improvement in the detection of organic molecules via mass spectroscopy.

Here we discuss the analysis of small quantities of organic molecules (~50 attomole) in individual aerosol particles using GNPs as a matrix for VIS-MALDI using a single particle dual polarity time-of-flight mass spectrometer. Gold nanoparticles of different sizes are evaluated to examine the effect of GNP size on analyte signal intensity. The wavelength of the LDI laser is varied from $\lambda = 440$-680 nm to understand the effect of SPR on the VIS-MALDI process. A brief discussion of possible applications using the GNP VIS-MALDI technique and the potential for using other noble metal nanoparticles as a VIS-MALDI matrix are also presented.

The single particle mass spectrometer used in this work offers the unique ability of obtaining both positive and negative polarity mass spectra simultaneously which is not possible with conventional MALDI instruments. This gives us the advantage of being able to compare changes in the positive and negative ions generated from every laser shot directly. Furthermore, it should be pointed out that single particle mass spectrometry has the unique capability of rapid on-line analysis.
6.3 Experimental section

6.3.1 Sample preparation

Gold nanoparticles were fabricated by nanoComposix Inc. (San Diego, CA) using a previously established method [Duff et al., 1993]. Silver nanoparticles were also fabricated by nanoComposix Inc. using a base-catalyzed reduction of silver nitrate. Particle sizes were determined using transmission electron microscopy. GNP stock solutions contained 5 ± 2 nm (2.3 x 10^{15} particles/ml), 19 ± 3 nm (8.3 x 10^{11} particles/ml), or 44 ± 8 nm (6.28 x 10^{10} particles/ml) diameter gold nanoparticles. For experiments using silver nanoparticles, 14 ± 7 nm particles were used (~1.1 x 10^{14} particles/ml).

All reagents were obtained commercially and used without further purification. Stock solutions of NH₂-Tryptophan-Glycine-Glycine-CO₂H (WGG) peptide (~ 3 mg/ml) and the sugars D-ribose and L-arabinose (~2 M) were prepared using milli-Q purified water, stored at 4 °C and used within 24 hours of preparation. An aliquot of peptide or sugar stock solution was pipetted into ~10 ml of metal nanoparticle solution. 5 nm gold particle solutions were prepared by diluting ~50 µl of gold stock solution into ~10 ml of milli-Q purified water. 19 nm gold particle solutions were prepared by diluting ~1.5 ml of gold stock solution into ~10 ml of milli-Q purified water. 44 nm gold particle solutions were prepared by diluting ~ 2.0 ml of gold stock solution into ~10 ml of milli-Q purified water. Silver nanoparticle solution was prepared by diluting ~500 µl silver stock solution into 10 ml milli-Q purified water.

Figure 6.1 shows a schematic of how particles containing matrix (metal nanoparticles) and analyte were aerosolized and subsequently dried. Particles were
generated by nebulizing the metal nanoparticle solutions using a Collison type nebulizer operated at a flow rate of 1.5-1.7 lpm. The aerosol stream from the nebulizer was passed through a diffusion dryer which consists of a Pyrex flow tube (50 cm length x 6 cm I.D.) with a coaxial stainless steel fine mesh tube (50 cm length x 1 cm I.D.) on the inside. The space between these coaxial tubes was filled with silica gel which dries the aerosols as they flow through the inner mesh tube. After passing through the diffusion drier the aerosol stream was diluted with ~ 1.0 lpm of dry nitrogen as it entered a second flow tube (100 cm length x 5 cm I.D.). The relative humidity at the exit of this flow tube was < 15 %. A 0.08 lpm flow of the dried aerosol was then drawn into the single particle mass spectrometer for VIS-MALDI analysis.

6.3.2 Single particle MALDI mass spectrometer

A detailed description of the ATOFMS has been given in Chapter 1 and published elsewhere, however a few modifications to the usual ATOFMS setup were made for these experiments so a brief description is also given here [Gard et al., 1997; Holecek et al., 2007; Prather et al., 1994; Su et al., 2004]. Particle charges were neutralized before particles entered the ATOFMS using a polonium-210 neutralizer to prevent deflection of charged particles within the electric field of the ion source region. Particles enter the ATOFMS through an aerodynamic lens which collimates the particles into a tightly focused beam [Liu et al., 1995a; Liu et al., 1995b; Su et al., 2004].
Figure 6.1 Diagram of the method for generating aerosol particles containing metal nanoparticles and analyte prior to VIS-MALDI analysis.
A wavelength tunable laser ($\lambda = 410$-680 nm) consisting of a Quantel Brilliant Q-switched Nd:YAG laser operated at 355 nm and OPOTEK Magic Prism optical parametric oscillator (OPO) was used for desorption/ionization of particles. The spot size of the laser in the source region of the mass spectrometer was ~0.8 mm. Changing the wavelength of the laser system caused small changes in the position of the output laser spot. Small movements of the laser spot position in the source region can cause changes in the detected ion intensity and the mass calibration. Therefore significant care was taken to assure that the laser spot position in the source region could be kept constant as the wavelength of the laser was adjusted. This was accomplished by passing the laser through two apertures and projecting the laser spot at the exit of the mass spectrometer on a fixed position. A Continuum Minilite II, Q-switched Nd:YAG laser operated at 532 nm was also used as a desorption/ionization laser in some experiments.

### 6.3.3 Data analysis

Mass spectra were imported into a database on Matlab (The MathWorks, Inc.) and analyzed using portions of the YAADA toolkit [http://www.yaada.org]. Within Matlab, a group of individual mass spectra can be averaged together creating an average mass spectrum (AM).
6.4 Results and discussion

6.4.1 Properties of sample particles

Table 1 shows measured and calculated physical characteristics of the individual sample particles that contained the WGG peptide and 5 nm GNPs. The average vacuum aerodynamic diameter of sample particles was measured as ~400 nm. Using the concentration of GNPs and WGG peptide in solution a composite density for a dried WGG-GNP sample particle is estimated to be ~1.38 g·cm\(^{-3}\) (we assume the density of the WGG peptide is similar to that of other small peptides, ~1.2 g·cm\(^{-3}\)). The vacuum aerodynamic diameter can be converted to a physical diameter using the composite density and is calculated to be ~290 nm [DeCarlo et al., 2004]. The volume percent of gold and WGG peptide in an individual sample particle is estimated to be ~1.0% and 99.0% respectively. The volume percent of gold and WGG leads to an estimate of approximately 2000 GNPs and 50 attomole of WGG peptide per 290 nm sample particle.

6.4.2 Aerosol particle mass spectra

Figure 6.2a-b shows a positive polarity AM from single sample particles that contained only GNPs (denoted as "pure gold") and an AM from single sample particles that contained GNPs and WGG (gold-WGG); Figure 6.2c-d shows the corresponding negative polarity AM. The data shown in Figure 6.2 was generated using laser desorption/ionization from 540 nm laser radiation. It should be noted that no mass spectra could be generated from pure WGG sample particles (particles containing no GNPs) under the current experimental conditions; that is GNPs were necessary for ion formation.
Table 6.1 Physical characteristics of the aerosol particles that contained 5 nm gold nanoparticles and the WGG peptide.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average particle aerodynamic diameter</td>
<td>400 nm</td>
</tr>
<tr>
<td>Estimate of gold-WGG composite density</td>
<td>1.38 g·cm⁻³</td>
</tr>
<tr>
<td>Average physical diameter</td>
<td>290 nm</td>
</tr>
<tr>
<td>Volume percent of gold</td>
<td>~1.0%</td>
</tr>
<tr>
<td>Volume percent of WGG</td>
<td>~99.0%</td>
</tr>
<tr>
<td>Number of 5 nm GNPs per particle</td>
<td>~2000</td>
</tr>
<tr>
<td>Moles of WGG per particle</td>
<td>~50 attomole</td>
</tr>
</tbody>
</table>
Figure 6.2 Positive average mass spectrum is shown for a) aerosol particles containing only gold nanoparticles (pure gold) and b) aerosol particles containing both gold nanoparticles and the small peptide WGG. Plot c) and d) show the corresponding negative polarity average mass spectrum. The spectra were generated using a 540 nm desorption/ionization laser.
Sample particles containing GNPs without analyte (Figure 6.2a) show positive ion peaks for gold at $^{197}\text{Au}^+$ and $^{394}\text{Au}_2^+$ and also peaks at $89^+$, $105^+$ and $109^+$ which could be from tetramethyl-phosphonium chloride (THPC) or other impurities that were not completely removed during the purification of the GNPs. Figure 6.2b shows the positive ion AM for particles containing GNPs and WGG contain peaks for gold ($^{197}\text{Au}^+$ and $^{394}\text{Au}_2^+$), sodium adducts of WGG ($^{341}\text{MNa}^+$ and $^{364}\text{MNa}_2^+$) and fragments of WGG at $130^+$ and $160^+$. Formation of the sodium-adducted molecular ions with GNP matrix using VIS-LDI laser is quite similar to those observed with GNP matrix using UV-MALDI [Furutani et al.]. The ions $89^+$, $105^+$ and $109^+$ that appeared in the pure GNPs are not present in the sample containing WGG. We observed that the presence of these ions was dependent on the concentration of analyte. At low analyte concentrations these ions were still present but decreased as analyte concentration is increased. This is possibly caused by the addition of compounds (WGG, Na, etc.) that are more easily ionized then the THPC fragment ions at m/z $89^+$, $105^+$ and $109^+$. The negative ion AM for pure GNPs is shown in Figure 6.2c and contains peaks for gold ($^{197}\text{Au}^-$ and $^{394}\text{Au}_2^-$), phosphate ($^{63}\text{PO}_2^-$ and $^{79}\text{PO}_3^-$), and other ions at $103^-$, $109^-$, $129^-$, and $145^-$. Again, the phosphate and “other ions” are likely from residual THPC left over after fabrication and purification of GNPs. Figure 6.2d shows the negative ion AM for GNPs with WGG contain peaks for gold ($^{197}\text{Au}^-$ and $^{394}\text{Au}_2^-$), phosphate ($^{63}\text{PO}_2^-$ and $^{79}\text{PO}_3^-$), deprotonated WGG ($^{317}\text{M-H}^-$), deprotonated sodium adduct WGG ($^{340}\text{MNa-H}$), sodium phosphate adduct WGG ($^{420}\text{MNaPO}_2^-$), ions that were present in the gold blank ($129^-$ and $145^-$), and ions presumably from the fragmentation of the WGG peptide at $211^-$, $224^-$, $249^-$ and $272^-$. Figure 6.2 clearly demonstrates that GNPs can act as a VIS-MALDI matrix for the
analysis of small peptides using single particle mass spectrometry and give little interference in the low mass range particularly in $150 < m/z < 400$.

### 6.4.3 Effect of GNP size

Measurements using different size GNPs were made to determine the effect of the GNPs size on analyte ion signal. Figure 6.3a shows a waterfall plot of the positive ion AM for samples containing similar amounts of the peptide WGG but different size gold nanoparticles (5 nm, 19 nm, 44 nm); Figure 6.3b shows the corresponding negative ion AMs obtained using 532 nm laser radiation for desorption/ionization.

Of the three GNP sizes that were used, only sample particles containing 5 nm GNPs generated a detectable amount of WGG molecular ions ($^{341}\text{MNa}^+,$ $^{364}\text{MNa}_2^+,$ $^{317}\text{M-H}^-$, $^{340}\text{MNa-H}$ and $^{420}\text{MNaPO}_3^-$). No detectable signal from the peptide was observed even after increasing the amount of WGG by more than 5 times in the experiments with the 19 nm and 44 nm GNPs. McLean et al. observed similar results that GNP matrix did not produce any detectable peptide ions in the negative ion mode using gold nanoparticles larger than 10 nm as a matrix for UV-MALDI (positive ions were detected) [McLean et al., 2005]. Wen et al. also observed an increase in analyte ion signal for 30 nm versus 50 nm silicon based nanoparticles used as a UV-MALDI matrix [Wen et al., 2007].

The mass of gold in a sample particle is estimated to be $2.5 \times 10^{-15}$ g, $2.0 \times 10^{-15}$ g and $2.0 \times 10^{-15}$ g for the sample particles with 5, 19 and 44 nm GNPs respectively; this equates to a relatively similar mass of gold in all sample particles with different sizes of GNP. On the other hand, the total surface area of GNPs within a sample particle is
Figure 6.3 Average mass spectra that were generated from aerosol particles which contained different size gold nanoparticles are stacked and offset for comparison. Positive polarity is shown in a) and negative polarity in b). Laser radiation at 532 nm was used for desorption/ionization.
estimated to be $1.5 \times 10^5 \text{ nm}^2$, $3.2 \times 10^4 \text{ nm}^2$ and $1.4 \times 10^4 \text{ nm}^2$ for 5, 19 and 44 nm GNP, respectively. This represents about an order of magnitude difference in the surface area between sample particles containing the 5 nm, 19 nm and 44 nm GNP. The mass of gold within the sample particle does not appear to be the controlling factor in the formation of analyte ion; surface area of gold is likely an important factor. Further experiments using a more refined set of GNPs with sizes between 2-19 nm and also gold nanoshells would be useful to further explore how mass and surface area of gold effect the ion signals.

6.4.4 Effect of LDI laser wavelength and power

Figure 6.4a shows the percentage of particles that generated a mass spectrum (hit percent) versus different LDI wavelengths (laser power ~ 1.2 mJ/pulse) with WGG peptide and 5 nm GNP. The hit percent is a metric for how effectively particles are desorbed and ionized at different wavelengths in single particle mass spectrometry. Because no experimental parameters are changed except for the wavelength of the LDI laser, the hit percent uniquely reflects the physiochemical property of the sample particles at a given wavelength. The hit percent is fairly constant (~3%) from 440 to 570 nm and then rapidly drops to almost zero at 600 nm. No mass spectra could be generated at 620 nm. The wavelength dependence of the hit percent is quite consistent with the wavelength dependence of optical absorption of GNP. Figure 6.4b shows the absorption spectrum of 5 nm GNP at the stock concentration. The peak of the SPR absorption centered at $\lambda = 520 \text{ nm}$ overlays the tailing edge of the atomic absorption of gold at shorter wavelengths and drops steeply at wavelengths longer than the peak SPR. The
Figure 6.4 The percentage of particles that were detected with the tracking/sizing lasers and generated a mass spectrum is plotted versus the LDI wavelength in a). The absorbance of a solution of ~ 5 nm gold nanoparticles versus wavelength is shown in b).
similar wavelength dependences between the hit percent and the absorption spectrum of the GNPs clearly indicates that SPR plays a roll in VIS-LDI detection of the analyte ion.

Figure 6.5 a-b shows the laser wavelength and power dependence of the ion peak area for the sodiated WGG ion peak [M+Na]$^+$ and the peak area for the deprotonated WGG ion [M-H]$^-$ at different laser powers (0.4 mJ laser power bin widths). The vertical error bars represent twice the standard deviation in the measured areas.

Interestingly, [M+Na]$^+$ ion peak area (see Figure 6.5a) remains fairly constant with increasing laser powers at wavelengths of 500 and 540 nm, which are near the peak plasmon absorption of the GNP (520 nm, see Figure 6.4b). Such an anomaly on laser power dependence was only observed for [M+Na]$^+$ with 500 and 540 nm LDI laser wavelengths. On the contrary, as laser power increases, 440 nm LDI laser irradiation yielded more [M+Na]$^+$ ion and reached even larger intensity at the higher laser power conditions over the other wavelengths. However, at the lowest laser power conditions the 500 nm LDI laser irradiation yielded the largest peak area. The [M-H]$^-$ peak area increased with laser power for all LDI wavelength conditions although the [M-H]$^-$ peak area at 440 nm is consistently less than at 500 and 540 nm wavelengths (Figure 6.5b). Our goal is not to explain the desorption/ionization mechanisms that might be occurring at the different wavelengths, however, current results strongly suggest that a different mechanism in LDI with GNPs exists at or near the SPR versus the LDI mechanism at shorter wavelengths (e.g., $\lambda = 440$ nm).

In general, more fragment ions and increased total ions are expected using higher laser power conditions. Figure 6.5c-d are consistent with this and show the total positive
Figure 6.5 Peak area is plotted versus laser power for different desorption/ionization wavelengths for a) sodiated WGG ion (M+Na), b) deprotonated WGG ion (M-H), c) total sum of positive ion peak areas, and d) total sum of negative ion peak areas. The data was generated using the 5 nm gold nanoparticle matrix.
and negative ion area (sum for all m/z) steadily increases with increasing laser power. Figure 6.5c-d also shows the total ion peak area is generally highest at 440 nm and lower at 500 and 540 nm for a given laser power. This is presumably due to the higher energy per photon at shorter wavelengths, which may be causing both the creation of more overall ions and more fragmentation. Figure 6.6 shows a series of positive polarity AM for different LDI wavelengths (average laser power ~ 1.6 mJ/pulse). Although the major mass spectral features are similar among the different LDI wavelengths, there are less fragment ions as the LDI wavelength becomes longer. Figures 6.5 and 6.6 clearly demonstrate that lower laser powers and a laser wavelength resonant to SPR absorption, ($\lambda \sim 520$ nm) generate more intense quasi-molecular ion [M+Na]$^+$ and [M-H]$^-$ species with less fragmentation than excitation at an off-resonant condition ($\lambda = 440$ nm).

### 6.4.5 Analysis of sugars

The GNP matrix described thus far has been shown to assist the VIS-LDI of a small peptide prior to mass spectrometric analysis. The technique is also tested for the analysis of sugar. Figure 6.7 shows the positive and negative ion AM for samples containing the 5 nm GNP matrix with either D-ribose or L-arabinose (stereoisomeric sugars) using a Q-switched frequency doubled Nd:YAG laser ($\lambda = 532$ nm). Similar to the detection of the WGG peptide using VIS-MALDI, incorporating the GNP as a matrix was essential for detection; i.e. no mass spectrum could be obtained without the GNPs. The positive ion AM for each sugar has the same molecular/fragment ions with very similar intensities and both appear almost identical. However there are unique differences in the negative ion AM for each sugar. D-ribose has a significant peak at m/z
Figure 6.6 Stacked plots of the average mass spectrum generated from particles ionized at $\lambda = 440$, 500 and 540 nm.
Figure 6.7 A positive and negative polarity average mass spectrum is shown that was generated from aerosol particles containing a 5 nm gold nanoparticle matrix and the sugar a) D-ribose or b) L-arabinose.
-115 while L-arabinose does not; L-arabinose has an ion peak at m/z -74 while D-ribose does not. These unique negative fragment ions could potentially be used to differentiate these two isomers. This result demonstrates that the VIS-MALDI technique with GNP matrix can also be applied to the analysis of other small molecules such as sugars.

### 6.4.6 VIS-MALDI using other metal particle matrices

Other noble metal nanoparticles could also possibly serve as a matrix for VIS-MALDI. Because silver nanoparticles also have a plasmon absorption in the visible wavelength region (maximum at $\lambda \sim 440$ nm), we tested a 14 nm silver nanoparticle (SNP) matrix with the WGG analyte. Figure 6.8 shows the positive and negative ion AM from particles containing SNPs and WGG peptide using laser radiation at a wavelength of 520 nm. The WGG peptide concentration was estimated to be similar to the experiments with GNPs and the average dried sample particle contained ~ 3000 SNPs. The positive ion spectrum contains only 4 significant peaks; three attributed to silver and silver cluster ions ($\text{Ag}^+, \text{Ag}_2^+, \text{Ag}_3^+$), and a peak at m/z 130+. There was no appreciable amount of WGG molecular ion present in the positive polarity mass spectra, however m/z 130+ could possibly be a fragment of the WGG analyte because this peak was not observed in SNP control experiments. It may be possible that smaller SNP may improve its performance as a VIS-MALDI matrix as observed for GNPs, however, further experiments are necessary.

The negative ion mass spectra showed a relatively intense peak attributed to the deprotonated WGG ion ($^{317}$M-H). There are also fragment ions at m/z 26-, 42-, 74-, 87-, 145-, 159-, 160- and 161-, which were not present in silver nanoparticle control
Figure 6.8 Positive and negative polarity average mass spectrum from aerosol particles containing 14 nm silver nanoparticles and the peptide WGG. Aerosol particles were desorbed and ionized using 540 nm laser radiation.
experiments and are therefore attributed to fragments of the WGG analyte. The amount of fragmentation using the SNP matrix appears to be more severe than with the 5 nm GNP matrix experiments. Desorption/ionization using an LDI wavelength near the peak plasmon absorption of the SNPs ($\lambda = 440$ nm) generated positive polarity mass spectra with similar features (peaks and intensity) to $\lambda = 520$ nm, however significantly less overall negative ion intensity was observed (data not shown). Further experiments using silver nanoparticles are necessary to understand this result. Although the 14 nm SNP matrix does appear to facilitate the VIS-LDI process of this peptide, given the above results the 5 nm GNPs appear to facilitate this process better.

An attempt was also made to use titanium oxide particles as a matrix for the VIS-MALDI technique. Titanium oxide particles have no SPR and little absorption in the visible wavelength range. As expected, no mass spectra were obtainable with a titanium oxide particle matrix at wavelengths ranging between 440-640 nm using laser powers similar to the experiments with gold and silver ($< 3.0$ mJ/pulse). This is further evidence that for noble metal nanostructures, the plasmon absorbance in the visible wavelength region is promoting the VIS-MALDI process.

6.5 Conclusion

This work demonstrates that the plasmon absorption of GNPs can be used to facilitate the VIS-LDI of a small peptide and sugar molecules from individual aerosol particles. Experiments using different sizes of GNPs at the same mass loading density suggests that the surface area of gold is an important factor that effects analyte ion intensity; increased surface area equated with obtaining an increased analyte ion signal.
Desorption/ionization near the maximum plasmon absorption of the GNP yields more intense negative polarity analyte ion signal than at shorter wavelengths. Furthermore, less analyte fragmentation was observed in mass spectra at wavelengths near the peak SPR versus shorter wavelengths. The technique has been shown to have potential for small molecule characterization. Silver nanoparticles, which also have a visible wavelength SPR, also facilitate the visible wavelength laser desorption/ionization process, however, under our experimental conditions GNPs were a superior VIS-MALDI matrix.
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7 Conclusion and Future Directions

7.1 Conclusion

Knowing the sources, chemical composition, chemical transformations and morphology of aerosol particles is necessary to understand the environmental impact of particles. The majority of this dissertation has been devoted to using aerosol generation and particle size measurement techniques in direct combination with ATOFMS to give the atmospheric science and ATOFMS research communities’ new ways to differentiate between particle sources, obtain quantitative chemical information, and measure particle density/morphology. Additionally, field measurements have shed new light on the chemical properties, morphologies, long range transport and chemical transformation of ambient particles.

Chapter 2 discussed results from the analysis of aerosolized new oil, used oil, unleaded fuel and diesel fuel samples using ATOFMS. A comparison of the petrochemical particle mass spectral signatures was then compared to the mass spectra from heavy duty diesel vehicle (HDDV) and light duty vehicle (LDV) particle emissions. The goal of this analysis was to obtain a better understanding of the unburned particle components that are emitted from cars and trucks to help differentiate between these sources during ambient sampling. Laboratory generated unleaded fuel and diesel fuel particle mass spectra did not match the majority of particle mass spectra from LDV or HDDV particles suggesting that there is not a significant fraction of unburned fuel on the exhaust particles. However, there were similar metal ions observed between the unleaded
fuel samples and LDV emissions suggesting LDV exhaust metals could be from metals in the fuel. Used HDDV oil mass spectra were characterized by an intense $^{40}\text{Ca}^+$ ion peak and less intense organic carbon (OC) and elemental carbon (EC) peaks. The HDDV oil mass spectra closely matched the mass spectra for the most dominant particle type (> 0.5 µm) emitted from diesel trucks. This suggests that a significant fraction of the unburned component of diesel exhaust particles is from lubricating oil. The used HDDV oil mass spectra are a unique indicator for HDDV exhaust particles.

Elemental carbon (EC) and organic carbon (OC) are two chemical species that have been observed as the dominant mass fraction in ambient particulate matter, and occur as both internal and external mixtures. The goal of the work presented in Chapter 3 was to generate a calibration curve that would allow us to obtain quantitative chemical information about the fraction of OC and EC in ambient particles. Historically this has been difficult for reasons highlighted in Chapter 3. The calibration curve was accomplished by generating mono-dispersed EC particles, coating them with a known thickness of OC and measuring their mass spectra using ATOFMS. The amount of EC and OC on particles was then related to the intensity of the corresponding marker ions in the mass spectra to generate a calibration curve relating ion intensity to the OC mass fraction. The calibration curve was then applied to ambient aerosols collected in Riverside, California. The trend and the mass fraction of OC measured with the ATOFMS was comparable to that measured using a standard semi-continuous thermal/optical method. These results show that obtaining quantitative information on the mass fraction of OC and EC in particles is possible using ATOFMS.
A modification of the experimental technique outlined Chapter 3 allowed us to measure the effective density of individual particles using a differential mobility analyzer (DMA) in conjunction with ATOFMS. The effective density is a function of both the material density and shape of the particle; effective density is equal to the material density for spherical particles. Chapter 4 discussed results using this technique to measure the effective density and chemical composition of particles from Riverside, California. During the summer in Riverside, the majority of chemically different particle types on a given day had the same effective density and generally appeared to have a spherical morphology. Although distinct particle types were observed, it is hypothesized that the majority of the mass on the particles is from condensation of secondary organic and inorganic species onto the primary core of the particle. Individual particle types would still be identifiable due to the various primary cores of the particles, but they would exhibit similar densities due to the presence of the same dominant coating of secondary species on each particle. Conversely, in the fall when Santa Ana winds brought relatively clean and dry air to the area, chemically different particle types also had different effective densities. During the Santa Ana event, when the potential for secondary processing was dramatically reduced due to the clean air conditions, the primary particles retained their distinct source chemical signatures and densities.

Chapter 5 discussed the results from ambient field measurements made on a remote island in the Republic of Maldives, located in the north Indian Ocean. The goal of this field campaign was to characterize the chemical composition of aerosol particles during the monsoonal transition period. During the monsoonal transition period the fraction and total number of particle types could be correlated to the direction of the incoming air
mass. Throughout the study biomass/biofuel accounted for approximately 75% of the EC soot particle numbers when the air mass originated from India. These EC and biomass particles were observed to be mixed with appreciable amounts of sulfate indicating that they had undergone a large degree of processing during transport. Because sulfate could significantly enhance the absorption of light by soot particles, this observed mixing state offers a possible explanation for the increase in solar heating measured during INDOEX atmospheric brown cloud episodes. The results described in Chapter 5 suggest that biomass and EC particles transported over the Indian Ocean should be represented as internally mixed with sulfate in regional climate models.

While ATOFMS is primarily used for atmospheric measurements, it can also be utilized for other analytical applications. In particular, ATOFMS can also be used to analyze compounds that are ionized using matrix assisted laser desorption/ionization (MALDI). Traditional MALDI techniques have had only limited success as a method for analyzing small molecules, due to the large number of interfering fragment ions from the organic acid matrices in the low mass region (m/z < 400). Chapter 6 presented results from experiments using noble metal nanoparticles as a matrix for facilitating visible wavelength (VW) desorption/ionization of small molecules from individual particles during ATOFMS analysis. Matrix assisted laser desorption/ionization mass spectrometry using visible wavelength laser radiation has had limited success due to the small number of matrix compounds capable of absorbing visible light. Chapter 6 showed that plasmon absorption of gold and silver nanoparticles within the visible wavelength region facilitates their use as matrices for visible wavelength LDI. Furthermore, because the
gold nanoparticles yield relatively few fragment ions, they are well suited as a matrix for the analysis of small molecules.

### 7.2 Future Directions

As is often typical of scientific research, most of the work discussed in this dissertation has been an incremental step that allows us to move forward to try and answer a new line of scientific questions. Analysis of oil and fuel aerosols in combination with car and truck particle emissions has given us the markers to identify freshly emitted particles from these sources. The next important question to answer is how these source markers change as particles age. Secondary organic and inorganic processing can significantly change the composition of primary particles. Can we still differentiate between diesel truck particles and light duty vehicle particles after a significant amount of atmospheric processing? If so, what are the identifying markers and are they the same markers under various ambient conditions? These questions must be addressed for accurate source apportionment of aged and transported anthropogenic particles.

Understanding the extent of atmospheric processing that particles undergo during aging and transport will require an accurate quantitative method for measuring specific chemical species. Aerosol time-of-flight mass spectrometry has the potential to yield quantitative chemical information from ambient data; however there is a lot of work that needs to be done. A logical next step entails more thorough lab analyses that explore the ATOFMS ion response to different core sizes of EC particles coated with various types and amounts of organic carbon. These studies would provide a much more robust
calibration curve and shed light on understanding how marker ions respond to changes in EC/OC mass fractions. Furthermore, ambient particles are much more complex than simply OC and EC and generally also contain inorganic ions such as sulfate, nitrate and ammonium. Establishing a calibration for the effects of these inorganic species on EC, OC and inorganic ion peak areas is also necessary to understand how changes in the particle matrix affect the measured ion intensities. Accomplishing these two projects would likely open up the potential for quantitative analysis of these specific chemical species from ambient ATOFMS data.

Another approach for extracting quantitative information from single particles is through the combination of size, chemical composition and effective density measurements by inline DMA-ATOFMS analysis. If the particles are spherical the effective density is equal to the material density which can then be used to determine the mass of the particle. This technique can be used to monitor changes in aerosol particle density, morphology and chemical composition simultaneously, which makes it a potentially powerful tool to relate changes in particle mass and shape to changes in chemical composition. Further, drying the aerosol before analysis using the DMA-ATOFMS technique could yield information about the amount of water contained on different particle types. The next step for this technique is to exploit it in various ambient environments and begin to relate changes in aerosol physical/chemical properties to changes in meteorology.

During APMEX the majority of EC and biomass particle types contained a significant amount of sulfate, suggesting these particles had undergone secondary processing during transport. An interesting result, however, is the virtual absence of
aged OC and nitrate, which are typically observed in areas influenced by urban air pollution. ATOFMS measurements in parts of India and south Asia where the transported air pollution originated would be useful to understand the chemistry of aerosols in the region. These measurements would give us information regarding the different particle types and the degree of processing that has occurred to particles prior to transport across the Indian Ocean. It is possible that aged OC and nitrate containing particles are present in the original pollution plume but are selectively scavenged during transport over the north Indian Ocean. A better understanding of the secondary processing that occurs during transport would also be gained. The APMEX data should also be compared to the spectral signature for aerosol forcing that was measured during the field campaign. Changes in the number concentration of specific particle types could potentially be correlated with changes in the aerosol spectral forcing signature. This could give us better information on which particle types are key to understanding aerosol radiative forcing.

There are many directions in which to take the gold nanoparticle VW-MALDI project. First, a more detailed analysis of the effect of different gold nanoparticle shapes and sizes on analyte ion intensity would be useful to better understand the relationship between surface area of gold and ion signal. Chapter 6 discussed the possibility of different ionization mechanisms using LDI at wavelengths near the peak plasmon resonance of gold nanoparticles versus shorter wavelengths. A more refined analysis using more closely spaced and shorter LDI wavelengths would be useful to understand these differences in the ion formation mechanisms at LDI. Analysis of a broader range of small molecules using the VW-MALDI technique would also be useful to fully explore
the potential benefits and limitations of this method for different small molecule types. Separating low abundance analytes from a complex solution could be useful for applications such as disease diagnostics. Modification of the gold nanoparticle surface can be used to selectively bind specific molecules in a complex mixture. These surface modified gold nanoparticles can be separated from the complex mixture and then VW-MALDI analysis could possibly be done directly to detect if they have bound to a specific analyte.

7.3 Final Thought

The work presented in this dissertation sincerely reflects the satisfaction I have had developing new analytical chemistry methods and making environmental field measurements. I hope that the research presented here invigorates my passion for this type of work within others, so that they will enjoy contributing their ideas to analytical and environmental chemistry as much as I have.