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In this paper several considerations are discussed that developed out of the sampling program for the Chevelon Archaeological Research Project, located in northern Arizona, aimed at making regional surveys more effective in their recovery of data on site locations. It is argued that a sampling program based on the survey of quadrats should be evaluated in terms of its ability to effectively discover sites, consistent with creating a sample of sites representative of the population of sites in the region.

Effectiveness can be measured against the expected number of sites to be found through the sampling program. Some of the factors having a substantial impact on effectiveness are discussed and it is shown, using the data from the Chevelon Project, that a well-designed sampling program can increase the effectiveness of the survey several-fold over a simple random selection of quadrats. The impact of large areas of low site density on sampling effectiveness is considered in detail and tables are developed for evaluating the cost (measured in terms of the minimum number of quadrats needed) of surveying areas with a low density of sites and for testing whether a stratum having such a low density of sites should be excluded from a probabilistic sampling program. A sampling program aimed at delineating the spatial distribution of sites is outlined as a means to resolve the problem of surveying regions containing large areas, each with low site densities.

Introduction

This paper addresses several considerations aimed at making regional surveys more effective in their recovery of data on site locations. The discussion is based on the sampling program developed by the author for the Chevelon Archaeological Research Project and involves the synthesis of two complementary viewpoints: the mathematical basis for sampling within a statistical, inferential framework; and the archaeological research interests toward which the sampling methodology is aimed.

The mathematical and the archaeological approaches to sampling design are complementary in the sense that the research problem defines what data are needed and the sampling methods provide the means by which these data may be obtained in a manner statistically representative of the total variety of sites and site localities within the region. Statistical representativeness is necessary for parameter estimation, but the latter is needed only when a portion of the whole population is measured. The role of sampling in statistical methodology is to permit inference of the whole from the part when information on the whole cannot be obtained. With a complete survey of all the sites in the region, one obtains the benefits of statistical analysis by directly measuring population parameters without entering into estimation procedures and statistical testing, thereby avoiding the complication of designing an effective probabilistic sampling program for spatially-patterned data.

While complete data are the ideal, they are costly to procure as measured by time and money (e.g., the $50 million estimate for complete mitigation of the approximately 53.1 sq km of Horseshoe Reservoir in Arizona). Or, the regional area may be unmanageably large for a


Two major guiding principles for the construction of a sampling program for the regional survey can be inferred from these discussions: 1) the sampling procedure should produce a sample of sites statistically representative of the population of sites in the region and 2) the sampling procedure should be efficient in its use of time and other resources. While there is agreement on these principles, their implications are less clear for the construction of a regional sampling program. Though representativeness can be easily maintained using the sample survey method, sampling efficiency for a particular sample design varies markedly according to the spatial distribution of sites in the region, making it difficult to determine the best sampling strategy in the absence of information on the spatial patterning of sites. Nonetheless, general factors especially relevant to designing an effective archaeological sampling program can be identified and their impact on the effectiveness of the sampling program assessed, as will be done in this paper.

The sampling program for the Chevelon Archaeological Research Project (CARP) will be considered in some detail in order to exemplify the archaeological considerations that arise and need to be incorporated when designing a sampling program.

Figure 1. Location of Chevelon drainage and survey units.
constructing a sampling program (FIG. 1). Some of the issues that arose with the implementation of the CARP sampling program will be used to illustrate factors that have substantial influence on the effectiveness, and hence the design, of a sampling program.

Of these, one finds that information on the nature of the spatial distribution of sites is perhaps the most critical, yet is often a category of information about which little is known in advance, and represents a kind of data difficult to recover from a sampling program oriented toward parameter estimation. A resolution—developed out of our experiences with the CARP sampling program—to the double problem of obtaining the information one needs for designing an effective regional survey sampling program, and the sampling design required to determine spatial patterning, will also be discussed.

Research Goals of the Chevelon Archaeological Research Project

The general goal of the CARP project was to obtain data on the full range of archaeological sites in the Chevelon drainage. These data were (and are) to be used for a variety of research interests centered on viewing the occupation of the Chevelon drainage as a topographically, if not culturally and socially, bounded system. In addition to the main research questions, data from the survey have permitted reexamining what was then conventional wisdom about site variety and diversity, measured spatially and through time, for this part of the Southwest.

Conventional wisdom was based on extensive work with large sites supplemented by limited regional data. By taking the entire Chevelon drainage as the region, with its area of approximately 10,000 sq km (FIG. 1), it was possible to determine if previous work in this area had been biased by choice of a data base which was not inclusive of the full variety of sites and their locations in the area. The probabilistic survey of the Chevelon drainage has clearly shown the implicit bias: “We have learned . . . that typical sites during most time periods had 3 rooms, not the 30 indicated in many syntheses.”

As for the research orientation, the goal has been to develop models that effectively account for the space/time/form variation in settlements and settlement patterns found in the drainage. The specific hypotheses that have guided the research have been presented elsewhere and are of a like nature with the general goals and aims of regional studies that have been discussed extensively in the literature.

From the perspective of the present moment, neither the goals of the project nor the means used to implement them would now be seen as strikingly innovative, yet at the time the project was begun (summer of 1971), surveys of regions on the order of 10,000 sq km were unusual, particularly surveys in which the selection of areas to be investigated was not made on the basis of the expertise of the archaeologist regarding likely site location, but rather through the use of a table of random numbers.

The rationale for the division of a region into small spatial units and then selecting a sample of spatial units for survey on the basis of a table of random numbers has been discussed in detail elsewhere and need not be repeated here other than to note that it is fundamental for assuring that the basic assumption of statistical inferential methods, namely the independence of data observations, is satisfied. Instead, some of the problems will be identified that arose when attempting to incorporate the archaeological research goals within the framework of statistical sampling procedures, and vice-versa.

Sampling Goals of the CARP Project

The general problem addressed by the sampling scheme for the CARP project was to obtain a substantial, representative sample of sites from the Chevelon drainage to be used for a variety of research purposes. At the time the initial survey began little was known about the form and distribution of sites in the drainage. Since the goals of the project were broad and centered on processes affecting site location and site form, the survey of the region could be limited neither by prior considerations about types of sites that might be found, nor by factors thought to constrain site location (but which had never been adequately tested). Hypotheses that were to be addressed by the data from the survey were not couched in terms of specific expectations about site types and their location, but about processes said to structure the

form and location of sites. The form (area, architectural features, artifact content, etc.) and location (longitude and latitude, elevation, landform, ecological zone, etc.) of sites were taken as unknowns and the sampling was to provide data on these aspects of the archaeological material in an unbiased and representative manner.

Two complementary questions arise at this point: first, how one samples in a manner that satisfies the demands of statistical inference and, second, how one samples in a manner that satisfies the archaeological requirements. The answer to the former has a rationale given via sampling theory. Simply put, there is one primary criterion that needs to be satisfied from the viewpoint of statistical inference: each datum in the sample is to be obtained in a manner independent of all other sample data. The criterion of independence of data points is necessary for the construction of confidence intervals for parameter estimation and correct assignment of probabilities of Type I errors (rejection of a true null hypothesis) and Type II errors (acceptance of a false null hypothesis). The former probability is also known as the significance level of a statistical test and the latter is related to the power of the statistical test via the relationship,

$$\text{power} = 1 - \text{Prob}[\text{Type II error}]$$.

In the context of a regional survey such as the CARP survey, independence of data would mean that each sampling unit such as the site (or each set of sites, keeping fixed the number of sites in a set) must be equally likely to be selected. Simple random sampling through enumeration of the units of the population to be sampled, and then selecting units to be included in the sample by means of a table of random numbers, is the basic means for assuring satisfaction of this criterion.

From the archaeological point of view, however, simple random sampling of sites as units is not possible since the population in question, namely the collection of sites in the Chevelon drainage, is unknown in advance. Further, by the nature of the project, information was wanted not only on the sites, but also on their topographic, ecological, temporal, and social contexts. The topographic and ecological contexts are determined from knowing site spatial location and having detailed information on the topographic and ecological aspects of the region (which is part of the data collected during the survey). The social context is inferred from the temporal position, the form, the content, and the spatial relation of sites to one another. Hence from the archaeological viewpoint the sampling has several goals, only one of which, namely the estimation of parameters such as the number of sites in the region, is directly subsumed under statistical methodology. These various goals need not each lead to one and the same “best” sampling strategy.

The general strategy used in the CARP sampling was to stratify the region according to ecological (e.g., grassland, juniper-pine, ponderosa pine, riverine) and topographic (e.g., river bottom and upland) zones, then to divide the strata into rectangular quadrats (100 m × 1000 m in size) and finally to select a random sample of these quadrats to be surveyed.12 Dividing the region into quadrats and then selecting a random sample of quadrats serves a dual role. First, it is a means by which to sample sites in an unbiased fashion and, second, it sees that measures related to the local topographic and ecological features associated with the site or sites within the quadrat may be taken.

Thus two samples are constructed: 1) a sample of quadrats, composed of a simple random sample of quadrats drawn from the population of quadrats in a stratum; and 2) a sample of sites, not generally comprising a simple random sample from the population of sites in the region, formed through the survey of the sample quadrats.

### Sampling of Sites Versus Site Sample Formation

A distinction is made here between the sampling of sites and the formation of a site sample, as two different concepts are involved. By the sampling of sites, what is meant is the enumeration of all sites in the region followed by selection of a sample of these sites according to a sampling scheme, such as simple random sampling, in which the sampling units are the individual sites. In this type of sampling there is agreement between the unit of measurement and analysis and the unit for sampling which is, in both cases, the site. For example, one might want to test the null hypothesis (H₀) that the average site area is independent of ecological zone (e.g., grassland, juniper-pine, ponderosa pine) versus the alternative hypothesis (H₁) that the average site area is not independent of ecological zone. For this test, with data obtained by the sampling of sites, the population of sites in the Chevelon drainage would be enumerated and stratified according to ecological zone and a simple random

---

11. The need to take into consideration the power of a statistical test when working with small sample sizes has been discussed in G. Cowgill, “The Trouble With Significance Tests and What We Can Do About It,” *AmAnt* 42 (1977) 350-368; and the concept applied to an archaeological example in V. Stanislawski, “A Rejoinder to Ackerman and Young’s Comments on My Analysis of Formative Period Sites in the Valley of Mexico,” *AmAnt* 87 (1985) 897–904.

12. A quadrat was selected by randomly picking the N-S and E-W coordinates of a point within the stratum and then selecting an orientation at random. The point was one corner of the quadrat, and the quadrat extended from that point in the direction of orientation.
sample of sites would be drawn from each of these three zones. The average site area would then be computed for each of the three samples and the null hypothesis tested using, say, a 1-way Analysis of Variance Test for difference in population means (since more than two populations are being compared). No complications are introduced into the statistical analysis by virtue of the sampling procedure employed in this situation.

By formation of a site sample what is meant is a sampling procedure that does not use the site as the sampling unit, but instead identifies sites through sampling of another population made up of units with which sites are associated, such as a population of quadrats. Here, information on sites is recovered indirectly through examination of the sample units; for example, via the survey of quadrats selected as part of the sampling scheme for the population of quadrats. For the CARP survey the sample units were quadrats, and measures were made on these units—that is, the number of sites found in a quadrat, the predominant vegetation within the quadrat, the distance of the center of the quadrat to the nearest source of water, and so on. When the sample of sites is formed indirectly in this manner, the standard statistical inferential methods that assume the direct sampling of sites need to be modified. For instance, for the common problem of estimation of the number of sites in the region belonging to each class in a site classification, modification must be made of the variance estimates for the class proportions from what otherwise would be the variance estimate based on the binomial distribution if sites were to be sampled directly.

Of the two sampling procedures, the first is preferable as it is directly amenable to the statistical analysis of site characteristics and, as noted by Cochran, “For a given size of sample [i.e., the total number of sites in the sample], a small unit [i.e., a quadrat which only contains one site] usually gives more precise results than a large unit [i.e., a quadrat which contains several sites].” In other words, direct sampling of sites is preferable from an analytical point of view to sampling via quadrats which may contain several sites.

Since the enumeration of sites in a region is not possible, one can approximate a direct random sample of the population of sites by using quadrats sufficiently small in area so that the quadrat contains only one site or zero sites. The drawback is pragmatic: the much greater time cost for locating, surveying, and traveling among many small quadrats versus a smaller number of larger quadrats. The differences in time and cost affect the site sample size that can be obtained for a fixed time budget. Consequently, the gain in precision that would otherwise be obtained by using small quadrats and locating the same number of sites as would be located with larger quadrats is lost when time constraints are considered. In addition, bias due to boundary effects are more pronounced with small quadrats, with their greater perimeter to area ratio, than is true for larger quadrats. For the CARP survey, a rectangular quadrat of 100 m x 1000 m was chosen as giving a reasonable balance among these conflicting properties.

**Quadrat Survey as Cluster Sampling**

Recovery of sites via survey of quadrats can be treated as cluster sampling with unequal cluster sizes, as has been discussed elsewhere by several authors. Associated with cluster sampling are a number of more specialized estimation procedures for population parameters and their standard errors. Essentially, estimation is based on treating the sampling unit (the quadrat) as the measurement unit by summing the values of the measure made on each entity (the individual site) contained in the sampling unit, and then using this summed value and the number of sample units (the number of quadrats) as the sample size for estimating the parameter in question and its standard error.

For example, one might be interested in estimating the average site area for all sites in the grassland zone. The procedure would be as follows. First, the area of each site found in the i-th quadrat of the sample of quadrats would be measured and these site areas summed together to give a total site area, , for the i-th quadrat. These values would be used to compute an estimate, , for the parameter A (where A is the total site area summed over all sites in the stratum): . Second, the estimated average site area would be computed from , where is the estimated number of sites in the region. Finally, the variance for the estimate is computed using (degrees of freedom), where N is the total number of quadrats in the grassland stratum (as opposed to using d = [total number of sites in the sample] – 1 as the value for the degrees of freedom).

The advantage of using cluster sampling for estimation purposes (as opposed to treating the sites as a sample and ignoring the cluster structure) arises when the

15. Ibid. 233.
summed values for the measure (e.g., the values $a_i$) are 1) relatively homogeneous between clusters (since the variance estimate based on clusters is a between cluster variance estimate) and 2) the clusters are internally heterogeneous (since the variance estimate based on the value of the measure over each site is proportional to the sum of the variances within and between clusters). When both 1) and 2) are true, the between cluster variance (that is, the variance of the summed values $a_i$) will be small in comparison to the variance in values as measured over each site. Hence, the standard error of the parameter estimates will be smaller when using the structure given by cluster sampling than would be the case if the site sample were treated as though it were obtained as a simple random sample of sites.

When translated into the archaeological context, this means that estimation procedures using the features of cluster sampling will be more precise (i.e., have a smaller standard error for the estimated parameter) when sites near one another (hence likely to fall into the same quadrat) are heterogeneous for the measure in question. The latter is valid for some measures (especially if a site and its nearest neighbor are not likely to be from the same phase and/or cultural context), but not reasonable for others. Situations where there is an advantage to using the more complex estimation procedures based on cluster sampling (with unequal cluster size) rather than treating the sample of sites as a simple sample, undifferentiated by the method of site recovery, are thus context-specific. For this reason we will leave aside the methods of cluster sample estimation and consider cluster sampling as a necessary epiphenomenon of the method of site discovery via quadrat survey, where the goal of the survey is discovery of sites in a representative and effective manner. It will be assumed that the data set created by the quadrat survey will be used for a variety of purposes. (Note that when the sample of sites obtained via quadrat survey is treated as if it were a simple random sample of sites, the variance estimate for a measure computed over the sites will be biased, but the bias is negligible as long as the number of sites is $>50$.)

I use the term “site discovery” deliberately since regardless of whether or not the regional survey is to be done at a preliminary, discovery level (as was the case with the initial survey of the Chevelon drainage) with the data analyzed in an exploratory fashion (e.g., using the methods of exploratory data analysis), or in terms of specific hypotheses to be tested, sites must first be discovered before analysis may proceed. Discovery may be either general (what is the variety of sites in the region and in what contexts are they located?) or specific (what is the spatial distribution pattern of sites around point water sources such as a spring versus areal water sources such as a pond or lake?). Obviously, as data bases are developed, secondary or tertiary surveys may be oriented toward sites whose existence is already known, rather than toward the discovery of unknown sites. But the bulk of survey work is likely to be oriented toward the discovery of sites, whether for general or specific purposes.

Once we view the survey as oriented toward creating a sample of sites, we may focus further considerations on the properties that any sample should satisfy, namely, representativeness of the population from which the sample is drawn and adequacy of the sample for efficient estimation of population parameters.

**Representative Sampling of Sites**

A representative sample can be defined through the relationship between a random sample of population elements from a population and the characteristics of that population. In direct simple random sampling where the sampling unit is a population element, each of the elements is equally likely to be selected. Hence the relative frequencies associated with any classification of the elements comprising the population will be preserved in the sample in the sense that the expected relative frequencies for the classes in the classification are precisely the population relative frequencies (i.e., the sampling procedure is unbiased). To put it another way, estimates of relative frequencies measured over random samples from the population will average out “in the long run” to exactly the population parameters for which they are the estimates. Thus, a sample will be said to be representative of a population if the sampling procedure used to obtain the sample is unbiased in the sense just described.

Under this definition, then, the procedure for creating a sample of sites through survey of a simple random sample of quadrats as the sampling units also forms a representative sample of sites. Regardless of the spatial

20. See Nance, 1981 op. cit. (in note 5) for an extensive discussion as it applies to archaeological data, and Cochran, op. cit. (in note 6) for the mathematical properties.

distribution of sites in the region, the randomness of the location of the survey units with respect to the spatial patterning of sites carries over to the sites within the quadrats. Thus the expected relative frequencies for site class frequencies will be the relative frequencies for those classes in the population of sites in the region. Further, as long as the sampling procedure (e.g., stratified random sampling, systematic unaligned sampling, etc.) does not introduce correlations between features of site spatial distribution and quadrat selection (as may occur with simple systematic sampling), a representative sample of sites will still be produced. Contrariwise, so-called purposeful sampling will not generate a representative sample of sites as can be theoretically demonstrated and as has been shown empirically, unless the site classes are randomly distributed in space, a condition which belies any rationale for purposeful sampling.

Given that simple random sampling of quadrats is easily defined and will produce a representative sample of sites, one might well ask why more complicated sampling programs should be introduced. The answer lies in sampling effectiveness (here to be taken as the number of sites that can be recovered for a given amount of resource expenditure) and its impact on the precision of a parameter estimate.

Effective Sampling of Sites

For the purposes of this section it will be assumed that a decision has already been made as to the size (see below) and form of a quadrat (see above), so that resource expenditure is directly related to the number of quadrats to be surveyed. It will be further assumed that alternative sampling schemes have essentially the same average cost per quadrat, so that the number of quadrats surveyed can be taken as a proxy measure for resource cost regardless of the sampling scheme. Here we will only be considering quadrat sampling, hence all sampling procedures will refer to the method of selection of quadrats, not of sites. With these constraints, different quadrat sampling schemes may be compared by keeping the number of quadrats fixed and determining the expected number of sites to be recovered under each scheme.

The number of sites that can be recovered for a given expenditure of resources is used here as a measure of sampling effectiveness due to the close relationship between sample size and the precision of an estimator. What is meant by an “estimator” is the procedure (such as computing the sample mean for a random sample of a given size) used to obtain an estimate of a population parameter. The precision of an (unbiased) estimator is measured by the variance of estimates measured across different samples obtained in the same fashion from that population, keeping the sampling procedure (including the sample size) fixed. The precision of an (efficient) estimator is, in general, inversely proportional to the sample size. Thus, under simple random sampling the precision of an estimate based on an estimator using larger sample sizes is greater than one based on smaller sample sizes.

Precision is also affected by the sampling procedure. For example, cluster sampling where the sampling unit (such as the quadrat) contains several of the population elements (in this case, sites) will be more precise than simple random sampling for the same total number of population elements in a situation where the between-cluster variance is low and the within-cluster variance is high, as previously discussed.

For the reasons outlined in the previous section, it will be assumed that the sample of sites produced by the survey of quadrats will be treated as though it were obtained as an element sample of sites, even though in specific situations this will not always lead to the most precise estimate possible. Under these conditions precision is directly related to the number of sites recovered, and this justifies the use of the total number of sites recovered as a measure of sampling effectiveness.

Recovery of Site Types through Simple Random Sampling of Quadrats

An initial topic addressed by the CARP project was discovery of the variety of sites and their frequency in the Chevelon drainage. Site type frequencies are estimated from the sample data, but the variety of site types that are discovered depends on the sampling effectiveness. In general there will be a direct relationship between the number of sites recovered and the number of site types in the sample, with the latter “asymptotically” reaching its true value as the sample size increases. When there is a priori knowledge of the frequency distribution of site types, it is possible to estimate the total number of site types in the population, and confidence intervals for the estimated number of site types may be


constructed to give a measure of the extent to which it is likely that all site types have been recovered. For the CARP project, however, such a priori data were not available.

In the absence of these data, we may examine the likelihood that the sampling program has recovered instances of all the site types by considering the likelihood that at least one site of a site type has been found. This may be done by computing the quadrat sample size necessary to ensure, with a specified degree of certainty, that at least one of a specific site type in the population of all sites is included in the sample of sites obtained from the survey of the quadrats. For the purpose of this argument it will be assumed that a simple random sample of quadrats has been selected.

Consider the population of sites to have been divided into classes as follows. Suppose there are $N$ sites in the region and these have been classified (or would be so classified if one had the complete collection of sites) into $m$ classes which are labeled $c_1, c_2, \ldots, c_m$. Denote the number of sites in the $k$th class, $c_k$, by $n_k$, so that the relationship $n_1 + n_2 + \ldots + n_m = N$ holds. Suppose the region is divided into $Q$ quadrats. Agree that one wants to be, say, $1 - \alpha$ confident that in the sample of sites obtained by randomly selecting $q$ of the $Q$ quadrats there will be at least one site from each of the $m$ classes somewhere in the $q$ quadrats. This symbolism provides a characterization of the question posed above.

Simplify matters by examining only the class with the fewest number of sites. Call this class $c_{\text{min}}$, and suppose it has $n$ sites. How many quadrats must be selected to be $1 - \alpha$ confident that at least one site from $c_{\text{min}}$ is in the sample of quadrats? Simplify still further by assuming (since only the rarest sites are being considered) that a quadrat will have either zero or one site from the class $c_{\text{min}}$. That is, assume that the sites of the same type are spatially dispersed on a scale greater than that of the dimensions for the quadrats. Thus, there will be $n$ quadrats which have one site each from $c_{\text{min}}$ and $q - n$ quadrats without such a site. The goal is to establish the probability that the random selection of $q$ quadrats will have included at least one quadrat with a site from $c_{\text{min}}$.

To have at least one site means that one has failed to select only quadrats which do not have such a site. If one chooses a quadrat randomly, the likelihood, $p$, of it not containing a site from $c_{\text{min}}$ is given by $p = (Q - n)/Q$, so that the likelihood $L = 1 - \alpha$ of having at least one site from $c_{\text{min}}$ somewhere in the $q$ quadrats is given by $1 - \alpha = L = 1 - ((Q - n)/Q)^q$.


27. Strictly speaking, this equation is not correct since it assumes

Set $1 - \alpha = L = 1 - ((Q - n)/Q)^q$

and solve for $q$ to obtain:

$$q = \log (1 - L)/(\log [Q - n] - \log Q). \quad (1)$$

Now use Equation (1) to examine three questions: 1) how many quadrats must be surveyed to ensure finding a site of a given rarity? 2) what is the rarest type of site, from a specified list of site types, that one is likely to find in a given sampling fraction of the population of quadrats? and 3) given the number of quadrats that will be surveyed and the rarest type of site to be found, what percentage of the total area of the region should each quadrat represent?

First, consider some values for the terms in Equation (1). Suppose $\alpha = 0.05$, $Q = 100,000$ (e.g., the region contains 10,000 sq km and the quadrats are of area 0.1 sq km. The choice of 10,000 sq km and quadrats of area 0.1 sq km is based on the CARP survey.) Set $n = 10$. If these values are substituted into Equation (1), it follows that $q = 32,000$. That is, one needs to survey approximately one-third of the region to have a 95% chance that a site type only represented 10 times will be included in the sample of sites created through a random sample of quadrats.

For the second question, suppose that there is to be a 1% sample of the region; i.e., the sampling fraction $q/Q$ is 0.01. For a given type of site, with what frequency must it occur in order that it will be found in at least one quadrat with, say 95% certainty? Substitute $L = 0.01$, $Q = 100,000$ and $q = 0.01 \times 100,000 = 1,000$ into Equation (1) and solve for $n$ to obtain $n = 200$.

Finally, consider the situation where one is willing to survey 100 quadrats and wants to be 95% confident that a site whose type is represented only 10 times is included. How large should the quadrats be? If these numbers are substituted into Equation (1) and $Q$ is solved for, the result is that $Q = 400$. Hence, each quadrat should contain 100,000/400 or 250 sq km.

These results suggest three significant limitations of simple random sampling of quadrats over the region. First, ensuring the inclusion of even moderately rare sites can be achieved through simple random sampling of quadrats only at the expense of having to take a prohibitively large sampling fraction. On the basis of the CARP survey, $q = 32,500$ quadrats translates into at least 15,000 crew days of surveying—a prohibitively large time investment. Second, a more plausible sampling fraction is highly unlikely to find a rare site type.

---

specified in advance. And third, adequate coverage of the region by a reasonable number of quadrats can be achieved only by increasing the size of the quadrats to a point where the notion of a quadrat being a sample of a small segment of relatively homogeneous space has become meaningless.

Regional Stratification

Now let us consider means for increasing the effectiveness of the original sampling scheme of simple random selection of quadrats. Two situations will be examined: first, no a priori information is available on the spatial distribution of sites and, second, a priori information is available on the distribution of sites.

As a base consider the situation where one is unwilling, a priori, to make any predictions about site location and site density for a region. In other words, the possibility of a random spatial distribution of sites across the region is not excluded. For a spatially random distribution of sites, any alteration of the simple random sample is unjustified in terms of the criterion of sampling effectiveness. Hence, for a region or subregion in which one is unwilling to make any a priori statements about site location, the best sampling scheme is a simple random sample of quadrats.

In most instances, however, there are reasons for arguing that a random spatial distribution does not characterize the site distribution in the region. For example, when the initial sampling design was formulated for the CARP survey, though little was known about site distribution in the Chevelon drainage, limited surveys by other researchers and information on site distribution in nearby areas such as Hay Hollow Valley suggested that a stratification by ecological zone would also be a stratification of sites by site density.

Site Density Estimation in Low Density Subregions

The Chevelon drainage has a clear division into grassland, juniper-piñon, and ponderosa pine zones. These also represent increasing elevation from around 4000 ft at the Little Colorado River to around 6000–8000 ft at the Mogollon Rim. Initial expectations on site density were qualitative. The ponderosa pine zone was thought to have few, if any, sites; sites should be plentiful in the juniper-piñon zone; and the density of sites in the grassland should be somewhere in between the site density for the two other zones. The ponderosa pine zone represents about one-half of the total area and the remaining area is split roughly with three-fifths in the juniper-piñon zone and two-fifths in the grassland zone.

Assume, to make the numbers simple, that in fact there are 100,000 sites in the drainage (the CARP surveys indicated that this figure is probably correct to one order of magnitude). Further, assume that time and resources limit surveying to 100 quadrats (which is approximately the number surveyed during the initial fieldwork). These data give an overall average density of 10 sites/sq km, or 1 site/quadrat (of area 0.01 sq km), and thus an expected total of 100 sites to be found by simple random sampling of quadrats over the whole drainage. Elimination of the ponderosa pine zone decreases the region to 5000 sq km, yielding an average density of two sites/quadrat in the remaining area and hence a doubling of the expected number of sites to be found to 200. The simple (but perhaps drastic) expedient of eliminating a subregion believed to be void of sites has doubled the effectiveness of the sampling.

Before considering the differential density of sites in the two remaining zones, the possibility that there may in fact be sites in the ponderosa zone needs to be examined further. Here one is faced with the difficult choice between drastically decreasing the total number of sites to be discovered with the 100 quadrats of the survey in order to find rare sites (if they exist) in one subregion, versus eliminating a zone from the sampling universe which may in fact contain sites. If there are, say, a total of 10 sites in the ponderosa pine zone, then, as previously argued, one would need to survey about one-third of that region, or approximately 10,000 quadrats, to have 95% confidence that the sampling program would find even one of these 10 sites. Thus, to ensure finding even one rare site requires a number of quadrats two orders of magnitude larger than that allocated for the survey program. This suggests that one has little choice but to delete the ponderosa pine zone from the probabilistic sampling program if there are but a few sites in that zone.

On the other hand, one would certainly want assurance that the site density is low before excluding the ponderosa...
osa pine zone. The argument for low site density in this subregion is inductive and the extension of data from other areas may not be valid. The assumption of low site-density may be tested by surveying a small number of quadrats and, if none of these quadrats includes sites, estimating the maximum density of sites consistent with those quadrats not having any sites. Note that the usual maximum likelihood estimate for site density is not useful here since the estimate would be zero if the quadrats contain no sites. However, the probability of a Type II error is high if this estimate is accepted when few quadrats are surveyed, so an alternative procedure aimed at reducing the probability of a Type II error is given here.

The author suggests the following procedure for estimating the maximum site density consistent with finding no sites in a survey of $k$ quadrats. The method consists of a test for the following null and alternative hypotheses:

$$H_0: \text{Site density } D \leq D_0;$$
$$H_1: \text{Site density } D > D_0;$$

where $D_0$ is a hypothesized value for site density in the ponderosa pine zone. The null hypothesis, $H_0$, is accepted if none of the $k$ quadrats contains sites, and rejected if at least one quadrat does contain a site. A value is selected for $D_0$ so that $\text{Prob}[\text{Type I error}] = \alpha$, where $\alpha$ is the significance level. The estimate of the density $D$, namely $\hat{D}$, is set equal to the value of $D_0$.

The value for $D_0$ is obtained by noting that it must satisfy the condition that $\text{Prob}[0 \text{ sites in } k \text{ quadrats}] = 1 - \alpha$. The latter probability may be computed as follows. The probability of a randomly selected quadrat not containing a site is $1 - a D_0$, where $a$ is the area of the quadrat. Hence $\text{Prob}[0 \text{ sites in } k \text{ quadrats}] = (1 - a D_0)^k$. Set the latter expression equal to $1 - \alpha$ and solve for $D_0$ to obtain

$$D_0 = \frac{1 - (1 - \alpha)^{\frac{1}{k}}}{a} = \hat{D}. \quad (3)$$

For example, if $\alpha = 0.05$, $k = 2$, no sites are found in either quadrat, and $a = 0.1$ sq km (as was the case for the CARP survey), then $\hat{D} = \frac{1 - 0.95^{1/2}}{0.1} = 0.25$, so an estimated density of $\hat{D} = 0.25$ sites/sq km is taken as the estimate of the upper bound on the value of $D$. This corresponds to about 1250 sites in the 5000 sq km of the ponderosa pine zone, in comparison to the estimated 100,000 sites in the juniper-piñon and grassland zones, or a two orders of magnitude difference in estimated number of sites. Whether one should survey further in the ponderosa pine zone depends on the weighing by the archaeologist of the need for additional information relating that zone to the pattern of site distribution in the drainage as a whole against the competing need for effective sampling of the other two zones. For the CARP survey, the decision favored more effective survey of the juniper-piñon and grassland zones when no sites were found in the two quadrats surveyed in the ponderosa pine zone.

The example shows that at little cost to the allotted budget of 100 quadrats, the validity of the assumption that the site density in the ponderosa pine zone is low can be (and was) tested. The estimates $\hat{D}$ for the density $D$ corresponding to a range of values for $k$, the number of quadrats surveyed, and $a$, the area of a quadrat, are given in Table 1.

### Sampling of Strata with Unequal Site Density

Consider next the unequal density of sites in the grassland and the juniper-piñon zones. A difference in density on the order of a factor of 10 was considered reasonable (or a density estimate could be made in a preliminary survey). This translates into a density for the grassland of about 3.1 sites/sq km and a density for the juniper-piñon zone of about 31 sites/sq km, given 100,000 sites for the two zones.

If the quadrats are allocated through proportional allocation based on the area of the zones, then about two-fifths, or 40, of the quadrats would be in the grassland and about three-fifths, or 60, of the quadrats would be in the juniper-piñon zone. Were the quadrats so placed, one would expect to find $40 \times 3.1 \times 0.1 = 12$ sites in the grassland and $60 \times 31 \times 0.1 = 186$ sites in the juniper-piñon zone, for a total of 198 sites. Thus the expected number of sites is precisely what would be observed if the quadrats had been placed randomly over the two subregions without stratification. Hence allocation proportional to strata area gives no increase in sampling effectiveness. But with unequal density of sites in the two strata, the standard error for estimates of the total number of sites in each stratum will differ, indicating that one stratum is relatively oversampled and the other is relatively undersampled for the purposes of estimating the total number of sites.

### Notes

33. It is being assumed that site density is sufficiently low and/or sites are sufficiently spatially dispersed so that there will be at most one site per quadrat. With higher site density and/or more clumped distribution of sites, the quantity $1 - a \hat{D}$ will be an underestimate of the probability that a quadrat contains no sites (see Nance, 1983 op. cit. [in note 5] 312–316).

34. The deviation from the 200 sites expected under simple random sampling is due to round-off error.

35. Over- or undersampling is measured by the variance of a parameter estimate in the different strata and depends on the variability of the measure in question for each stratum. Measures other than the number of sites/quadrat may have a different variance pattern for the strata. The focus here and below has been on the number of sites/quadrat as this is a basic measure common to most surveys.
Table 1. Site density estimate \( \hat{P} \) for a sample of \( K \) quadrats each containing zero sites. Density equals number of sites per sq km.

<table>
<thead>
<tr>
<th>Number of Quadrats</th>
<th>Area of a Quadrat (sq km)</th>
<th>Significance Level ( \alpha = 0.05 )</th>
<th>Significance Level* ( \alpha = 0.10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.50</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.25</td>
<td>0.125</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
<td>0.17</td>
<td>0.085</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>0.125</td>
<td>0.063</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td>15</td>
<td>0.07</td>
<td>0.03</td>
<td>0.017</td>
</tr>
</tbody>
</table>

*10% significance level is more conservative with respect to density estimates consistent with no sites found in the surveyed quadrats.

Correction may be made by allocating quadrats in accordance with Neyman optimization which, in this context, implies (assuming the resource cost per quadrat is the same in all strata):

\[
n_{JP}/n_G = (A_{JP}/A_G) \times (D_{JP}/D_G),
\]

where:

- \( n_{JP} \) = number of quadrats placed in the juniper-piñon stratum,
- \( n_G \) = number of quadrats placed in the grassland stratum,
- \( A_{JP} \) = area of the juniper-piñon stratum,
- \( A_G \) = area of the grassland stratum,
- \( D_{JP} \) = site density in the juniper-piñon stratum, and
- \( D_G \) = site density in the grassland stratum.

For the CARP survey, \( n_{JP}/n_G = (3000 \text{ sq km} / 2000 \text{ sq km}) \times (31 \text{ sites/sq km})/(3.1 \text{ sites/sq km}) = 4.75 \). For a sample size of 100 quadrats it follows that \( n_{JP} = 82 \) and \( n_G = 18 \). The expected numbers of sites are now 18 \times 3.1 = 5.6 sites for the grassland and 82 \times 31 = 254 sites in the juniper-piñon for a total of about 260 sites versus the 198 expected under (areal) proportional sampling. Allocation by optimal placement has increased the expected number of sites to be found by about 30% while simultaneously ensuring that no stratum is over- or undersampled as measured by the variance of the estimate of the number of sites in each stratum.

These three sampling strategies—simple random sampling of all quadrats in the region, stratification into zones with few or no sites and zones with sites, and optimal allocation of quadrats—have yielded, in this example, expected values of 100, 198, and 260 sites, respectively. Utilization of a minimal amount of information about the region has increased the expected effectiveness of the survey by a factor of ca. 2.6 when
Sampling Precision

The above results are stated in terms of expected numbers of sites to be discovered and represent what will be found on the average if one were to repeatedly sample regions with the same characteristics and the same sampling program. In any particular survey, the actual number of sites found is likely to deviate from the expected value, with the magnitude of the deviation having a probability distribution dependent on the precision of the estimator; that is, on the variance of the estimates around the expected value of the estimates (which will equal the population parameter in question for an unbiased estimator). The precision of the estimator for a given sample size will be affected by the characteristics of the spatial distribution of sites. The actual number of sites recovered will tend to be closest to the expected value (and hence there will be greater precision) for a uniform distribution and subject to greatest deviation when the sites are spatially clustered. That is, greater deviation (or reduced precision) is likely when the number of sites per quadrat has larger variance. The latter will also be affected by the size of the quadrats. Consequently, the effect of the size of quadrats on the precision of an estimator also needs to be examined.

Though some authors have measured the precision of an estimator experimentally through use of a natural data set with known location of sites, this method has limited usefulness since the results cannot be generalized to other regions with different spatial distributions of sites. Instead, we will take advantage of the theoretical work that has been done on this topic.

40. Read, 1975 op. cit. (in note 5).
such a stratum is made more effective for a given total area to be surveyed (in terms of recovering a greater number of sites) by restratifying according to areas of high density and low density, and allocating the number of quadrats per substratum using optimal allocation which depends on the relative site density per substratum. Hence restratification by areas of high and low density and optimal allocation of quadrats will simultaneously increase the effectiveness of the sampling and help ensure that the actual number of sites recovered is close to the expected number for that sampling program. Quadrat size (and hence the number of quadrats, keeping fixed the total area to be surveyed) may be chosen (within the constraints imposed by the time required to locate and travel to quadrats) so that within each stratum the expected number of sites per quadrat is close to one if site density within a stratum is not approximately uniform.

To see the effect obtainable from restratification by site density, consider one part of the Bureau of Land Management survey of the California desert mentioned in this article's introduction. A survey of quadrats in a region varying topographically from mountainous to desert valley (divided into two strata: 1) Mountain and 2) Valley Floor) indicated that within the Valley Floor stratum, sites tended to be clustered either along the break in the gradient at the edge of the valley, or in the lowest part of the valley, with few sites in between. Hence the stratification into Mountain versus Valley Floor can be made more effective, and estimates of site number more precise, by stratifying the valley area into, say, “Valley Bottom,” “Valley Edge,” and “Other,” and optimally allocating sample units using the estimated site density in these strata obtained from the initial survey. Since the “Other” stratum comprises perhaps three-quarters of the valley floor and has a very low site density, optimal allocation of quadrats should increase the expected number of sites to be found by at least a factor of three.

Sampling in Low Density Strata

If, after restratification, one is unwilling to exclude a stratum with low site density, then one needs to know the number of quadrats that must be assigned to such a stratum to ensure that at least one site is found. That number may be determined as follows. Suppose the ponderosa pine zone (to return to the CARP situation) is thought to contain enough sites to warrant its inclusion in the probabilistic sampling program, and say that the site density is thought to be at least one site/sq km in that stratum. We want to find the number, \( m \), of quadrats that must be surveyed so that there is a \( 1 - \alpha \) probability of finding at least one site.

The number of quadrats, \( m \), is computed as follows. For each quadrat of area, say, 0.1 sq km, the probability, \( p \), that it contains no sites is (approximately) given by \( p = 1 - \text{(site density)} \times \text{(quadrat area)} = 1 - 1.0 \times 0.1 = 0.9 \). Thus to have, say, a \( 1 - \alpha = 0.95 \) probability of finding at least one site after sampling \( m \) quadrats, one needs to have \( 0.95 = 1.0 - (0.9)^m \). Solving for \( m \) yields \( m = 28 \). Thus, if 28 randomly chosen quadrats are surveyed and the density is \( \geq \) one site/sq km, at least one site will be found with 95% confidence. If no sites are found it may be concluded (with 95% confidence) that the density is less than one site/sq km.

Note the difference between this situation where one wants to ensure that at least one site will be found, given a lower bound on the site density, \( D \), and the previous situation where an estimate was made of an upper bound for that site density. In the CARP survey, the two quadrats without sites implied that an upper bound on the site density would be 0.25 sites/sq km, or well below the value of 1.0 sites/sq km used in the above example. In other words, even with an unrealistically high estimate of 1.0 sites/sq km in the ponderosa pine zone (which is inconsistent with the fact that no sites were found in the two quadrats that were surveyed, over one-quarter of the allotted 100 quadrats would be needed to find even one site in that zone. And if the estimated upper bound of 0.25 sites/sq km for the site density in the ponderosa pine zone based on two quadrats devoid of sites is used, a minimum of 118 quadrats, or more than the budgeted 100 quadrats, would need to be surveyed to have an 0.95 probability that at least one site would be found. While the option of excluding a region from the probabilistic sampling program may seem drastic, these data indicate that pragmatically there is little alternative. In this situation purposeful sampling may be more useful than probabilistic sampling if the goal is simply to locate sites in a low density area. Table 2 gives the number of quadrats that need to be surveyed to ensure finding at least one site for a range of density values.

Sampling for Spatial Patterning

It has been shown that effective sampling requires stratifying a region by site density and site clustering.

Table 2. Minimum number of quadrats for ensuring discovery of at least one site with probability $1 - \alpha$.

<table>
<thead>
<tr>
<th>Site Density*</th>
<th>Area of a Quadrat (sq km)</th>
<th>Significance Level $\alpha = 0.05$</th>
<th>Significance Level $\alpha = 0.10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>1.0</td>
<td>58</td>
<td>28</td>
<td>13</td>
</tr>
<tr>
<td>2.0</td>
<td>28</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>3.0</td>
<td>18</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>5.0</td>
<td>10</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>1.0</td>
<td>45</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>2.0</td>
<td>22</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>3.0</td>
<td>14</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>5.0</td>
<td>8</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

*Density equals number of sites per sq km.

These properties relate to the spatial distribution of sites as the remnant of a collection of settlements forming the spatial nexus for a past social system. Depending upon the details of a model for such a system of interrelated settlements, a variety of spatial distribution patterns are expectable, ranging from those in which settlement location is largely responsive to local resources, (such as 'Kung San camps being located near waterholes in the dry season)" to settlement patterns primarily affected by the system of group interaction (such as the location of retail markets as predicted by Central Place Theory).44

While it is not possible to use a single spatial pattern as characteristic of all settlement systems, common to these various patterns is the feature of having, over a sufficiently large scale, subareas of relatively high density of settlements and subareas of relatively low density of settlements. One can, as a first approximation, equate areas of high density with a single subsystem, or possibly a limited number of subsystems. But because the spatial distribution of sites may also represent a compression of time, the equivalent statement for sites is less certain. Nonetheless, differential density and clustering of sites represents a minimal feature of spatial distributions that can be related to the structure of settlement systems, as has been discussed by Hodder and Orton.45

This suggests the construction of a second sampling strategy that is effective for outlining the spatial distribution of sites in the region, as defined by differential site density. Two general issues arise in this type of sampling: first, location of areas of relatively high density of sites along with a measure of that density and, second, determination of the boundaries of such areas.

Effectiveness in locating areas of relatively high density is related to the sampling intensity of the population of quadrats, since areas of higher site density can be determined in an initial survey through the frequency distribution of the number of sites per quadrat. An area of higher density is defined by having several quadrats in close proximity, where each quadrat contains one or more sites. Hence the sampling intensity should be great enough to ensure that several quadrats will intersect an area of greater site density. The density of sites in these quadrats is an estimate of the site density for that area and the location of the quadrats is obviously the location of the area.

Boundaries of areas of higher density of sites can be found through systematic sampling (in contrast to simple random sampling within strata for parameter estimation). Given a quadrat that is believed to be located within a higher density area, place additional quadrats at regular intervals along perpendicular axes (e.g., N-S and E-W) intersecting at the given quadrat until the site density per quadrat decreases markedly. The distance between quadrats would depend upon the expected dimensions of the area of higher site density and the accuracy with which the boundary is to be located. This procedure was used effectively in the Chevelon sampling program.

Within areas of high site density so outlined, 100% surveys may be necessary for defining internal spatial patterning of site distributions, as defining the spatial pattern of site distribution at a fine level is difficult when employing a random sample of quadrats. A pattern is not a population and statistical inference from a sample to a population does not hold, in general, for spatial patterns. Unsurveyed areas require extrapolation from surveyed areas to fill out the pattern. In contexts where
the pattern can be approximated by a continuous distribution with relatively smooth changes in the distribution across space, statistical interpolation techniques such as trend surface analysis can be used.\textsuperscript{46} But the patterning of the spatial distribution of sites is discrete and thus only approximated by a continuous distribution. Hence a 100\% survey may be needed to define the spatial distribution of sites at a fine level. While a complete survey of the region may be impossible, limited areas can be so surveyed.\textsuperscript{47} The utility of complete surveys of subregions depends, however, upon first establishing the overall pattern of site distribution in the region.

These two strategies—sampling of quadrats to construct a sample of sites to be used for analysis and sampling for determining spatial patterning—can be integrated into a multi-stage sampling program.\textsuperscript{48} Effective sampling of sites requires data from site spatial distributions, so the first stage of the sampling program can be aimed at defining the general characteristics of the spatial distribution of sites. Subsequent stages can be aimed at sampling based on the information so gained, either for parameter estimation, or for definition of the spatial distribution at a fine level.

Conclusion

Regional sampling is a technique for obtaining a broad data base which will be used for a variety of purposes. The goal is not just the standard survey sampling goal of precise parameter estimation, but to maximize the total amount of information that can be recovered under the constraint that the collection of sites (found through the survey of quadrats) is to be representative of the whole collection of sites.\textsuperscript{49} The primary means for increasing the effectiveness of the sampling design, as measured by the number of sites discovered for a given number of quadrats, has been shown to be fine-grained stratification of a region that includes relative density and spatial clustering of sites as part of the criteria for defining strata. Fine-grained stratification of a region may require strata consisting of noncontiguous segments of space.\textsuperscript{50}

Cognizance should also be made of an issue that has been raised a number of times against probabilistic sampling of regions, with probabilistic sampling taken as simple random sampling. Namely, rare sites that can be discovered by other means (e.g., they are large and obvious) will be missed. The criticism has limited validity in the sense that simple random sampling of quadrats is likely to miss rare sites, regardless of their importance for descriptive and explanatory purposes. But this is not valid as an argument against sampling procedures as discussed here, since regional sampling is not identical to simple random sampling of quadrats. The rare, large site owes its archaeological importance in part to its role as a center for settlement interaction. Consequently, that large site is part of the data to be included in sampling for the spatial distribution of sites as reflecting the pattern of settlement interaction. As long as there is control over the relationship between the characteristics of the sample of sites and the population of sites, it is possible to make independently replicable, statistically, and archaeologically sound inferences about that whole collection of sites. A well-designed probabilistic sampling program is an effective means for defining and controlling that relationship while simultaneously providing a substantial data base for the research interests of the archaeologist.

\begin{itemize}
\item \textsuperscript{47} See Read, 1976 op. cit. (in note 5).
\item \textsuperscript{48} Compare Redman, op. cit. (in note 5).
\item \textsuperscript{49} Compare Nance, 1983 op. cit. (in note 5), which proposes the notion of a Statistical Precision Model versus that of a Discovery Model for sampling.
\item \textsuperscript{50} A. Ammerman, A. Voorrips, and D. Gifford, "Toward an Evalu-
\end{itemize}