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Amit Chakraborty" and Andrew Alleyne"

I. INTRODUCTION

Combined Cooling, Heating and Power (CCHP) plants are
becoming increasingly popular in both residential and
commercial sectors for meeting desired thermal and electricity
demands [1]. Since these systems integrate cooling, heating and
power generation capabilities at one site, they result in
potentially lower capital and operating costs and facilitate ease
of maintenance and operation [2]. Advanced features such as
gas turbine-steam turbine combined cycles (co-generation) and
thermal energy storage (TES) can be incorporated in such
systems to improve the efficiency of energy conversion, and
reduce operating costs. One such central facility, which uses
these features, is located at the University of California, Irvine
(UCI). It serves two important objectives [3]:

1) Produce and distribute chilled water (for campus cooling
and de-humidification needs), high temperature hot water and
steam (for campus heating and hot water requirements), and
compressed air, to campus buildings.

2) Produce and distribute electricity for the lighting and
equipment needs of the campus.

Effectively designed control systems can help in realizing the
full potential of energy and cost savings that are provided by a
CCHP plant. These plants are complex systems comprised of
components with diverse dynamic response characteristics at
various time-scales. A hierarchical paradigm is usually
advocated for the control of such systems [4, 5]. It involves an
outermost supervisory control layer which determines the set
points for the important plant operation parameters such as
which components should be operating (on/off states) and at
what conditions must they be operating (temperatures,
pressures, mass flow rates, power levels, etc.). The inner layer,
consisting of component level feedback controllers, then seeks
to achieve these set-points by adjusting underlying actuators
such as control valves, compressors and pumps. The focus of
this paper is on the design of the supervisory control layer,
using a systems engineering approach, which uses model based
optimization to determine the optimal plant operation
parameters or set-points for control of the CCHP system at UCI.

Abstract- In this paper, we develop a modeling and
optimization procedure for minimizing the operating costs of a
combined cooling, heating, and power (CCHP) plant at the
University of California, Irvine, which uses co-generation and
Thermal Energy Storage (TES) capabilities. Co-generation
allows the production of thermal energy along with electricity,
by recovering heat from the generators in a power plant. TES
provides the ability to 'reshape' the cooling demands during
the course of a day, in refrigeration and air-conditioning plants.
Therefore, both cogeneration and TES provide a potential to
improve the efficiency and economy of energy conversion. The
proposed modeling and optimization approach aims to design a
supervisory control strategy to effectively utilize this potential,
and involves analysis over multiple physical domains which the
CCHP system spans, such as thermal, mechanical, chemical
and electrical. Advantages of the proposed methodology are
demonstrated using simulation case studies.

NOMENCLATURE

Symbols
T Temperature (K)
Q Cooling consumed/produced (kW)
W Power consumed/produced (kW)
m Mass flow rate (kgjs)
p Density of water (kg/s)
cp Specific heat capacity (kJ/kg-K)
A Area ofTES tank (m 3

)

TD TES thermal transport delay time (s)
Tout TES outlet stream temperature predicted by detailed model (K)
TET Turbine exit temperature from GT (K)
[p~~ Water stream pressure loss factor in HRSG
E HRSG overall effectiveness
[lW Fraction of cogenerated steam used to drive Steam Turbine (ST)
P Pressure (kPa)
1] Efficiency
C Unit cost of energy source ($/KWh for electricity, $/kg for fuel)
Subscript
CHW Chiller
S Supply water stream from chiller/to campus
R Retum water stream to chiller/from campus
i Chiller number
P Pump
CH Chiller condenser
CT Chiller cooling tower
F Fan
L Load/campus
T TES
w Water
a Top layer in 2-zone TES model
b Bottom layer in 2-zone TES model
in Inlet stream to TES/HRSG
out Outlet stream from TESIHRSG

a University of Illinois at Urbana-Champaign, Urbana, IL 61801.
"University of Califomi a, Irvine, CA 92697.
C Siemens Corporate Research, Princeton, NJ 08540.

c
d
[,fuel
GT
9
1
2
dae
cond
s
ST
grid
cooling
elec

TES charging mode
TES discharging mode
Fuel
Gas turbine
Gas turbine exhaust gas
Steam used to drive ST, also pump 1 in steam loop
Steam used for campus heating, also pump 2 in steam loop
Deaerator
Condenser in steam loop
Steam
Steam turbine
Electricity grid
Campus cooling load
Campus electricity load
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The determination of optimal set-points necessitates the
development of high-fidelity models which accurately
characterize their effect on important thermo-economic
variables such as amount of utility consumption, plant
efficiency and operating costs. Detailed models for CCHP
system component dynamics are widely available [6, 7].
However, integration of such detailed models for plant-wide
optimization would potentially result in undesirably large
computation times and other associated challenges [6]. This is
particularly important in the context of CCHP, where, apart
from dimensionality concerns, other characteristics such as : (a)
mixed-integer variables to represent dispatch states (on/off) of
the components, and (b) nonlinear thennodynamic constraints,
result in increased computational complexity of optimization.
Therefore, reduced order models are needed which can capture
the important dependencies expressed by detailed models.

In this paper, we develop reduced order thermo-economic
models from experimentally validated, detailed models of the
CCHP components and integrate them in an optimization
framework. This involves analysis over multiple physical
domains which the system spans, such as thermal, mechanical,
chemical and electrical. We demonstrate the efficacy of the
proposed approach through simulated case studies.

II. SYSTEM DESCRIPTION AND MODELING

A. System Description

A schematic layout of the CCHP plant at VCI is shown in Fig.
1. A set of 7 electric chillers provides cold water, which can be
directly supplied to the campus for cooling, or stored in a
thermal energy storage (TES) tank for later use. An on-site gas
turbine (GT), which drives a generator, is the primary source of
electrical power for the campus. Furthermore, exhaust gas from
the GT is used to produce steam in a heat recovery steam
generator (HRSG). Steam is used for two purposes: (a) drive a
steam turbine to produce additional power, and (b) produce hot
water to meet a part of the campus heating load along with
boilers. Steam can also be used to drive a chiller unit to provide
additional cooling, but this capability is currently not used. An
option of purchasing electricity from the grid is also available.

Fig. 1. Schematic layout ofUCI central plant

B. Detailed component models
First principle models to represent the underlying physics of
various CCHP components were developed at VCI as a part of
the Advanced Power and Energy Program (APEP) [8]. A brief

overview of these models for the most important plant
components is provided below.

1) Electric chillers: The detailed electric chiller model
developed is an integration of static models for the underlying
components, such as evaporators, condensers, compressors,
cooling towers and pumps. These components were modeled
using standard approaches in the thermodynamics literature [9,
10] such as LMTD and NTU-effectiveness. The models were
validated against available experimental data (Fig. 2).

Fig. 2. An experimental validation plot for Chiller 3. Similar
observations were made for other chillers

2) Thermal Energy Storage (TES): A dynamic, finite element
based model is used for the TES, which divides the tank into
100 control volumes along its height. Energy and mass
conservation laws are applied to each control volume. At any
given time, the tank operates in one of two modes - charging
and discharging - and therefore the resulting model is hybrid. In
the charging mode, a portion of the cold supply water from the
chillers is fed into the tank for storage. In the discharging mode,
cold water from the tank is released to meet the campus cooling
load. The temperature profiles predicted by the TES model are
similar to experimentally determined profiles (Fig. 3).

Fig. 3.Validation of TES model

Fig. 4. Validation of GT model

3) Gas Turbine (GT): Detailed static models for the Solar
Titan 130 GT present in the CCHP were developed using
thermodynamic laws of mass and energy conservation for each
underlying component, i.e. compressor, combustor, turbine and
generator shaft. The PID controllers used to control the Turbine
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(6)

(4)

(9)

(5)

(8)

(7)

(15)

(14)

(11)

(10)

(12)

(13)

(16)

ar,
pC pw --;It = fa,emTCpw(Tb - Ta) + UeA(Tb - Ta)

Bottom layer energy balance:

d~ ( )pC pw --;It = fb,emTCpw Tin,e - T b + UeA(Ta - Tb)

Supply valve energy balance:

Tin,e = TLS = TCHW S

Return valve energy balance:

mTTout,e + mLTLR = mCHwTcHWR

TES output with time delay:
Tout,e(t) = Ta(t - TDe)

(b) Discharging mode (m CHW :::; m L)
Overall mass balance:

m-: = m; -mCHW

Bottom layer energy balance:
at;

pC pw --;It = fb,dmTCp(Ta - T b) + UdA(Ta - T b)

Supply valve energy balance:

mTTout,d + mCHwTcHWS = mLTLS

Return valve energy balance:

Tin,d = TCHW R = T LR

TES output with time delay:

Tout,d(t) = Tb(t - TDd)

The time-delays were observed to be strongly dependent on
the mass flow rate through the TES, m-: They are quantified
by the following expressions obtained from regression:

10 7

DTe = -------
15.718 mT + 1781.5

10 7

DTd = -------
16.911 m-: + 332.82

The parameters [a,e, [b,e, [a,d and [b,d are time-constant
multipliers, and U; and Ud represent inter-layer heat transfer
coefficients. These parameters are to be calibrated so that the
predictions of the simplified and detailed models match closely.
This is expressed as least-squares optimization (17) and (18).

{ta,cJbP Uc} = arg min 1::=1 (Tout,cCk) - Tout,cCk) )2 (17)

{ta,dJb,d' Ud} = argmin 1::=1 (Tout,dCk) - Tout,dCk))2 (18)

TABLE I
REGRESSION COEFFICIENTS FOR COMPRESSOR POWER

Chiller
bn(kW)

Chiller
bn(kW)Number (n) an Number (n) an

1 0.1357 204.91 5 0.1213 454.94
2 0.1357 204.91 6 0.3683 151.29
3 0.1716 99.453 7 0.3127 427.63
4 0.1604 686.29

Exit Temperature (TET), turbine output power, shaft speed and
shaft acceleration, were also included, resulting in a closed loop
model. This model was validated using data from on-field
experiments, one result from which has been shown in Fig. 4.

III. REDUCED ORDER MODELING

The complexity of the models (e.g. 100 state TES model)
described in section II makes them unsuitable for direct use in
optimization. In this section, reduced order models for the
system components are developed for characteristics relevant
from the perspective of thermo-economic plant optimization.

A. Electric Chillers

It is assumed that TCHWR and TCHWS,i are maintained close to
their design values of 60 F and 40 F due to the action of control
valves. Therefore, the only independent variable in the i'"
chiller model is the chilled water mass flow, mCHW,i. The
amount of cooling provided by each chiller is expressed by (1).
Linear regression, (2) is then used to express the corresponding
power requirement by the chiller compressor, where the
obtained coefficient values are in Table I. Regression analysis is
also used to express the total power consumed by the chilled
water pumps, condenser water pumps and cooling tower fans.

QCHW,i = mCHW,i Cpw(TCHWR - TCHWS,i) (1)

Weomp,i = aiQcHw,i + hi where, i = 1,2, ... ,7 (2)

B. Thermal Energy Storage (TES)

We use a stratified, two-layer modeling paradigm [11] (Fig.
5), to develop a simplified representation of the TES dynamics.
The thermodynamics of the two layers can be expressed by a
pair of ODEs. However, when static energy and mass
conservations for the supply and return valves are considered,
the overall TES model becomes Differential Algebraic (DAE).

Discretized forms of (3) - (16) serve as constraints and a
simulated annealing based algorithm in MA TLAB was used to
determine the global minima. The parameters obtained are
shown in Table II, after averaging results from optimization
runs over a range of inputs. Outputs from the 2-layer and 100
node models were observed to be close (Fig. 6).

Fig. 5. Two layer stratified TES model in charging mode (discharging
mode is obtained by flipping the flows in and out ofTES)

TABLE II
OPTIMAL PARAMETERS FOR 2-LAYER TES MODEL

(a) Charging mode (mCHW ;:::: mL)

Overall mass balance:

m-. = mCHW r mc

Top layer energy balance:

(3)

Parameter Value Parameter Value

fa,c 1.739 fb,d 1.599

r; 2.222 u, 0.0283 (kW/m 2-K)

fa,d 4.138 Ud 0.0197 (kW/m 2-K)
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C.Gas Turbine (GT)

The detailed GT model is used to develop regression based
static relationships (19)-(21) between selected GT inputs and
outputs, relevant from the perspective of optimization. The
input variable is WGT 1 the desired electrical power produced by
the GT. The output variables of interest are the corresponding
values of natural gas mass flow rate, exhaust gas mass flow
rate, and Turbine Exit Temperature.

mf == 0.0447 WGT + 0.2287 (19)

mg == 0.2128WJT - 1.8986WGT + 40.479 (20)

TET == 0.06927 WdT - 2.126 WJT + 19.145 WJT (21)
- 31.57WGT + 636.27

E. Steam loop

We define the steam loop as the section of the CCHP system
associated with co-generated steam (Fig. 7). The following
assumptions are used to develop a model for the steam loop:
1) The deaerator and condensers operate at constant pressures.
2) The pressure and temperature of water exiting the steam loop
(entering the HRSG) are controlled to be constant.
3) Steam driving the turbine behaves like an ideal gas.
4) Mass flow rate ofsteam (water) in steam loop (HRSG) is set
proportional to the fuel mass flow rate in the GT. Similarly, the
ratio of steam used for driving the turbine, to that used for
heating, is constant at all times.

Fig. 7. Schematic layout of the steam loop

(32)

(30)

(31)

(28)

(29)

The above assumptions result in the following equations
which represent a simplified model of the steam loop:

m w1 == flwm
W

F. Integration ofcomponent models

It is important to check the functional integrity of the overall
system when the reduced order models are combined to create a
master model. This was verified by setting the input variables to
design values. It was observed (Table III) that the output
deviations from design values are within acceptable limits.

TABLE III
PERFORMANCE ANALYSIS UPON INTEGRATING COMPONENT

MODELS

D. Heat recovery Steam Generator (HRSG)

The HRSG, which consists of multiple components such as
superheater, economizer, boilers, etc., is modeled as a lumped,
counter-flow heat exchanger with the following assumptions.
1) There is no pressure drop in the gas stream from inlet to
outlet, i.e. PW,out == Pw,in
2) Pressure drops by constant factor in the steam/water stream.
3) The saturation temperature (Tw,sat) and specific enthalpy of
vaporization (h f g ) for water are linearly dependent on the
saturation pressure (Pw,sat) in the operating range of the HRSG:

Tw,sat == 8T ,l Pw,sat + 8T ,z 1 and (22)

hf g == 8h ,l Pw,sat + 8h ,z . (23)

Assumption 2 results in the following equation:

Fig. 6. Validation of 2-layer TES model in charging mode. Results for
discharging mode were similar.

(24)

Next, using the definition of heat exchanger effectiveness [9],

TET - Tg,out == E(TET - Tw,in) (25)

We define the steam generation potential ¢ of the HRSG as
mg(TET - Tg,out)/mw and consider following scenarios:

Case 1: ¢ < cpw(Tw,in - Tw,sat)
Not enough thermodynamic potential exists to generate steam.

Case 2: cpw(Tw,in - Tw,sat) < ¢ < cpw(Tw,in - Tw,sat) + hfg
In this case, steam in saturated state is generated, i.e.

TW,out == Tw,sat (26)

Case 3: ¢ ~ cpw(Tw,in - Tw,sat) + hf g

In this case, steam in superheated state is generated where,
1

Tw,out == Tw,sat + -;;-(¢ - cpw(Tw,in - Tw,sat) + hf9) (27)
ps

Value
System output Expected (design) predicted Deviation

variable value by master (%)
model

7

LQCHW,i 51.63 MW 53.73 MW 4.07
i=l

mf 6388.5 pph 6605.6 pph 3.40
TET 926 F 925.07 F 0.10
WS T 2.llMW 2.07MW 1.90

Tg,out 346 F 345.84 F 0.05

IV. OPTIMIZATION FRAMEWORK

The underlying objective of the optimization problem is to
determine, in advance, the optimal values of the plant inputs
such that the total plant operating cost over a 24-hour long time
period in the future is minimized. The results of the
optimization serve as set-points which lower level feedback
controllers can attempt to achieve through appropriate actuators
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B. Constraints

The reduced order models in section III serve as constraints
in the optimization. In addition to these, certain demand and
capacity constraints are also imposed:
1) Cooling Demand Constraint: For all k == 1,2, ... ,24:

or such as GT inlet valves, chiller control valves, etc. Details of
this supervisory optimization framework are presented below.

A. Objective Function

The objective function, which represents the total CCHP
operating cost in the look-ahead period, is expressed as:

] =I (1000 Cgrid(k)Wgrid(k) + c/uel(k)m/(k)) (33)
k= 1 Grid electricity cost Fuel cost

7

L QCHw,i(k) = 1000Qcooling(k)
i=l

2) Electricity Demand Constraint: For all k == 1,2, ... ,24:

Wgrid(k) + WGT(k) + WsT(k)
""-.-' -.--

Grid power purchased GT power produced ST power produced

Welec(k)J + 10100(Wpl(k)+Wp2(k)) +

Campus power demand Steam loop power consumption

_l_(WCHWP(k) + Wcwp(k) + WCTF(k) + Il=l Wcompi(k))
1000 '

Chiller bank power consumption

(34)

(35)

A. Load profiles and utility prices

Fig. 8 shows the cooling demand profile inspired by the
trends in [11] and the electrical demand profile, based on
measured data. The electricity rate schedule applied
corresponds to June 2011 schedule E-20 tariffs of the Pacific
Gas and Electric Company (PG&E), with three different rate
slabs for off-peak, part-peak and peak load hours (Table IV)
[12]. The natural gas price is $6.55 per 1000 cubic feet, which
was the June 2011 schedule G-NR2 tariff of PG&E [12]. The
optimization is performed at midnight.

B. Results

The nonlinear solver [mincon in the MATLAB optimization
toolbox, with the interior-point algorithm, was used and the
resulting optimal overall operating cost, compared with the
costs for the two baseline strategies, is shown in Table V. Here,
it is assumed that the tank is completely discharged at the initial
time with uniform water temperature of 60 F inside.

Different sets of initial points arrive at different optimal
solutions. After multiple trials, it was found that an initial
condition set where the TES is charged from midnight - 9 am
and discharged for all times provides a consistently lower value
of the objective function, than other randomly chosen initial
points. This initial condition set was used in the optimization.

TABLE IV
ELECTRICITY RATE SCHEDULE

3) Capacity constraints: Appropriate capacity constraints are
imposed on each input variable due to hardware capacity
limitations An important constraint is also imposed by the
utility company, mandating that at least 1 MW of electricity
must be purchased at all times from the grid to stay in service.

D.Decision variables

The optimization variables, where k == 1,2, ... ,24, are:
1) Chilled water mass flow from each chiller, mCHW,i(k),

where i == 1,2, ... 7
2) Total chilled water supply to campus, mL(k)

3) Chilled water supply temperature from each chiller,
TCHWS,i(k), where i == 1,2, ... 7
4) Temperature ofretum water stream from campus, TLR(k)

5) Operating power level ofGT, WGT(k)

6) Power purchased from grid, W g r id{ k)

Since the charging/discharging mode of TES depends on the

sign of(Il=l mCHW,i (k) - mL(k)), no binary variables are

needed to characterize it. Also, the initial tank state (water
temperature in the two layers) is an input to the optimization.

V.CASE STUDY

A case study is presented in this section to demonstrate the
benefits of using the modeling and optimization approach
described. Here, look-ahead optimization is performed for
prescribed cooling and electricity demands, and gas and
electricity price schedules. The optimization results are
compared against two baseline strategies. In the first baseline
strategy, two potentially advantageous features, i.e. the TES and
co-generation are not used. In the second baseline strategy, a
heuristic, rule-based methodology using physical intuition is
used to determine the operating parameters of the plant.

Classification Period Price ($/KWh)

Peak Sunnner 12:00-18:00 0.1397

Part Peak Sunnner
08:30-12:00,

0.0998
18:00- 21:30

Off Peak Summer 21 :30 - 08:30 0.0835

Fig. 8. Cooling (left axis) and electricity (right axis) demands used in
case study

TABLE V
COMP ARISON OF OPTIMAL AND BASELINE STRATEGIES

Total electricity Total natural
Total operating

purchased gas purchased
cost ($)

(10 3 kWh) (metric ton)
Optimal

54.8 71.9 31,766
strategy

Baseline
106.9 71.9 37,715

strategy 1

Baseline
87.7 70.6 34,441

strategy 2

Fig. 9 shows the total cooling load to which the chillers are
subjected to, when operating as per the optimal strategy versus
the first baseline strategy. The role of TES in re-shaping the
chiller load profile so as to shift peak loads to more economical
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off-peak and part-peak periods (Table IV) is evident. Similarly,
Fig. 10 quantifies the role of cogeneration in bringing down
grid and GT power levels. Here, the difference between the two
curves represents the power generated by steam turbine.

Fig. 9. Total cooling load acting on the chillers

Fig. 10. Total power from GT and grid

The second baseline strategy, is based on the following
heuristic but intuitive guidelines:
1) The TES is begun to be charged (with chillers running at full
capacity) at midnight. This is continued in the rest of the off
peak price regime until TLS and TCH W R violate constraints.
2) The TES is discharged at its maximum discharge rate to
provide campus cooling, with chillers turned off, in the peak
electricity price regime beginning at noon. This is continued in
the rest of the regime until TLS and TCH W R violate constraints.
3) Chillers are turned on in decreasing order of design COPs.
4) TCH W S and TLR are set to their design values of 40 F and 60 F.
5) The GT is always given preference over the grid. This is
based on relative analysis of the corresponding $/kWh rates.

The values of mCHW,i(k) and mL(k) are calculated from rules
1-4 using a simple procedure using knowledge of prescribed
cooling demands. Then, Wg r i d (k) and WGT (k) are calculated
using rule 5 to meet the prescribed electricity demands.

C.Discussion

The rule based strategy represents an intuitive methodology
aimed at achieving optimal operation. However, as suggested
by Table V, the optimal strategy based on the approach in
section IV is still able to perform better than this strategy by
around 8.5%, in terms of operating cost. This clearly highlights
the advantage of a systematic modeling and optimization
procedure for the operation of a large scale, complex energy
generation and distribution system such as a CCHP plant.

The proposed modeling and optimization procedure also
allows quantification of the economic benefits of using TES and
co-generation capabilities in a cooling and power plant. As
indicated in Table V, the use of these features promises cost
savings of around 19% for the test case under investigation.

This would potentially translate into a satisfactory pay-back
period for the initial capital expenditures incurred in the
purchases and installations associated with these capabilities.

The high sensitivity of the optimal solution to the choice of
initial conditions, as stated earlier, suggests the occurrence of
multiple local minima. Our future work will focus on
refinement of the optimization framework presented in this
paper, by using global optimization algorithms such as multi
start [13, 14] to determine a more optimal operating point than
the current best achieved using the local solvers.

VI. CONCLUSIONS

The modeling and optimization of a campus CCHP plant was
studied in this paper. Reduced order, simplified thermo
economic models spanning multiple physical domains, were
obtained from detailed, experimentally validated component
models by using static and dynamic system identification
techniques. A model-based, look-ahead optimization problem
was then formulated to minimize the operating cost of the plant,
by making use of forecasted electric and thermal demands. The
proposed methodology was shown to achieve around 8.5%
improvement over a rule-based optimization strategy.
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