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CHAPTER 1

Introduction and Background

Fluid flows in rotor-stator systems are of great importance in scientific research and engineering practice. It is one of the most fundamental flow in fluid mechanics and has been studied for more than a century. It also has many engineering applications as the gas cooling of turbine blades or wind energy. Turbomachinery, which includes multiple rotor-stator stages, is responsible for more than 80% of the world’s energy production today. Therefore, a good knowledge of heat transfer and fluid flows in rotor-stator systems is crucial. For example, an excessive amount of coolant is often supplied to the turbine cavity which imposes an unnecessary penalty on the engine cycle, which in turn induces a loss of efficiency.

In this study, the author focused on a simple, academic rotor-stator system. This configuration has been studied extensively experimentally, theoretically and numerically in literature and particularly by Sébastien Poncet of Université Aix-Marseille. Poncet’s and Randriamampiania’s experimental results [1] were chosen as a reference. Poncet has also studied the rotor-stator system numerically, using Reynolds Average Navier Stokes equations (RANS), Large Eddy Simulations (LES) and Direct numerical simulations (DNS). He often used high-order methods, such as probability density functions or the weighted essentially non-oscillatory schemes (WENO), with an axisymmetric structured grid build specifically for this geometry. The goal of this study is to reproduce S. Poncet’s experimental results using low-order methods on an unstructured mesh. The software used is AVBP build by the Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique (CERFACS). Here, only LES is used.

First, the following section will summarise the research done on the rotor-stator cavity
in the 20\textsuperscript{th} century in a chronological fashion. Chapter 2 presents a throughout literature review of Poncet’s work on rotor-stator systems with no through-flow. Then, in chapter 3, the governing equations and general methodology used in AVBP is presented followed by a review of the fundamentals of LES and the models used in the study. Chapter 4 then presents the numerical parameters and the meshes used followed by the simulation results; the last section of the chapter discusses the satisfaction and issues related to those results. Furthermore, the conclusion outlines the main findings of this study and the perspectives of further investigations.

1.1 Historical Context

The rotor-stator flow has been a fundamental problem for more than a century. It is one of the simplest flow where rotation plays a crucial role in turbulence. It also has an exact solution to the Navier-Stokes equations as found by Von Kármán \cite{1}.

The first work on this kind of flow is credited to Ekman. In 1905, he studied the effect of the rotating earth, approximated as an infinite plate, on the oceanic current \cite{2}. Later, as previously mentioned, Von Kármán solved the Navier-Stokes equations for the laminar flow over an infinite rotating disk in a quiescent fluid \cite{1}. He found that the flow is confined within a thin boundary layer on the rotating disk. Von Kármán analysis was subsequently followed by the work of Bödewadt. He studied the opposite case, in which an infinite stationary disk is sitting in a fluid in solid body rotation \cite{3}. Batchelor studied the case of a fluid confined between two infinite disk, one rotating and one stationary \cite{4}. He found the formation of a non-viscous core in solid body rotating confined between the boundary layer of each disk. However, Stewartson found in 1953 that the tangential velocity of the fluid is zero everywhere except in the rotor’s boundary layer \cite{5}.

An intense controversy persisted for nearly thirty years after Stewartson’s work. The problem of the existence or not of a core solid body rotation justified many works during that span of time. In 1983, Kreiss and Parter gave reason to both party proving the existence of a
multiple class of solutions, depending on the rotating speed of the rotor and the geometrical configuration of the system [6]. Daily and Nece performed theoretical and experimental studies on the closed rotor-stator system [7]. They pointed out that the different solutions were dependent on two non-dimensional numbers, the Reynolds number $Re_\Omega$ and the aspect ratio $G$:

\[ Re_\Omega = \frac{\Omega b^2}{\nu} \quad G = \frac{h}{b-a} \]  

(1.1)

where $\Omega$ is the rotational velocity of the disk, $a$ and $b$ the inner and outer radius of the cavity respectively, and $h$ the interspace between the two disks. Note that the Reynolds number is strictly a geometrical and fluid parameter, as it contains no information of the flow itself. The geometrical configuration of the system is shown in figure 1.1 [7].

Wether the flow is laminar or turbulent mostly depends on the Reynolds number. At $Re_\Omega \geq 2 \times 10^5$, the flow will most likely be turbulent whatever the aspect ratio. The results of Daily and Nece were later confirmed numerically by that of Lance and Rogers [8], and Owen and Rogers [9].

![Figure 1.1: System geometry](image)
The terminology specific to the rotor-stator cavity literature will be adopted in this paper. The rotor and stator boundary layers are referred to as the Ekman and Bödewadt layers respectively, as a tribute to two of the pioneers of this field. The merged and separated boundary layer regimes are called the Stewartson and the Batchelor flow, respectively.
CHAPTER 2

Literature Review

Poncet et al. has performed analytical, experimental and numerical work on the closed rotor-stator cavity, with the exception of [10] in which, although the cavity remains without through flow, measurements and simulations were performed on both shrouded and unshrouded cavities. He used the three main approach to simulate the system: RANS, LES and DNS. In this section, Poncet’s work on the closed rotor-stator cavity has been divided according to those three numerical approach.

2.1 RANS simulations

The only work with RANS has been done by Nour, Poncet, Debuchy and Bois [10]. In this paper, they performed a analytical, experimental and numerical investigation of turbulent air flow in a rotor-stator system. As mentioned above, the shroud of the rotor-stator is removable. The geometry used in this work is shown below.

In this study, H and Ω, the inter-disk space and the rotational velocity of the rotor, are fixed to 30 mm and 1500 rpm, respectively. Thus, the significant dimensionless parameters of the problem, which are the axial ratio of the cavity $G = H/R$ and the Reynolds number $Re_Ω$ remain constant at 0.08 and $1.47 \times 10^6$, respectively. Two values of the geometrical parameter $\lambda$, defined by $\lambda = \frac{\Delta R}{H}$, are tested on the shrouded case: $\lambda = 0$ and $\lambda = 0.27$, while it remains fixed at $\lambda = 0.27$ for the unshrouded case.

The system studied shows several complexities for a numerical simulation, including
high rotation rate, wall effects and transition zones, which are a severe test for turbulence modeling methods. The computational approach is based on a finite volume method using staggered grids for mean velocity components with an axisymmetry hypothesis in the mean. The authors’ approach in this study are based on a one-point statistical modeling using a low Reynolds number second-order full stress transport closure derived from the Launder and Tselepidakis model [11] and sensitised to rotational effects by Elena and Schiestel [12]. Poncet et al. investigated these numerical methods on the rotor stator system in a previous study and found it to be adequate for such flow configuration [13]. Comparaisons between, on one hand the shrouded and unshrouded configurations, and on the other hand the experimental and numerical results are shown below in figures 2.2 and 2.3, respectively. The non-dimensional tangential and radial velocities are defined in equation (2.1):

$$V_\theta^* = \frac{V_\theta}{\Omega r} \quad V_r = \frac{V_r}{\Omega r}$$  \hspace{1cm} (2.1)

In figure 2.2, the authors noted that for a radius $r^* < 0.613$, the radial flow circulates only through the boundary layers while for $r^* \geq 0.773$, the radial exchange of fluid also happens in the core region. Also, the dimensionless tangential velocity in the central core is a decreasing function of $r^*$ until it reaches a constant value for $r^* \leq 0.533$. The central core flow rotates as a solid body with a velocity approximately equal to 38-40% of the local
Figure 2.2: Axial profiles of the mean radial and tangential velocity components at various radii. Shrouded configuration: \( \lambda = 0 (\bigcirc) \), \( \lambda = 0.27 (\square) \); Unshrouded configuration: \( (\Delta) \) [10].

velocity of the rotating disk.

In figure 2.3, the authors observe a good agreement between the experimental and numerical results, especially at the periphery of the cavity. The three distinct zones of the flow are well observed for both cases. Although the Ekman layer along the rotor is well reproduced by the model, a small discrepancy is observed along the stator, where the RSM model tends to underestimate the thickness of the Bödewadt layer.

For the analytical derivation, the authors assumed the flow to be incompressible, axisym-
metric with negligible turbulence effects, and $G << 1, Re >> 1$. Since this paper focuses on numerical methods, the derivation will not be shown here but the reader is encouraged to refer himself to [10] for more details. The authors found an expression for the core swirl coefficient $K$, defined by $K = \frac{V_\theta}{\Omega}$, as a function of the core swirl coefficient corresponding to the solid body rotation $K_B$. Introducing the boundary condition $K = K_P$ at $r^* = 1$ [10]:

$$\frac{K}{K_P} = \left(\frac{K_P}{K_B}\right) \left(\frac{K_B - K_P}{K_B - K_P}\right)^{a r^*} \quad (2.2)$$

This model was compared to the results obtained both experimentally and numerically for the case of the unshrouded rotor-stator cavity. The comparison is shown in figure 2.4.
Figure 2.4: Radial distribution of the core swirl ratio [10]

The theoretical distribution is obtained from (2.2) with $K_B = 0.382$, $K_P = 0.22$ and $a = 0.6$. The authors note that the three results are in very good agreement for this range of radial location. The core swirl coefficient increases when approaching the axis of rotation until it reaches a constant value of 0.382 for $r^* < 0.5$. The authors attribute this variation to the opening at the periphery which strongly modifies the inlet/outlet conditions.

2.2 Large Eddy Simulations

Poncet has also done numerical simulations on the closed rotor-stator cavity using high-order LES. The author simulated the system using the Spectral Vanishing Viscosity approach on a rotor-stator configuration shown in figure 1.1 with and without heat transfer [14], [16]. In another work, he compares two high-order LES methods with an RSM model and previous experimental work [17].

The LES approach consists of a pseudospectral method based on a collocation-Chebyshev
method in the $r$ and $z$ non-homogeneous directions and a Galerkin-Fourier method in the azimuthal periodic direction $\theta$ [14], [16]. The time scheme is semi-implicit and second order accurate. It is a combination of an explicit treatment of the convective terms and an implicit treatment for the diffusive terms using the Adams-Bashforth and second-order backward Euler scheme, respectively. The Spectral Vanishing Viscosity approach (SVV), first introduced by Tadmor [18] for stabilizing the inviscid Bürger equation, is incorporated into the governing equations. It was shown by the author that this technique leads to stable discretizations without sacrificing the formal accuracy of the spectral approximation [14].

Referring to figure 1.1, the geometrical parameters used for this simulations are defined as follows:

$$G = \frac{b - a}{h} = 5; \quad R_m = \frac{b + a}{b + a} = 1.8; \quad 10^5 \lesssim Re = \frac{\Omega b^2}{\nu} \gtrsim 10^6$$

\[ (2.3) \]

Figure 2.5: Mean velocity profiles at different Reynolds number at $r^* = 0.5$ [14]

Figure 2.5 and 2.6 show the velocity profiles $V_\theta$ and $V_r$ and the Reynolds stresses for different Reynolds number. $R_{rr}^*$ and $R_{\theta\theta}^*$ are defined below:
Figure 2.6: Mean axial profiles of the non-dimensional radial and tangential Reynolds stress tensor components $R_{rr}^*$ and $R_{\theta\theta}^*$ at different Reynolds number at $r^* = 0.5$. Comparisons between the LES (−) and experimental (○) results [14]

\[
R_{rr}^* = \frac{\bar{v}_{r'}^2}{(\Omega r)^2} \quad R_{\theta\theta}^* = \frac{\bar{v}_{\theta'}^2}{(\Omega r)^2} \quad (2.4)
\]

Whatever the Reynolds number, the mean flows correspond to separated boundary layer flows, belonging to the regime IV denoted by Daily and Nece [7]. There is a good agreement between the experimental and numerical results, although some discrepancies appear at $Re = 10^6$. On both disks, the boundary layer thickness decreases with increasing Reynolds number. Table 2.1 summarises the results obtained by Poncet et al. [14]. $\delta_E$ and $\delta_B$ refer to the Ekman and Bödewadt boundary layers, located on the rotor and stator, respectively. Once again, $K$ refers to the entrainment coefficient of the core region located between the two boundary layers.

The swirl coefficient $K$ increases slightly with the Reynolds number. The increase of the rotational velocity of the rotor is primordially felt in the boundary layers rather that
Table 2.1: Influence of the Reynolds number on the entrainment coefficient $K$ and the boundary layers’ thickness for $r^* = 0.5$ [14]

<table>
<thead>
<tr>
<th>Reynolds number</th>
<th>$K$</th>
<th>$\delta_E/h$</th>
<th>$\delta_B/h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>0.35</td>
<td>0.104</td>
<td>0.222</td>
</tr>
<tr>
<td>$4 \times 10^4$</td>
<td>0.36</td>
<td>0.071</td>
<td>0.147</td>
</tr>
<tr>
<td>$10^6$</td>
<td>0.38</td>
<td>0.055</td>
<td>0.084</td>
</tr>
</tbody>
</table>

the core region of the flow. The authors stipulate that the boundary layers are known to behave like that of an infinite plate in a moving fluid, namely in this case $\sqrt{\frac{\nu}{\Omega}}$. Although the Bödewadt layer $\delta_B$ seems to be in agreement with that hypothesis, the thickness of the Ekman boundary layer $\delta_E$, decreases by a factor of 2 between $Re = 10^5$ and $Re = 10^6$. This is characteristic of a rotating boundary layer which becomes turbulent. This is confirmed by the Reynolds’ stress results shown in figure 2.6: the bödewadt layer is turbulent at all Reynolds number while the Ekman layer becomes turbulent at $Re = 4 \times 10^5$. The maximum error of the LES results occurs in the prediction of the peak values. At $Re = 10^6$ for $R_{rr}$, the experimental data shows the turbulent intensities of the two boundary layers to be equal, while LES predicts the rotor to reach higher turbulence. Poncet explains that such behaviour may come from the anisotropy of the grid, which is globally coarser in the radial direction.

Figure 2.7 shows the turbulent intensities at different radii [14].

As expected, the boundary layers become more turbulent with increasing radius. The turbulent intensities therefore depends on the local Reynolds number $Re_r = \frac{\Omega r^2}{\nu}$. Except at $r^* = 0.9$ where the finite cavity effects are no longer negligible, the turbulence intensities remain confined in the two boundary layers. Also, whatever the radial location, the $R_{66}$ component remain twice as large than $R_{rr}$.

In [17], Viazzo, Poncet et. al. compare different LES models with Reynolds Stress Modelling (RSM) of Elena and Schiestel [12] and the experimental results on a simple closed rotor-stator cavity similar to that shown in figure 1.1. In this study, conservation equations
Figure 2.7: Mean axial profiles of the non-dimensional radial and tangential Reynolds stress tensor components $R_{rr}^*$ and $R_{\theta\theta}^*$ at different radii $Re = 10^6$. Comparisons between the LES (-) and experimental (◦) results [14] are solves using a Fourier approximation in the homogeneous tangential direction. In both non-homogeneous radial and vertical directions, the solutions are approximated using either fourth-order compact finite difference scheme (LES-FD) [19] or a collocation Chebyshev approximation (LES-SVV) [15], similar to the one used in [14]. The reader is encouraged to refer himself to the associated papers for more details. The tangential and radial velocity profiles are shown in figure 2.8.

The agreement between experimental measurements and both LES simulations is satisfactory and furthermore, they provide better overall results than the RSM prediction. Both LES methods slightly underestimate the rotor and stator boundary layers’ thickness, especially at large radii for LES-FD. The velocity maxima are well predicted over the stator but greatly overestimated over the rotor. The LES-FD slightly underestimates the core swirl ratio $K$, predicting a value of $K = 0.345$ at $r^* = 0.5$ with respect to $K = 0.36$ obtained by
Figure 2.8: Tangential ($V_\theta$) and radial ($V_r$) velocity profiles at different radii and using different numerical methods.

Figure 2.9: Axial variations of two normal Reynolds stress tensor components $R_{\theta\theta}$ and $R_{rr}$ at different radii and using different numerical methods.
LES-SVV and the experimental results. This underestimation is more pronounced by the RSM which predicts $K = 0.315$.

Second-order statistics available from experimental measurements in the radial and tangential directions have been computed in figure 2.9. The authors point out that the LES simulations provide an overall agreement with the experimental data both in boundary layers and in the core. Note however a slightly better estimation of the turbulence intensity by LES-SVV and LES-FD. On the other hand, RSM seems to strongly overestimate the maxima of the normal components of the Reynolds stress tensor within the stator boundary layer at all radii. Also, it predicts zero stress in the core except at $r^* = 0.7$. The two LES models over predict $R_{\theta\theta}$ in both boundary layers, the maximum being reach by LES-SVV along the stator at $r^* = 0.5$. The leads to a much stronger anisotropy by of the Reynolds stress tensor than in the experiments. The authors suggest that such behaviour could be related to the anisotropy of the grid computation, which is globally much coarser in the tangential direction, especially at large radius.

Overall, the authors agree that both LES methods are well suited for the rotor-stator simulation, while giving a slight preference to the LES-FD simulations due to the odd behaviour to the LES-SVV methods in the boundary layers for the Reynolds’ stresses.

2.3 Direct Numerical Simulations

Poncet performed three studies on the rotor-stator configuration shown in figure 1.1 using Direct Numerical Simulation (DNS) [20], [21], [22]. Note however that in these three papers, the z-axis points downward: the rotor and stator are thus respectively located at $z^*=1$ and $z^*=0$. In these publications, the author combined a 3D DNS simulation with a laboratory study to describe the turbulent flow in a closed rotor-stator cavity characterised by a large aspect ratio, $G = 18.32$. The Reynolds number of this study was set to $Re = 9.5\times10^4$, which according to previous studies corresponds to a turbulent stator boundary layer and a laminar
rotor boundary layer.

The author used a pseudospectral collocation-Chebyshev and Fourier method for the spatial discretisation associated with a second order time scheme based on a combination of Adams-Bashforth and backward differentiation formula schemes. The spatial resolution of the grid was set to 300, 80 and 100 in the radial, axial and azimuthal directions respectively. After a statistically steady state was reached, the turbulent characteristics were recorded during 15 time units, which is based on the rotational speed of the rotor, $\tau = \Omega^{-1}$ [20], [21], [22].

Figure 2.10 shows the axial profiles of the mean tangential and radial velocity, $V_\theta^*$ and $V_r^*$ at four radial locations [21]. The flow exhibits a typical Batchelor behaviour, similar to the regime IV of Daily and Nece [7]: two developed boundary layers separated by a central rotating inviscid core. The two disks’ boundary layer is defined by the axial coordinate at which its velocity reaches 0.99$K$, where $K$ is the rotational speed of the core. The author states that the stator boundary layer’s layer thickness is a decreasing function of radius $r^*$. However, the rotor boundary layer’s thickness remains constant independently of $r^*$, which is characteristic of laminar flows. The entrainment coefficient $K$ varies between 0.375 and 0.418 in the radial range considered. It is to be compared to the theoretical value of 0.431 obtained by Owen and Rogers [9] and the semi-empirical value of 0.438 found by Poncet et al. [23].

A polar plot of the mean radial and tangential velocity components is shown in figure 2.11. The DNS results are compared to the experimental results obtained by the authors as well as results from Lygren and Andersson [24] and Von Karman’s laminar solution [1]. The polar profile of the stator side, where the radial velocity is negative, falls between the typical fully turbulent behaviour and the laminar solution from the Von Karman similarity solution. The polar plot of the rotor boundary layer is very close to the laminar solution. This confirms the laminar nature of the flow next to the rotor while the turbulence is concentrated on the stator side.

Comparisons between measurements and numerical results of the Reynolds stress varia-
Figure 2.10: Tangential ($V_{\theta}^*$) and radial ($V_{r}^*$) velocity profiles at: (a) $r^* = 0.44$, (b) $r^* = 0.56$, (c) $r^* = 0.68$, (d) $r^* = 0.80$ [21].

Figure 2.11: Polar plot of the non-dimensional velocity [21]

ations along the radius are shown in figure 2.12. The axial profiles of the Reynolds shear stress $R_{\theta r}^*$ are nearly zero except close to the stator, implying that the reynolds shear stress
is concentrated in the stator boundary layer. The intensities of the normal stresses are also mostly concentrated in the stator boundary layer. This indicates that at this rotation rate, \( Re = 9.5 \times 10^4 \), the rotor boundary layer remains laminar. Also, the experimental results show that the flow along the stator becomes more turbulent at large radius, although the numerical simulation does not seem to capture this variation.

Figure 2.12: Tangential \( R_{\theta \theta}^* \), radial \( R_{rr}^* \) and shear \( R_{r\theta}^* \) stress profiles at: (a) \( r^* = 0.44 \), (b) \( r^* = 0.56 \), (c) \( r^* = 0.68 \), (d) \( r^* = 0.80 \) [21].

Figure 2.13 shows the isocontour of the turbulent Reynolds number and kinetic energy defined as such:

\[
Re_t = \frac{k^2}{\nu \epsilon} \quad k^* = \frac{k}{(\Omega b)^2}
\]  

Figure 2.13 confirms that the rotor boundary layer remains laminar [21]. Also, the turbulent intensities are strongest at large radius and decrease as the fluid flows inward. The presence of isocontours close to the junction between the stationary disk and the shroud
suggest that the turbulence may start to develop in this zone. Also, as expected, the low value of the maximum turbulent Reynolds number $Re_t = 20.52$ confirms the weakly turbulent nature of this flow.

Figure 2.13: Regularly spaced isocontours of: (a) the turbulent Reynolds number $0 < Re_t \leq 20.52$; (b) the turbulent kinetic energy $0 \leq k^* \leq 1.377 \times 10^{-2}$ [21]
CHAPTER 3

Governing Equations and Methodology

3.1 Governing equations

In this section are presented the governing equations that are used by the software AVBP. The equations below are the ones solved by AVBP regardless of the assumptions made by a specific simulation. For example, the flow in a simulation cannot be specified as incompressible, the incompressibility of the flow is a consequence of the governing equations. Therefore the equations are presented in their most general form, as they are treated by AVBP.

In the following sections, unless specified otherwise, the Einstein’s index notation will be implied in repeated indices. Note however that the index \( k \) refers to the \( k^{th} \) species and does not follow the summation rule.

3.1.1 Navier-Stokes Equations

The dynamical behavior of a fluid element is determined by three conservation laws: the conservation of mass, momentum and energy. In differential form, the general form of the conservation laws are given as follows:

\[
\frac{\partial \rho_k}{\partial t} + \frac{\partial}{\partial x_j} (\rho_k u_i) = -\frac{\partial}{\partial x_j} [J_{j,k}] + \dot{\omega} \tag{3.1}
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i u_j) = -\frac{\partial}{\partial x_j} [P \delta_{ij} - \tau_{ij}] \tag{3.2}
\]

\[
\frac{\partial \rho E}{\partial t} + \frac{\partial}{\partial x_j} (\rho E u_j) = -\frac{\partial}{\partial x_j} [u_i (P \delta_{ij} - \tau_{ij}) + q_j] + \dot{\omega}_T + Q_r \tag{3.3}
\]

where \( \rho \) is the fluid density, \( u_i \) the \( i^{th} \) velocity component, \( P \) the pressure and \( E \) the total energy. The stress tensor is given by \( \tau_{ij}, \delta_{ij} \) is the Kronecker delta and \( q_j \) the heat flux. The
source terms $\dot{\omega}$, $\dot{\omega}_T$ and $Q_r$ are the mass, chemical and radiative source terms.

It is conventional to express the governing equations in terms of the conservative variables vector, $U$ defined below:

$$U = \begin{bmatrix} \rho_k \\ \rho u_i \\ \rho E \end{bmatrix}$$  \hspace{1cm} (3.4)

Therefore, in terms of the vector $U$ the conservation laws can be written as:

$$\frac{\partial U}{\partial t} + \frac{\partial}{\partial x_j}(F_c - F_v) = Q$$  \hspace{1cm} (3.5)

where $Q$ is the source term, $F_c$ and $F_v$ the convective (or inviscid) and viscous flux terms, respectively. They are defined as follows:

$$Q = \begin{bmatrix} \dot{\omega}_k \\ 0 \\ \dot{\omega}_T + Q_r \end{bmatrix}, \quad F_c = \begin{bmatrix} \rho_k u_j \\ \rho u_i u_j + P\delta_{ij} \end{bmatrix}, \quad F_v = \begin{bmatrix} J_{j,k} \\ -\tau_{ij} u_i + q_j \\ -\tau_{ij} \end{bmatrix}$$  \hspace{1cm} (3.6)

AVBP uses a Finite Volume Method for the discretization of the domain space. Therefore, it solves the integral form of equation (3.5). Consider a control volume $\Omega$ fixed in space and bounded by a close surface $\partial\Omega$ represented in figure 3.1. We also introduce a surface element $dS$ with an associate outward pointing normal vector $\vec{n}$:

![Figure 3.1: Definition of a finite control volume fixed in space](image)
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Therefore, following the definition of the control volume $\Omega$, the integral form of the Navier-Stokes equations is given in equation (3.7):

$$\frac{\partial}{\partial t} \int_{\Omega} U \, d\Omega + \oint_{\partial \Omega} (F_c - F_v) \, dS = \int_{\Omega} Q \, d\Omega \quad (3.7)$$

### 3.1.2 Thermodynamic Equations

There are two more equations required for the system to be well posed, as the pressure and temperature remain to be solved for. AVBP deals strictly with gaseous flow; therefore the equation of state for an ideal gas is used:

$$P = \rho r_g T \quad (3.8)$$

where $r_g$ is the gas constant of the mixture, $r_g = R/W$, $R$ being the universal gas constant and $W$ the molecule weight of the mixture. It is given by equation (3.9):

$$\frac{1}{W} = \sum_{k=1}^{N} \frac{Y_k}{W_k} \quad (3.9)$$

where $Y_k$ is the mass fraction of the $k^{th}$ species.

The last equation relates the total energy $E$ and the temperature. The standard reference state used is:

$$P_o = 1 \text{ bar}, \quad T_o = 0 \text{ K} \quad (3.10)$$

AVBP uses a table listing of the sensible enthalpies from 0 K to 5000 K in a 100 K interval. Therefore the sensible enthalpy can be evaluated using the following equation:

$$h_{s,k}(T_i) = \int_{T_o}^{T_i} C_{p,k} \, dT = \frac{h_{s,k}^m(T_i) - h_{s,k}^m(T_o)}{W_k} \quad (3.11)$$

$h_{s,k}(T_i)$ is defined as the sensible enthalpy at temperature $T_i$, $C_{p,k}$ the mass heat capacity at constant pressure and $h_{s,k}^m$ the molar sensible enthalpy. The subscript $k$ refers to the $k^{th}$ species as it will for all variables in this section. Using equation (3.11), the sensible energy
can be calculated using equation (3.13):

\[ e_{s,k}(T_i) = \int_{T_o}^{T_i} C_{v,k} \, dT = h_{s,k}(T_i) - rT_i \]  \hspace{1cm} (3.12)

\[ = h_{s,k}(T_i) - \frac{p}{\rho} \]  \hspace{1cm} (3.13)

where \( e_{s,k}(T_i) \) is the sensible energy at temperature \( T_i \) and \( C_{v,k} \) the mass heat capacity at constant volume. The ideal gas law was used to derive equation (3.13). Finally, the total energy \( E \) can be related to the sensible energy by (3.14):

\[ E(T_i) = \sum_{k=1}^{N} e_{s,k}(T_i) + \frac{1}{2} u_j u_j \]  \hspace{1cm} (3.14)

therefore, the pressure and temperature can be obtained from the conservative variables using the combined equations (3.8), (3.11), (3.13) and (3.14).
3.2 The Large Eddy Simulation Approach

3.2.1 The LES Concept

Turbulence is a natural phenomenon of fluid mechanics and is due to the non-linear convective terms in the Navier-Stokes equation (3.3). The main issue in numerically reproducing a turbulent flow is that it contains vortices of very large different sizes.

Direct Numerical Simulation (DNS) calculates directly the Navier-Stokes equations as is, without modeling any part of the structures’ spectrum. The solution is therefore exact. However, the mesh size is dictated by the smallest turbulent structures. Their size is given by Kolmogorov scales $\eta$:

$$\eta = \left(\frac{\nu^3}{\epsilon}\right)^{1/2}$$

(3.15)

where $\epsilon$ is the rate of dissipation of the kinetic turbulent energy per unit mass, and $\nu$ the kinematic viscosity of the fluid. There is an energy cascade from large vortices to smaller vortices. The structures with characteristic sizes $\eta$ are then directly dissipated by the fluid’s viscosity. As a result, to capture all the turbulent kinetic energy of the flow, the mesh size is proportional to $N = Re^{9/4}$, which is much to large for today’s computer to handle except for very simple, academic geometries. The alternative is to calculate only a part of the flow and model the other. The most used modeling methods today use the Reynolds-Averaged Navier-Stokes (RANS) equations and the Large Eddy Simulation (LES).

The RANS equations are time-averaged equations of motion. These equations give approximate averaged-solutions to the Navier-Stokes equations. All of the turbulent structures are modeled. LES stands between RANS and DNS, as it calculates directly the large scale structures that contain most of the turbulent kinetic energy and models the smaller ones. The small scales vortices are modeled by a algebraic subgrid-scale (SGS) turbulent model. LES is less sensitive to models than the RANS equations but require less dissipative schemes in order to capture correctly the energy cascade. The RANS, LES and DNS properties are summarized in Figure 3.2 [25]:
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LES is nowadays recognized as an intermediate approach in comparison to the now classical RANS methods. This is especially true for industrial applications where an understanding of the unsteady aspect of the flow is essential.

From a mathematical perspective, the major difference between LES and RANS comes from the operator employed in the derivation of each methods’ governing equation. In RANS, the operator consist of a temporal or ensemble average over a set of realization of the studies. The enclosed terms are representative of the physics taking place over the entire range of frequencies present in the ensemble of realization under consideration.

In LES, the operator is a spatially localized time independent filter of given size, \( \Delta \), to be applied to a single realization of the studied flow. Resulting from this spatial average is a separation between the scales larger and smaller than the filter size. The unclosed terms in LES are representative of the physics associated with the small structures with high frequencies present in the flow. Due to the filtering approach, LES allows a dynamic representation of the large scale motions whose contributions are critical in complex geometries. The LES predictions of complex turbulent flows are therefore closer to the physics than the RANS predictions since large scale phenomena such as large vortex shedding and acoustic waves are
embedded in the set of governing equations (3.18). Figure 3.3 illustrates the results obtained by the three different numerical approach, RANS, LES and DNS [25]:

![Figure 3.3: Results comparisons obtained with RANS, LES and DNS.](image)

For the reasons presented above, LES has a clear potential in predicting turbulent flows encountered in industrial applications. The accuracy of the solution depends on the size of the spectrum that is being model and therefore the filter size ∆.

### 3.2.2 The Governing Equation for LES

In LES, variables are filtered either in spectral space, where components greater than a given cut-off frequency are suppressed, or in physical space where the variables are weighted average over a given volume. The filtered quantity $f$ is defined as [25]:

$$\bar{f}(x) = \int f(x')F(x - x')dx'$$

(3.16)

where $F$ is the LES filter. A mass-weighted Favre filtering is then introduced according to the definition given in equation (3.17):

$$\bar{\rho} \bar{f} = \int \rho f(x')F(x - x')dx'$$

(3.17)

The filtered quantity is resolved in the numerical simulation whereas $f' = f - \bar{f}$ corresponds to the unresolved part, the subgrid scale term due to unresolved motion. The governing equations for LES are obtained by filtering the instantaneous balance equations,
which lead to the following:

$$\frac{\partial}{\partial t} \int_\Omega \tilde{U} + \oint_{\partial \Omega} (\tilde{F}_c - \tilde{F}_v) dS = \int_\Omega \tilde{Q} d\Omega + \oint_{\partial \Omega} S^t dS \quad (3.18)$$

where, as in the regular Navier-Stokes equations, the vector $\tilde{U}$ is the conservative variable, $\tilde{Q}$ the source term and $\tilde{F}_c$ and $\tilde{F}_v$ correspond to the inviscid and viscous flux terms. These variables are defined below:

$$\tilde{U} = \begin{bmatrix} \ubar{\rho} \\ \ubar{\rho} \bar{u}_i \\ \ubar{E} \end{bmatrix}, \quad \tilde{Q} = \begin{bmatrix} \bar{\omega}_k \\ 0 \\ \bar{\omega} + Q_r \end{bmatrix}, \quad \tilde{F}_c = \begin{bmatrix} \bar{\rho} \bar{u}_j \\ \bar{\rho} \bar{u}_i \bar{u}_j + \bar{P} \delta_{ij} \\ \bar{\rho} \bar{E} + \bar{P} \delta_{ij} \bar{u}_j \end{bmatrix}, \quad \tilde{F}_v = \begin{bmatrix} \bar{J}_{j,k} \\ -\tau_{ij} \bar{u}_i + \bar{q}_j \\ -\tau_{ij} \end{bmatrix} \quad (3.19)$$

The additional term $S^t$ in equation (3.18) is the subgrid scale or turbulent flux term introduced by the filtration process done for the LES methodology. It is defined in equation (3.20):

$$S^t = \begin{bmatrix} \bar{J}_{j,k} \\ \bar{q}_j \\ -\tau_{ij} \end{bmatrix} \quad (3.20)$$

The vector $S^t$ introduces a closure problem as each of its element is a non-linear fluctuation that cannot be directly calculated. Therefore, a model needs to be supplied for each of these term. Only the quantity $\tau_{ij}$ will be discussed below as the other terms, set to zero in the rotor-stator simulations, are irrelevant in this paper.

### 3.2.3 Viscosity Models

The LES method depends on the filter size $\Delta$ and the LES model used for the turbulent for the turbulent viscosity $\nu_t$.

These models are derived assuming that the corresponding LES filter $\Delta$ is independent on time and space. Therefore, the variations in the filter size due to a non-uniform or moving mesh are not directly accounted for in the derivation of the LES models. However, the
change of cell topology is still taken into account through the local cell volume according to equation (3.21):

$$\Delta = V_{cell}^{1/3}$$ (3.21)

The filtered compressible Navier-Stokes equations exhibit SGS tensors and vectors describing the interaction between non-resolved and resolved motion. This interaction is accounted for through the introduction of the turbulent viscosity. Such an approach assumes the effect of the SGS field on the resolved field to be purely dissipative.

As mentioned in the previous section, $\bar{\tau}_{ij}^t$ is the result of the non-linearity term in the Navier-Stokes equations. Its is given by equation (3.23):

$$\bar{\tau}_{ij}^t = -\bar{\rho} \left( \tilde{u}_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j \right)$$ (3.22)

$$= -2 \bar{\rho} \nu_t \left( \tilde{S}_{ij} - \frac{1}{3} \delta_{ij} \tilde{S}_{kk} \right)$$ (3.23)

where $\tilde{S}_{ij}$ the strain rate tensor and is defined by the following equation:

$$\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) - \frac{1}{3} \delta_{ij} \frac{\partial \tilde{u}_k}{\partial x_k}$$ (3.24)

$\tilde{S}_{ij}$ can be directly calculated from the Favre filtered velocity vector. Therefore, the turbulent viscosity $\nu_t$ is the only variable that requires modeling for closure. The different LES models used are discussed in the following section.

### 3.2.3.1 Smagorinsky Subgrid-Scale Model

The Smagorinsky model, named after its author, was the first developed SGS model [26]. It is given by equation (3.25):

$$\nu_t = (C_s \Delta)^2 \sqrt{2 \tilde{S}_{ij} \tilde{S}_{ij}}$$ (3.25)

$C_s$ is constant dimensionless empirical parameter, called the Smagorinsky coefficient and is set to 0.18. This model has the particularity of supplying the right amount of dissipation
of kinetic energy in homogeneous isotropic flows. However, locality is lost and only global quantities are maintained. It is generally regarded as being too dissipative and is therefore not suited for transitioning flows.

3.2.3.2 WALE Subgrid-Scale Model

The Wall adaptive local eddy-viscosity (WALE) model was developed by Ducros, Nicoud and Poinset for wall-bounded flows in an attempt to recover the scaling laws of the wall [27]. It is given by the following equations:

\[ \nu_t = (C_w \Delta)^2 \frac{(S_{ij} S_{ij})^{3/2}}{\left(\tilde{S}_{ij} \tilde{S}_{ij}\right)^{5/2} + (S_{ij} S_{ij})^{5/4}} \]  

(3.26)

where \( C_w^2 \approx 10.6 C_s^2 \). For reasons connected to the wall behavior of the SGS model, a new operator \( S_{ij}^d \) based on the traceless symmetric part of the square of the gradient velocity tensor \( \tilde{g}_{ij} \), was defined [27]:

\[ s_{ij}^d = \frac{1}{2} (\tilde{g}_{ij}^2 + \tilde{g}_{ji}^2) - \frac{1}{3} \tilde{g}_{kk} \delta_{ij} \]  

(3.27)

\[ \tilde{g}_{kk} = \frac{\partial \tilde{u}_{ij}}{\partial x_j} \]  

(3.28)

\[ \tilde{g}_{ij}^2 = \tilde{g}_{ik} \tilde{g}_{kj} \]
3.3 Numerical Scheme and Discretization Method

In the previous sections, the complete system of governing equations required to solve the fluid problem, along with the viscosity models, was introduced. In this section, the two numerical methods used in the AVBP rotor-stator simulations will be presented. Only the general approach will be introduced here, the reader is encouraged to consult the references for details [28].

AVBP was designed to solve flow problems with complex industrial geometries. It uses unstructured grids to discretize the physical space. The main advantage of the unstructured grids is based on the fact that the tetrahedral grids can be generated efficiently and automatically, independently of the complexity of the domain. However, only low-order methods, generally no higher than 2nd order, can be used with unstructured grids. This deficiency is generally compensated by the large number of nodes used in the discretization of the physical domain.

As mentioned in the previous section, flow solver used for the discretization of the governing equation is based on the Finite Volume (FV) method. This approach utilizes directly the integral form of the Navier-Stokes equations (3.7). AVBP uses the cell-centered approach for implementing the FV method. In this technique, the flow quantities are stored at the grid nodes and the mean value of the fluxes are obtained by averaging along the cell edges.

The mathematical formulation of the numerical methods is presented below in its most general form. The two methods used, the Lax-Wendroff and the Two-setp Taylor Galerkin (TTGC) schemes, were rewritten to comply with the Arbitrary Lagrangian Eulerian methods.
3.3.1 Lax-Wendroff Scheme

\[ U_i^{n+1} = U_i^n - \Delta t \frac{V_i^{n+1/2}}{V_i^n} (R_i + U_i^n) \] (3.29)

\[ R_i = \frac{1}{V_i^{n+1/2}} \sum_{j \in \Omega_j} V_j^{n+1/2} \left( D_{i,j}^{(1)} R_{\Omega_j} + D_{i,j}^{(2)} \left[ R_{\Omega_j} + R_{\Omega_j}^c \right] \right) \] (3.30)

\[ D_{i,j}^{(1)} = \frac{1}{n_v} \] (3.31)

\[ D_{i,j}^{(2)} = \frac{\delta \Omega_j}{2N_d V_i^{n+1/2}} \left( A_i^{n} - \dot{\chi}_{\Omega_j} \right) \cdot dS_i^{n+1/2} \] (3.32)

\[ R_{\Omega_j} = \frac{1}{N_d V_i^{n+1/2}} \sum_{j \in \Omega_j} \left( F_i^{n} - U_i^n \dot{\chi}_i \right) \cdot dS_i^{n+1/2} \] (3.33)

\[ R_{\Omega_j}^c = U_{\Omega_j} \frac{1}{N_d V_i^{n+1/2}} \sum_{j \in \Omega_j} \dot{\chi}_i \cdot dS_i^{n+1/2} \] (3.34)

In the above equations, \( U_i^n \) one of the four conservative variables -\( \rho u \), \( \rho v \), \( \rho w \) or \( \rho e \), \( n_v \) the number of vertices of the grid element \( \Omega_j \), \( N_d \) the number of dimensions, \( \chi_i \) the nodes position and \( \dot{\chi}_i \) their speed [28].

3.3.2 Two Step Taylor Galerkin scheme

The predictor and corrector steps of the two step Taylor Galerkin scheme (TTGC) are given as follows:

\[ \tilde{U}^n = U^n - \Delta t (M^{n+\alpha})^{-1} \left[ \alpha L^{n+\alpha/2}(U^n) + \beta \Delta t L L^{n+\alpha/2}(U^n) + \frac{M^{n+\alpha} - M^n}{\Delta t} U^n \right] \] (3.35)

\[ \tilde{U}^{n+1} = U^n - \Delta t (M^{n+1})^{-1} \left[ L^{n+1/2}(\tilde{U}^n) + \gamma \Delta t L L^{n+1/2}(U^n) + \frac{M^{n+1} - M^n}{\Delta t} U^n \right] \] (3.36)

where \( M^{n+\alpha} \) and \( M^{n+1} \) are the mass matrices of the predictor and corrector steps, respectively. \( \alpha, \beta \) and \( \gamma \) are constant parameters chosen to regulate the dissipation and dispersion properties of the numerical scheme. The other terms are given by equations given below [28]:

31
\[ L_{i}^{n+\tau}(U_{i}^{n}) = \sum_{j | i \in \Omega_{j}} \frac{V_{i}}{n_{i}} R_{\Omega_{j}}^{n+\tau} \]

\[ LL_{i}^{n+\tau}(U^{n}) = \frac{1}{N_{d}} \left[ A_{\Omega_{j}}^{n} - \dot{X}_{\Omega_{j}} \right] \left( R_{\Omega_{j}}^{n+\tau} + (R_c)^{n+\tau} \right) \cdot dS_{i}^{n+\tau} \]

\[ R_{\Omega_{j}}^{n+\tau} = \frac{1}{N_{d} V_{\Omega_{j}}^{n+\tau}} \sum_{i | i \in \Omega_{j}} \left( F_{i}^{n} - U_{i}^{n} \dot{X}_{i} \right) \cdot dS_{i}^{n+\tau} \]

\[ R_{\Omega_{j}}^{n+\tau} = U_{\Omega_{j}}^{n} \frac{1}{N_{d} V_{\Omega_{j}}^{n+\tau}} \sum_{i | i \in \Omega_{j}} \dot{X}_{i} \cdot dS_{i}^{n+\tau} \]
CHAPTER 4

Results and Discussion

In this section the input parameters, geometric configuration and the mesh used in the AVBP simulation are first discussed. The velocity profiles obtained are then presented, followed by their discussion.

4.1 Meshing and Input Parameters

The Poncet experiment selected to be reproduced numerically in AVBP can be found in [20]. The general geometry used in this study is the same as the one used by Daily and Nece and shown in Figure1.1 [7]. The geometrical parameters are presented in table 4.1.

In Poncet’s experiment, water is confined in a closed rotor-stator system. The rotor, located on lower side of the system, is rotated at a fixed velocity. The results are obtained after the flow has statically converged [20]. The geometry used in AVBP is the same. However, the viscosity and the rotor velocity were altered to increase the rate of statistical

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>38</td>
<td>mm</td>
</tr>
<tr>
<td>b</td>
<td>250</td>
<td>mm</td>
</tr>
<tr>
<td>h</td>
<td>11.6</td>
<td>mm</td>
</tr>
<tr>
<td>Ω</td>
<td>1.43</td>
<td>rad/s</td>
</tr>
<tr>
<td>μ</td>
<td>9.44x10^{-7}</td>
<td>m²/s</td>
</tr>
</tbody>
</table>

Table 4.1: Geometrical parameters of Poncet’s experiment
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experiment</th>
<th>AVBP</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>1.43</td>
<td>250</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$9.44 \times 10^{-7}$</td>
<td>$1.79 \times 10^{-4}$</td>
<td>$\text{m}^2/\text{s}$</td>
</tr>
<tr>
<td>$Re_{\Omega}$</td>
<td>$9.5 \times 10^4$</td>
<td>$9.5 \times 10^4$</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: The experimental and simulation parameters

convergence while maintaining the same geometric Reynolds number, defined by (1.1). Since AVBP only deals with gaseous flow, the rotor velocity was increased to the maximum value which allowed the flow to remain incompressible, $0.2a_0$, where $a_0$ is the speed of sound. A table summarising the geometric and simulation parameters is table 4.2.

Three different meshes were used in the simulations of the rotor-stator systems. The main difference between the grids is the amount of cells used in the thickness of the rotor-stator. The first mesh’s resolution is uniform across all directions. It has 14 cells across the geometry’s thickness and a total of 17 millions nodes. It will be referred to as ”first mesh”. It is shown in figure 4.1.

Figure 4.1: First mesh
In the second mesh, the thickness direction was favored over the others to obtain more precise results. It has 35 cells in the thickness’ direction and a total of 2.6 millions nodes. It will be referred to as "smart mesh”. It is shown in figure 4.2.

![Smart mesh](image)

**Figure 4.2: Smart mesh**

In the third mesh, only a 120° section of the rotor-stator geometry was simulated as previous results successfully proved the system’s axisymmetry, as expected. The resolution in the x-direction was increased to 50 cells. This mesh has a total of 967,000 nodes. It will be referred to as "camembert mesh”. It is shown in figure 4.3.

In the camembert mesh, the two side cuts were assigned periodic rotating boundary condition. At first, the code would diverge because it could not handle the singularity at the intersection between the hub’s rotating boundary condition with the side cut’s periodic boundary condition. Therefore, at the intersection, the side cuts were assigned a fixed no slip boundary condition on from $r^* = 0$ to $r^* = 0.02$. The boundary patch had negligible effects on the rotating flow of the system.

For each mesh, simulations were run with the Lax-Wendroff numerical scheme coupled
Figure 4.3: Camembert mesh

with both LES models Smagorinsky and WALE. However, only results with TTGC and Smagorinsky are shown because none of the simulations coupling TTGC and WALE converged.
4.2 Results

On each mesh, the results of simulations using combinations of the Lax-Wendroff and Two-step Taylor Galerkin schemes with the LES models Smagorinsky and WALE are presented. Then, for each couple of numerical scheme and LES model, results depending on the meshes are shown.

4.2.1 First Mesh Results

![Figure 4.4: First mesh results for the tangential velocity $V_{\theta}$](image)

![Figure 4.5: First mesh results for the radial velocity $V_{r}$](image)
4.2.2 Smart Mesh Results

Figure 4.6: Smart mesh results for the tangential velocity $V_\theta$

Figure 4.7: Smart mesh results for the radial velocity $V_r$
4.2.3 Camembert Mesh Results

Figure 4.8: Camembert mesh results for the tangential velocity $V_\theta$

Figure 4.9: Camembert mesh results for the radial velocity $V_r$
4.2.4 Mesh Comparison Results

4.2.4.1 Lax-Wendroff with the Smagorinsky Model

Figure 4.10: Mesh comparisons of the Lax-Wendroff scheme with the Smagorinsky model for the tangential velocity $V_\theta$

Figure 4.11: Mesh comparisons of the Lax-Wendroff scheme with the Smagorinsky model for the radial velocity $V_r$
4.2.4.2 Lax-Wendroff with the WALE Model

Figure 4.12: Mesh comparisons of the Lax-Wendroff scheme with the WALE model for the tangential velocity $V_\theta$

Figure 4.13: Mesh comparisons of the Lax-Wendroff scheme with the WALE model for the radial velocity $V_r$
4.2.4.3 Two-setp Taylor Galerkin with the Smagorinsky Model

Figure 4.14: Mesh comparisons of the Lax-Wendroff scheme with the WALE model for the tangential velocity $V_\theta$

Figure 4.15: Mesh comparisons of the TTGC scheme with the Smagorinsky model for the radial velocity $V_r$
4.3 Discussion

On the first mesh, in figures 4.4 and 4.5, the simulations reproduce quantitatively the experimental results. The flow along the thickness can be divided in three distinct regions: a boundary layer on the rotor and the stator separated by a core region of approximately constant tangential velocity. For the three simulations, Lax-Wendroff with Smagorinsky, Lax-Wendroff with WALE, and TTGC with Smagorinsky, the overall shape of the velocity profiles were correctly obtained. From figure 4.4 and 4.5, the thickness of the two boundary layers seem to be overestimated by AVBP, especially at large radius. From figure 4.4 at $r^* = 0.44$, the the rotational velocity of the inner core is the same for the three simulations and the experimental results. However, at $r^* = 0.80$, the core velocity varies from 0.43 and 0.55 depending on the simulation. Also, from figure 4.5, in the three simulations, the core does not reach a region of zero radial velocity. These discrepancies may be explained by the lack of cells in each of the boundary layers. Only two or three mesh nodes are in the boundary layer obtained by the experimental results, which is greatly insufficient.

On the smart mesh, in figures 4.6 and 4.7, the two Smagorinsky simulations qualitatively reproduces the experimental results while the Lax-Wendroff with WALE simulation does not accurately obtain the desired velocity profiles. From figure 4.6, the WALE simulation underestimate the thickness of the rotor and stator boundary layer by a factor of 4 and the tangential velocity of the core by 40%. Comparing the two other simulations, for the tangential velocity in figure 4.6, the TTGC simulation seems closer to the experimental data than the Lax-Wendroff with Smagorinsky simulation, especially for $r^* = 0.80$. As for the first mesh, the rotational velocity of the core varies more with increasing radii. Also, the thickness of the boundary layers seem to be overestimated. In figures 4.7, for the radial velocity, the Lax-Wendroff with Smagorinsky and TTGC simulations obtained relatively similar results, except at $r^* = 0.80$ where the TTGC simulations seems to overestimate the the maxima velocity in the stator boundary layer by more than 50%.

On the camembert mesh, in figures 4.8 and 4.9, as for the smart mesh, the WALE
results do not capture correctly the velocity profiles obtained by the experimental data. The thickness of the boundary layer is greatly overestimated and the rotational velocity of the core is underestimated. Looking at the two other simulations, the Lax-Wendroff with Smagorinsky seems to be in better concordance with the experimental data than the TTGC simulation, especially for the tangential velocity at \( r^* = 0.80 \) on the stator side. This is surprising considering the TTGC is a higher order scheme than Lax-Wendroff. From 4.8 and 4.9, the two simulations seem to reproduce better the simulation at smaller radius. The rotor boundary layer and the tangential velocity of the core are correctly captured at \( r^* = 0.44 \) while, at \( r^* = 0.80 \), the former is overestimated by 70\% and the latter is overestimated by up to 20\%. In 4.9, the two simulations capture the region of zero radial velocity in the core, especially for \( r^* = 0.44 \). At \( r^* = 0.80 \), the velocity profiles are correctly reproduced but seem to be stretched towards the core region.

From the results of the three simulations ran in different meshes, it can first be concluded that the WALE LES model is not appropriate for the rotor-stator geometry. It clearly underestimates the thickness of both boundary layer and the velocity and the core. Also, although the TTGC scheme is about 2.5 times more expensive than the Lax-Wendroff scheme, it did not output substantially more accurate results despite being of higher order. Therefore, the Lax-Wendroff scheme coupled with the Smagorinsky LES model seems to be the best suited approach so numerically simulate the rotor-stator geometry.

In figures 4.10 through 4.15, the results of the three simulations Lax-Wendroff with Smagorinsky, Lax-Wendroff with WALE and TTGC with Smagorinsky are compared on the three meshes used. The Lax-Wendroff with WALE simulation, in figures 4.12 and 4.13, clearly differs from its two counterpart as the results’ accuracy does not increase with the grid resolution in the thickness. The first mesh results qualitatively reproduce the experimental data. The three distinct regions, the rotor and stator boundary layer and the core, are clearly visible. However, in the smart mesh and camembert mesh results, the core region makes up for about 90\% of the flow. The WALE model is clearly not appropriate to simulating the
rotor-stator system, especially if high grid resolution is desired along the thickness of the geometry. This may be due to the fact that the WALE model has a very low associated turbulent viscosity. By comparison, the turbulent viscosity is about 100 times stronger in the Smagorinsky model than in the WALE model. The strong viscosity helps capture the strong velocity gradients if the mesh is not fine enough. This also explains why the simulations with both TTGC and the WALE model did not converge. The Lax-Wendroff numerical scheme is of low-order and generates much more dissipation than the 3rd order TTGC scheme. The relatively low viscosity and dissipation in the TTGC/WALE simulations lead to singularities next to the disks which in turn make the code diverge.

In figures 4.10 and 4.11, the results’ accuracy are increasing with the grid resolution as expected. This is true especially for for smaller radius at \( r^* = 0.44 \). This can be explained by the fact that the larger the radius, the larger the local Reynolds number \( \text{Re}_r = \frac{\Omega r^2}{\nu} \). The increase in \( \text{Re}_r \) in turn increases the local turbulence. Therefore, if the accuracy of the simulation decreases with the radius, it implies that the grid resolution is not fine enough. This hypothesis is supported by figures 4.16 shown below.

![Figure 4.16](image-url)

Figure 4.16: Comparisons of the camembert results at \( r^* = 0.80 \) with that of the smart mesh at \( r^* = 0.44 \) and \( r^* = 0.80 \) for the Lax-Wendroff Smagorinsky simulation.

Figure 4.16 shows that the results of the camembert mesh at \( r^* = 0.80 \) are similar to
that of the smart mesh at \( r^* = 0.44 \) than that at \( r^* = 0.80 \). As the smart mesh simulation at \( r^* = 0.44 \) was improved with the grid refinement along the thickness in the camembert mesh, the same can apply for the camembert mesh results at \( r^* = 0.80 \). It can therefore be concluded that although the camembert results at small radius are very satisfactory, the grid resolution along the thickness should be increased to obtain similar results at large radius.

In figures 4.14 and 4.15, as in the Lax-Wendroff with Smagorinsky simulations, the results’s accuracy increases with the resolution of the grid, except in figure 4.14 at \( r^* = 0.80 \) where the velocity profile of the camembert mesh does not seem to capture well the boundary layer on the stator. In figure 4.15, only the camembert mesh is fine enough to capture the region of zero radial velocity in the core located between the two boundary layers. However, as for the smart mesh, the simulations for the camembert mesh at \( r^* = 0.44 \) for both velocity profiles are closer to the experimental data than the results at \( r^* = 0.80 \). Therefore, as for the smart mesh, it can be concluded that better results could be obtained with a finer grid along the thickness of the rotor-stator system.
A large eddy simulation of an enclosed rotor-stator cavity of large aspect ratio, $G = 18.32$, has been performed. The rotational Reynolds number under consideration in this investigation was fixed to $Re = 9.5 \times 10^4$. According to Poncet’s work [20], [14], this configuration should correspond to a weakly turbulent flow, with turbulence intensities found only along the stator.

The simulations were performed on three different grids with different cell resolution along the thickness. The numerical schemes used are the second order Lax-Wendroff and third order Two-step Taylor Galerkin schemes. Two different LES models were tested, the classic Smagorinsky model and the WALE model. The mean velocity results were recorded once the kinetic energy of the system converged. The results from the three grids yielded qualitatively satisfactory results. The Batchelor type of flow was correctly reproduced: a boundary layer on each disk separated by a core region of zero radial velocity and constant tangential velocity.

The WALE simulation results were on par with that of the Smagorinsky for the first mesh-the 14 axial cell resolution grid. However, for the two other grids of higher resolution in the thickness, it failed to reproduce correctly the mean velocity profiles. The boundary layer thickness along the two disk were underestimated by a factor of 5 while the core region velocity was underestimated by 44%. Also, it is important to note that no simulation were performed with both the TTGC scheme and the WALE model since no convergence could be achieved. This may be explained by the relatively low turbulent viscosity generated by the WALE model in comparison the Smagorinsky model. The turbulent viscosity helps capture
the strong velocity gradients in the boundary layers close to the disks.

The Smagorinsky simulation yielded very satisfactory results. As expected, the results discrepancy with the experimental results increased with the cell resolution along the thickness. Overall, a slight advantage to the TTGC scheme over the LW scheme was found although it was not always the case. Also, it was showed that better results could be obtained with an even higher resolution along the thickness direction.
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