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ABSTRACT OF THE DISSERTATION

Using Bayesian Cognitive Models in Wisdom of the Crowd Applications

By

Irina Danileiko

Doctor of Philosophy in Psychology

University of California, Irvine, 2018

Professor Michael D. Lee, Chair

The “wisdom of the crowd” phenomenon is when an aggregated group answer to a problem is more accurate than the answer of individuals in the group. Traditionally, aggregation is done with simple statistical methods such as the mean or median of all people’s answers. While these methods can be effective, they don’t allow us to learn about how people make their decisions. Such cognitive processes are not evident from summary statistics. However, we can use cognitive modeling to infer the mechanisms that lead to a person’s decision. In this dissertation, I show how cognitive models can be a powerful tool in accounting for individual differences and biases as well as in helping generate better crowd decisions. I first discuss a hierarchical model for aggregating people’s estimates of probabilities, in an environment for which we know the true answers as well as in a predictive environment for which we don’t know the truth. I demonstrate how using this model, we can identify the experts in the crowd and account for biases in probability perception. I move on to applying the “wisdom of the crowd” idea to the field of category learning. First, I establish that taking the modal response in a categorization task is an effective and accurate crowd measure. I then implement two prominent cognitive models of categorization into a Bayesian framework and apply them to existing category learning data sets. I show how we can learn about individual differences in strategy use and apply these inferences to development of a novel, latent-mixture cognitive model that allows for people to use multiple types of categorization strategies within the
same data set. I conclude by discussing the implications of this research for the study of aggregation in the “wisdom of the crowd” effect and in the study of individual differences in decision-making.
Chapter 1

Introduction

The “wisdom of the crowd” is the phenomenon in which an aggregated group answer to a problem is more accurate than the answer of individuals in the group (Surowiecki, 2004). There are at least two ways an aggregate answer can improve upon an individual answer. One way is signal amplification, in which combining answers amplifies the common signal and reduces noise. In the standard example of guessing the number of jellybeans in a jar, the idea is that the ground truth of the correct number provides a common signal that some people will reliably detect, while other people might be less consistent in their judgments. The net result is that the group overall will favor an answer near the ground truth, even if some individuals guess numbers very far way. A second way is jigsaw completion, in which different individuals solve different parts of the problem. For example, people have varying sets of knowledge and each person might pay attention to different aspects of the jellybean jar. Some people may try to solve the problem by looking at one section of the jar and extrapolating from that while others may try to guess volumes of the jar and of the individual beans. Combining all of the guessers’ sources of knowledge might maximize the accuracy of the group.
Surowiecki (2004) identifies four requirements for a wise crowd. The first is *diversity*: the individuals need to have a range of different opinions and backgrounds. In the jellybean example, there can be individual differences in how each person perceives the jar. In applications of the “wisdom of the crowd” that may involve learning, some people may learn more quickly than others, and some people may achieve eventual levels of categorization accuracy that are higher than other people’s. It is also possible that not just the rate and final level of learning will differ, but the nature of the learning itself will differ, with some people learning incrementally and gradually improving their accuracy, and others switching between strategies, leading to sudden changes in accuracy. The second is *decentralization*: the individuals need to draw on different information sources. In the jellybean example, the people might use different estimating strategies. The third is *independence*: the individuals cannot know too much about what others think, so that they provide additional or different information to the group. If the jellybean guessers are asked to generate a guess independently, or are otherwise unaware of the estimates of the other guessers, this requirement will also be met. The fourth requirement is *aggregation*: there must be a method for aggregating individual decisions into a group decision.

Traditionally, simple statistical methods such as the mean or the median has been used to aggregate people’s quantitative judgments. For example, for the crowd of people estimating the number of jellybeans in the jar, the group average would be taken as the “wisdom of the crowd” estimate. While these methods can often be accurate, we do not learn about how people make their decisions. One interesting insight would be to identify the experts, or the most accurate, individuals and find out how they generate their decisions. This cognitive process that leads to a person’s estimation is not evident simply by looking at the single number they gave as their answer. However, we can infer the mechanisms leading to this decision by using cognitive modeling, which aims to not only describe people’s behavior but also predict it. Cognitive modeling is a powerful tool to identify certain biases people may have when it comes to understanding and perceiving decision-making processes (Lee, 2011;
Lee and Wagenmakers, 2013).

The challenge of aggregation has been treated as a cognitive modeling problem in the past (Lee et al., 2011; Merkle and Steyvers, 2011; Turner et al., 2014). The basic data that need to be combined are behavioral observations, generated by cognitive decision-making processes based on people’s knowledge. The motivation for a cognitive approach is that it is the knowledge people have, and not their behavioral estimates, that should be combined. This view recognizes that people can be prone to biases and distortions in how they represent and express information. A good cognitive model of their representations and processes can serve to “undo” the distortion, and allow for useful inferences about the knowledge people have. Combining this inferred knowledge can potentially lead to group answers that outperform the statistical combination of the observed behavioral estimates.

This document will explore a few different applications of such cognitive models to environments in which it would aid in a more accurate and informative aggregation process for eliciting a “wisdom of the crowd” effect. In Chapter 2 of this document, I discuss the development of a hierarchical model for aggregating individual behavior and apply it to the problem of combining human estimates of probabilities. This model accounts for biases that people have when estimating probabilities and re-calibrates their estimates. It also allows for individual differences in both this calibration process and in the expertise of individuals. This model is applied to two data sets on existing probabilities of sports and world events. I then discuss an extension to this model for a novel application to a predictive setting in estimating future winning percentages of sports teams. In Chapter 3 of this document, I discuss the application of cognitive modeling to studying the “wisdom of the crowd” in category learning. I show that the “wisdom of the crowd” effect exists in human categorization behavior and move to improve it with cognitive modeling. I review past modeling work in the field with emphasis on two specific, well-known cognitive models of human categorization. I discuss an implementation of one of these models into a Bayesian framework and
argue for why such a framework is beneficial. I conclude by demonstrating a novel approach for exploring individual differences in model strategy use and discussing its implications for learning more about human decision-making behavior.
Chapter 2

Aggregating Probability Estimations in Sports Environments

2.1 Introduction

Sports provide an effective real-world statistical environment for studying how people perceive probabilities (Albert et al., 2005; Bar-Hillel et al., 2008). Most people have at the very least basic knowledge of common sports like soccer, baseball, basketball, or American football. Because of this, it is a convenient setting for studying how people make judgments of how often events occur and if they are sensitive to the correct estimations of events that are very rare and conversely very common. This type of quantitative setting also makes certain “wisdom of the crowd” aggregation measures straightforward. For example, when a lot of individuals independently estimate the probability that a specific event occurs in a sports game, we can take the group’s average as a crowd measure of that event’s probability. This measure can be fairly accurate. However, we do not know anything about how much each individual contributed to that group decision, nor about how each person arrived at
their estimate. For this, we need to develop a cognitive model and apply it to real-world statistical events.

In this chapter, I discuss our development of a hierarchical model for the cognitive aggregation of individual behavior to the problem of combining human estimates of probabilities, specifically in sports. I begin by describing its application to existing probability data and then extend it to a predictive setting. Our modeling approach differs in three important ways from previous models that forecast binary events based on combining people’s probability estimates (Turner et al., 2014; Ungar et al., 2012). First, our model includes not just calibration processes, but allows for individual differences in both calibration and the expertise of individuals. Secondly, we evaluate the model by collecting data sets in which people are asked to estimate directly the probabilities of events. The detail provided by continuous ground truth probabilities, as opposed to binary outcomes generated from those probabilities, allows for more detailed model evaluation. Thirdly, our modeling approach is completely unsupervised, in the sense that it never receives feedback about true probabilities (nor outcomes of probabilistic events generated from those probabilities). We find that our cognitive model for combining people’s estimates outperforms simple statistical methods, and that there is interpretable structure about how individuals performed in the inferred individual differences within the model.

2.2 Using Cognitive Modeling to Combine Estimates of Soccer and World Statistics

Turner et al. (2014) use hierarchical Bayesian methods to pursue the problem of using individual judgments to forecast probabilistic events. Their models incorporate a key insight from the existing literature on human estimation of probabilities, which is that people may
be miscalibrated in their perception of probabilities (Brenner et al., 1996; Lichtenstein et al., 1982; Yates, 1990). The models developed by Turner et al. (2014) explicitly incorporate calibration processes, and build on the work of Budescu and Johnson (2011) and Merkle (2010) to use hierarchical methods to allow for individual differences in calibration.

A second insight from the existing literature is that there are individual differences in expertise (Weiss and Shanteau, in press). This aspect of individual differences is not included in the models developed by Turner et al. (2014). One way they can be included within a hierarchical modeling approach is developed by Lee et al. (2012), in the context of different but related wisdom of the crowd problem involving ranking data. The basic idea is to assume that people’s representations are all centered on a common ground truth, but the expertise of the individual determines how precisely they represent the truth.

2.2.1 Experiments

Survey Setup

We conducted two experiments to collect people’s estimates of probabilities in a survey format. The first experiment involved an environment of general knowledge questions, and the second experiment involved an environment of questions relating to soccer games. For both experimental environments, we constructed 40 questions requiring the estimation of a probability or a percentage. For the general knowledge survey, the answers were found from a variety of sources including the 2013 CIA World Factbook, Government websites, the websites of the relevant professional societies, and Wikipedia. For the soccer survey, generating the answers for our questions involved finding and analyzing historical data.

Sports like soccer provide real-world statistical environments that have been widely analyzed (Albert et al., 2005). Because most people have some level of understanding of a popular
sport like soccer, and statistics characterizing the outcomes of games are readily available, it is a convenient setting for studying the psychology of probability estimation (Bar-Hillel et al., 2008). To compile the necessary statistical characterization of the soccer environment, the details of 6072 first-division professional games played between 2001 and 2011 in the domestic leagues of a large number of countries were obtained from soccerbot.com. From the information available in these records, we parsed the sequence of goals scored by the home and away team. For example, the information recorded for a US Major League Soccer game between home team Chicago Fire and away team Los Angeles Galaxy was that the home team scored goals in the 1st and 84th minutes, and the away team scored a goal in the 78th minute.

From these goal scoring data, a variety of statistical analyses of the soccer game environment
Figure 2.2: Screenshot of one sample question from the real-world probabilities survey environment.

are possible. Figure 2.1 shows a set of analyses on which our probability estimation task questions are based. The panel in the top left shows the (frequentist) probability of the team currently ahead eventually winning or losing a game, as a function of the time at which they are currently ahead. The panel in the top right shows the probability a team will score their first goal at a certain time, for both home and away teams. The sequence of panels in the middle row show the distribution of game scores (i.e., home team goals and away team goals) at four different times during a game. The bottom panels show the distributions of the times goals are scored, and the length of time between goals.

The 40 estimation questions are detailed in Table 2.1, together with the empirical ground truth found by analyses of the game data shown in Figure 2.1. The questions were developed in terms of eight types – such as questions about probabilities of the team ahead winning – with five specific questions for each type. The question types were always completed in the same order listed in Table 2.1, but the order of the specific questions within each type was randomized for each participant. In addition, the questionnaire began by asking participants to self-rate their soccer expertise on a seven-point scale, and answer seven multiple-choice trivia questions involving soccer facts.

We used Qualtrics survey-creation software to generate the surveys. Figures 2.2 and 2.3 show
<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>What percentage of the world’s freshwater is in permanent ice/snow?</td>
<td>69%</td>
</tr>
<tr>
<td>What percentage of the United States land is covered by forest?</td>
<td>33%</td>
</tr>
<tr>
<td>What percentage of the world’s population lives in urban areas?</td>
<td>51%</td>
</tr>
<tr>
<td>What percentage of the United States population is between 0 and 64 years of age?</td>
<td>86%</td>
</tr>
<tr>
<td>What percentage of the world’s population speaks English as a first language?</td>
<td>5%</td>
</tr>
<tr>
<td>What percentage of the world’s population is between 0 and 24 years of age?</td>
<td>43%</td>
</tr>
<tr>
<td>What percentage of the world’s electricity does not come from fossil fuels?</td>
<td>33%</td>
</tr>
<tr>
<td>What percentage of the world’s water is not freshwater?</td>
<td>98%</td>
</tr>
<tr>
<td>What percentage of the human body mass is nitrogen?</td>
<td>3%</td>
</tr>
<tr>
<td>What percentage of adult human skeleton bones are found in the hands?</td>
<td>26%</td>
</tr>
<tr>
<td>What percentage of the United States population has blood type O+?</td>
<td>38%</td>
</tr>
<tr>
<td>What percentage of the United States population is of Native American descent?</td>
<td>1%</td>
</tr>
<tr>
<td>What percentage of the 2013 congress is women?</td>
<td>19%</td>
</tr>
<tr>
<td>What percentage of the United States working population work from home?</td>
<td>9%</td>
</tr>
<tr>
<td>What percentage of the United States population between the ages 18 and 44 voted in the 2012 presidential election?</td>
<td>53%</td>
</tr>
<tr>
<td>What percentage of the United States population is not foreign-born?</td>
<td>87%</td>
</tr>
<tr>
<td>What percentage of the world’s population over 65 years of age is women?</td>
<td>56%</td>
</tr>
<tr>
<td>What percentage of United States households own a pet?</td>
<td>62%</td>
</tr>
<tr>
<td>What percentage of the world’s countries are located in North America?</td>
<td>12%</td>
</tr>
<tr>
<td>What percentage of coffee beans in the world are produced by Brazil?</td>
<td>30%</td>
</tr>
<tr>
<td>Exports make up what percentage of the United States’s GDP?</td>
<td>13%</td>
</tr>
<tr>
<td>What percentage of London 2012 Olympic medals were won by European countries?</td>
<td>46%</td>
</tr>
<tr>
<td>What percentage of the United States population wears glasses (not contacts)?</td>
<td>64%</td>
</tr>
<tr>
<td>What percentage of world languages are spoken by more than 100,000 people?</td>
<td>20%</td>
</tr>
<tr>
<td>What percentage of FIFA world cups have been won by South American countries?</td>
<td>47%</td>
</tr>
<tr>
<td>What percentage of the world population lives on the continent of Asia?</td>
<td>59%</td>
</tr>
<tr>
<td>What percentage of NFL teams make it to the playoffs every year?</td>
<td>25%</td>
</tr>
<tr>
<td>What percentage of the world’s airports are in the United States?</td>
<td>34%</td>
</tr>
<tr>
<td>What percentage of the world’s landmass is within the United States?</td>
<td>7%</td>
</tr>
<tr>
<td>What is America’s percentage of world GDP? (2009 - nominal)</td>
<td>25%</td>
</tr>
<tr>
<td>What percentage of words in the Oxford English dictionary are verbs?</td>
<td>14%</td>
</tr>
<tr>
<td>What percentage of California land is considered desert?</td>
<td>24%</td>
</tr>
<tr>
<td>What percentage of American artificial Christmas trees are imported from China?</td>
<td>80%</td>
</tr>
<tr>
<td>What percentage of the world’s species live in the oceans?</td>
<td>50%</td>
</tr>
<tr>
<td>What percentage of the world’s protein supply is located in the oceans?</td>
<td>20%</td>
</tr>
<tr>
<td>What percentage of the world’s energy supply is consumed by Americans?</td>
<td>26%</td>
</tr>
<tr>
<td>What percentage of the world’s annual petroleum supply is produced by the United States?</td>
<td>6%</td>
</tr>
<tr>
<td>What percentage of the United States population lives in counties located on the shoreline?</td>
<td>39%</td>
</tr>
<tr>
<td>What percentage of coal consumed in the United States is used to generate electricity?</td>
<td>90%</td>
</tr>
<tr>
<td>What percentage of the United States’ electricity is generated by wind turbines?</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 2.1: The 40 general knowledge questions and their answers.
screenshots of two sample questions from the two experiments. The 40 total questions were presented in a random order for each participant. After the questions had been answered, each participant was asked a final question “On a scale of 1 (very poor) to 7 (very well), how well do you think you estimated probabilities?”

Participants

For each experiment, a set of 145 participants were recruited using Amazon Mechanical Turk. Participants were paid US$1 for completing the questionnaire within the Qualtrics survey software interface. Completing an experiment took an average of about 20 minutes. Because participants were recruited online, they were not supervised and had access to the internet while completing the estimation task. To address the possibility that participants could search for answers, we vetted questions to insure they could be immediately answered through a simple Google search. This meant that a search using the question text or keywords from the question did not display the answer in the top matches returned by Google visible on the returned page from the search. Of course, participants could have conducted more detailed searches to find the answers, but we could find no evidence for this behavior in the
Figure 2.4: Histograms of stick people showing the distribution of performance, measured as the mean absolute difference between estimates and true probabilities, for all participants in both the general knowledge (upper) and soccer (lower) experiments. The inset panels show, for each experiment, the relationship between the estimates and the answers for the best- and worst-performed participants.

accuracies of their answers or the time taken to provide them.

Survey Results

Figure 2.4 summarizes the performance of the individuals in both probability estimation tasks. Performance is measured as the mean absolute difference between a participant’s estimates and the answers over all 40 questions. The histograms of stick figures show the distribution of performance for all of the participants in the general knowledge (upper panel) and soccer (lower panel) experiments. It is clear that there is a wide range of performance across people, with the best-performed participants within about 0.1 of the true probabilities.
on average, and the worst-performed participants 0.3 or 0.4 from the truth on average. Inset with each histogram in Figure 2.4 are two panels showing the performance of the best- and worst-performed participants. These panels show scatter plots of the relationship between the estimates provided by these participants to all of the questions, and the true answers.

2.2.2 Model

Theoretical Assumptions

The primary data collected from each of the experiments consist of probability (percentage) estimates of the 145 participants to all 40 questions. It is straightforward, for each question, to find the mean and median estimate, as standard statistical approaches to combining people’s estimates. Developing a cognitive model of the data requires making assumptions about how people represent probabilities, and how they produce estimates. The founding assumption is that the true probability for each question is a latent parameter, represented by \( \pi_i \) for the \( i \)th question. The goal of a cognitive modeling approach is to specify how that knowledge is represented within individuals, and how decision processes act on the knowledge to produce the observed data.

The first psychological assumption involves the miscalibration of probabilities. It has often been found in probability estimation tasks that people systematically over-estimate small probabilities and under-estimate large probabilities (Tversky and Fox, 1995; Gonzalez and Wu, 1999; Zhang and Maloney, 2012). This means that the behavioral estimates generated by people are distorted versions of a person’s latent knowledge of the probability. Building a calibration process into a model allows for the distortion to be corrected. The goal is to combine people’s latent knowledge, free from the effects of miscalibration. One simple calibration model is shown in the bottom-left panel Figure 2.5 and involves a non-linear function that maps true to perceived probabilities, consistent with the over-estimating small
Figure 2.5: The theoretical framework for our cognitive model of probability estimation. The \( i \)th probability is assumed to have a latent truth \( \pi_i \) that is subjected to calibration and expertise processes in producing an observed estimate. Calibration operates according to a non-linear function that maps true to perceived probabilities, such that small probabilities are over-estimated and large probabilities are under-estimated. Expertise controls how precisely a perceived probability is reported through the standard deviation of the Gaussian distribution from which the behavioral estimate is sampled. Both the level of calibration and expertise processes are controlled by participant-specific parameters that allow for individual differences.
probabilities and over-estimating large ones. A number of different mathematical forms, motivated in part by different theoretical assumptions, have been proposed for this function, although they share the same basic qualitative properties (Cavagnaro et al., in press; Goldstein and Einhorn, 1987; Gonzalez and Wu, 1999; Prelec, 1998; Turner et al., 2014; Tversky and Kahneman, 1992; Zhang and Maloney, 2012).

We chose to use a linear-in-log-odds functional form with a single parameter capturing the magnitude of over and under-estimation, because it has a natural interpretation that helps in defining the model. The single parameter \( \delta_j \) for the \( j \)th participant scales the log-odds \( \log(\pi_i/(1 - \pi_i)) \) representation of \( \pi_i \). On the log-odds scale, a probability of \( \pi_i = 0.5 \) lies at zero and as probabilities move towards zero and one their log-odds representation moves to larger negative and positive numbers, respectively. Thus, scaling a log-odds representation by a factor \( 0 < \delta_j < 1 \) has the effect of “shrinking” a probability towards 0.5. This naturally leads to a transformation that over-estimates small probabilities and under-estimates large probabilities. Thus, the transformed probability on the log-odds scale for the \( j \)th participant’s perception of the probability for the \( i \)th question is given by \( \psi_{ij} = \delta_j \log(\pi_i/(1 - \pi_i)) \).

This calibration function is shown in the bottom-left of Figure 2.5. The expected (mean) prior transformation is shown by the solid line and the 90\% and 99\% credible regions are shown by successive shading. The transformations of three different true probabilities are shown by three lines, which trace the \( i \)th true probability \( \pi_i \) to the perception of that probability by the \( j \)th person \( \psi_{ij} \). In the specific examples shown, the first person is well calibrated so \( \psi_{11} \), \( \psi_{21} \), and \( \psi_{31} \) are very similar to \( \pi_1 \), \( \pi_2 \), and \( \pi_3 \). The second person, however, is miscalibrated, and so their perceived probability \( \psi_{12} \) overestimates the small true probability \( \pi_1 \), while the perceived probabilities \( \psi_{22} \) and \( \psi_{32} \) underestimate the large true probabilities \( \pi_2 \) and \( \pi_3 \).

The second psychological assumption made by the model involves expertise. Different people seem likely to have different levels of understanding of the true environmental probabilities,
Figure 2.6: Graphical model for behavioral estimates of probabilities made by a number of participants for a number of questions. The latent true probability $\pi_i$ for the $i$th question is calibrated according to a parameter $\delta_j$ for the $j$th participant to become the value $\psi_{ij}$. This calibrated values then produces an observed estimate $p_{ij}$ according to the expertise $\sigma_j$ of the participant.

and this will affect the precision of their knowledge and the accuracy of their answers. One way to incorporate this assumption, used successfully in a related modeling problem by Lee et al. (2012), is to assume people’s estimates are draws from Gaussian distributions that have a level of variability associated with their knowledge. This approach is shown at the bottom right of Figure 2.5. When the $j$th participant answers the $i$th question, the assumption is that their estimate comes from a Gaussian distribution that is centered on their perceived probability $\psi_{ij}$, but has a standard deviation $\sigma_j$. The assumption is that $\sigma_j$ is a property of the participant, and is the same for all of the questions. In this way, the parameter $\sigma_j$ represents the level of knowledge or expertise of the $j$th participant, with smaller values corresponding to greater expertise.
Graphical Model

The graphical model in Figure 2.6 formalizes our cognitive model. Graphical models are a standard tool in statistics and machine learning (Jordan, 2004; Koller et al., 2007), and are becoming an increasingly popular approach for implementing and evaluating probabilistic models of cognitive processes (Lee, 2011; Lee and Wagenmakers, 2013; Shiffrin et al., 2008). In graphical models, nodes represent variables and data, and the graph structure is used to indicate dependencies between variables. Continuous variables are represented with circular nodes and discrete variables are represented with square nodes. Observed variables, which are usually data or properties of an experimental design, are shaded and unobserved variables, which are usually model parameters, are not shaded. Plates are square boundaries that enclose subsets of the graph that have independent replications in the model. The attraction of graphical models is that they provide an interpretable and powerful language for expressing probabilistic models of cognitive processes, and can easily be analyzed using modern computational Bayesian methods. In particular, they can be implemented and evaluated in standard software like WinBUGS (Lunn et al., 2000) and JAGS (Plummer, 2003) that automatically approximates the full joint posterior distribution of a model and data.

In Figure 2.6, the underlying latent probability $\pi_i$ for the $i$th question is an unobserved and continuous variable, and so is shown as an unshaded circular node. These are the “true” answers to the probability questions that we want to infer. The behavioral data take the form of probability estimates $\pi_{ij}$ given by the $j$th person for the $i$th question. These are observed continuous values, and so are shown as shaded circular nodes. The cognitive model describes the process that generates the observed behavior from the assumed latent knowledge. It is important to understand that the model is never provided with the answers to the questions. This means that the latent parameters inferred – the latent ground truths of the questions, and the calibration and expertise parameters of participants – are based solely on using the model to account for the generation of the behavioral data.
The graphical model naturally shows how the two core psychological assumptions convert the latent true probability to the observed behavioral estimate. First, the latent probability $\pi_i$ is transformed according to the calibration function. Since $\psi_{ij}$ is a function of $\pi_i$ and $\delta_j$, it is shown as a double-bordered deterministic node. The extent of over- and under-estimation is controlled by the prior distribution of $\delta_j$, which is naturally expressed as a beta distribution. As Figure 2.6 shows, we chose $\delta_j \sim Beta(5, 1)$ because it gives most weight to large values of $\delta_j$ that will not transform the latent probabilities drastically, consistent with existing empirical findings and theory. We settled on the exact beta distribution by inspection of the prior distribution for the calibration function it defines, as shown in the bottom-left of Figure 2.5. It is important to note that we defined this prior, as we developed the model, before we used the model to analyze data and did not adjust the prior to optimize the results obtained.

The second processing stage produces the estimate $p_{ij}$ as a draw from a Gaussian distribution. The mean is the calibrated probability $\psi_{ij}$ re-expressed on the probability rather than log-odds scale as $exp(\psi_{ij})/(1 + exp(\psi_{ij}))$. The standard deviation of the Gaussian distribution is $\sigma_j$ for the $j$th person, and is given a simple weakly informative prior $\sigma_j \sim Uniform(0, 1)$ (Gelman, 2006). The plates in the graphical model in Figure 2.6 replicate over the questions and over the participants. The latent ground truth $\pi_i$ for each question interacts with the calibration $\delta_j$ and expertise $\sigma_j$ of participants to produce the observed data $p_{ij}$.

This model is related to the “hierarchical calibrate then average” graphical model presented by Turner et al. (2014), but there are important differences. The Turner et al. (2014) model accounts for the binary outcomes of probabilistic events (e.g., whether a soccer team actually won a game), whereas our model accounts for the underlying probabilities themselves (e.g., the latent probability the team will win the game). Of course, as part of predicting outcomes, the Turner et al. (2014) model determines probabilities that could be assessed against the data from our experiments, and so the difference might be regarded as relatively superficial.
But, it remains the case that these are not the data the model was designed to predict.

More fundamentally, the Turner et al. (2014) model does not incorporate individual differences in the representation of the true probabilities, and uses a different two-parameter form of the linear-in-log-odds calibration function, including an intercept parameter. This difference in modeling assumptions can probably be traced to the third and most fundamental difference between the two models. The Turner et al. (2014) model *observes* the outcomes of the binary events it is designed to predict, and relies on cross-validation methods for evaluation. Our modeling approach, in contrast, never presents the ground truth probabilities to the model. In machine learning terms, the modeling is fully *unsupervised*, and so models can be directly assessed in terms of their predictions, since there is no possibility of a model being able to over-fit data because of its complexity. This difference requires our model to specify a priori psychologically plausible distributions over models parameters, since they cannot be inferred from data, and so makes the model a more complete attempt to describe the processes involving in people’s knowledge of probabilities, their estimation processes, and individual differences in both (Vanpaemel and Lee, 2012).

We also considered reduced versions of our model that included only the calibration or only the expertise assumption. This was done by maintaining either the calibration or the expertise elements of the graphical model in Figure 2.6, but not both, so that only one of the theoretical assumptions was incorporated in the model. Formally, the model that has only calibration used a single $\sigma$ parameter for all participants, so that $p_{ij} \sim \text{Gaussian}(\exp(\psi_{ij})/(1 + \exp(\psi_{ij})), 1/\sigma^2)$, while the model that uses only individual differences has no calibration function, so that $p_{ij} \sim \text{Gaussian}(\pi_i, 1/\sigma_j^2)$. Considering these reduced models allows us to explore whether both calibration and individual differences are useful assumptions, and whether each makes a contribution above and beyond what the other provides.
2.2.3 Modeling Results

We implemented the graphical model in Figure 2.6 using JAGS, and applied it to both the general knowledge and soccer probability estimation data sets. For both analyses we collected eight independent Markov chain Monte Carlo chains, each with 2000 burn-in samples that were discarded and 2000 collected samples. Standard measures of convergence and autocorrelation, including the $\hat{R}$ statistic Gelman (1996), were evaluated to validate the samples as good approximations to the posterior distribution. We implemented and analyzed the reduced models incorporating only calibration or individual differences in exactly the same way.

Model Accuracy

The expectation (mean) of the marginal posterior distribution $\pi_i$ is a natural measure of a model’s inference about the answer to the $i$th question. These were calculated for the full model, and for the reduced models that included only the calibration or expertise component. In addition, we calculated the mean and the median of the behavioral estimates for each question across all participants as standard statistical wisdom of the crowd estimates.

The performance of each of these five measures – three based on cognitive models, and two on statistical summaries – is shown for the general knowledge experiment in Figure 2.7. The bottom panel shows the distribution of individual participant performance presented in Figure 2.4 and superimposes as vertical lines the performance of the five methods. The best performing method is the cognitive model with calibration and expertise, which produces estimates on average 0.125 different from the true probabilities. The median of participant’s answers is 0.127 different on average, followed by the reduced models assuming only calibration or expertise, which are 0.131 different on average. The mean of participant’s answers is the worst-performed method, with an average difference of 0.135.
Figure 2.7: The performance of three cognitive models and two statistical methods in estimating probabilities for the general knowledge questions, and the relationship of their levels of performance to individual participants. The cognitive models assume calibration and expertise (“Calibrate + Expertise”), just calibration (“Calibrate”) or just expertise (“Expertise”). The statistical methods are the median and the mean of individual responses for each question. The top panels show the relationship between true and estimated answers for all 40 questions for each method. The bottom panel shows the distribution of individual performance as stick figures and the levels of model performance as broken lines. The performance of the models and individuals is measured as mean absolute difference from true answers.
Figure 2.8: The performance of three cognitive models and two statistical methods in estimating probabilities for the soccer questions, and the relationship of their levels of performance to individual participants. The same information is presented in the same format as for the general knowledge questions presented in Figure 2.7.

The inserted panels in Figure 2.7 show as scatter plots the relationship between the true answer and the answer generated by each method. The methods themselves are ordered from left to right from best performing to worst performing, as measured by the average difference between the true answer and the method’s answer. It is clear that all of the wisdom of crowds methods perform relatively well, in relation to individual performance, with lower average differences than all but a few individuals.

Figure 2.8 provides the same analysis of estimation accuracy for the soccer questions. The model that includes calibration and expertise performs much better than the other approaches, being an average of 0.128 from the true empirical probabilities, and is again better performed than all but a few individual participants. The two reduced models also outperform both of the statistical approaches. Once again, the best-performed cognitive modeling
aggregation methods are among the best-performed participants.

We repeated the same analyses using root-mean-squared-error rather than mean absolute deviation as a performance measure for the models and people. All of the important conclusions that there are large individual differences in performance, that calibration and expertise is as good as the median and better than all other approaches for the general knowledge data, and better than all approaches for the soccer data, and that the calibration and expertise model performs about as well as the best individuals – all continued to hold.

**Individual Differences**

The two parameters inferred for each participant are the $\sigma_j$ measure of expertise and the $\delta_j$ measure of calibration. Their expected posterior values for each participant are shown in Figure 2.9 as scatter plots for both the general knowledge (left) and soccer (right) experi-
ments. In both experiments a wide range of values are inferred for both parameters. The expertise parameter – which is a standard deviation for an assumed Gaussian distribution lying on the probability scale from 0 to 1 – ranges from about 0.1 to about 0.3. The calibration parameter which is a multiple of log-odds ranges from about 0.95 down to about 0.5 for the general knowledge experiment and lower to 0.3 or 0.4 for the soccer experiment. Thus, it seems clear that both parameters capture variation underlying the probability estimates produced by different participants. There is also no obvious strong correlation between the two parameters for either experiment, suggesting they capture, at least in part, different aspects of the variation in people’s performance.

Also shown for the general knowledge experiment in Figure 2.9 are the detailed performance of four individual participants. These participants were selected at the “extremes” of the joint parameter space, to give an indication of the type of estimates inferred to have high and low expertise and strongly or weakly miscalibrated. The participant labeled “A” in the top-left panel is relatively accurate in their estimates and shows no systematic miscalibration, and is inferred to have high expertise and be well calibrated. Participant “B” in the bottom-left panel systematically over-estimates small probabilities but underestimates large ones, and is inferred to be similarly expert but miscalibrated. Participants “C” and “D” show poor performance, and are inferred to be much less expert. Participant “C” does not appear to mis-estimate systematically while the participant “D” does over-estimate small probabilities often. The calibration parameters that the model infers are consistent with this difference.

Figure 2.10 presents an analysis of how the inferred expertise of participants relates to their actual performance on the probability estimation tasks. The top-left panel shows their relationship for the general knowledge questions, while the bottom-left panel shows the relationship for the soccer questions. For both sets of questions there is a strong positive correlation, with people who were inferred to have greater expertise having performed better.

Figure 2.10 also shows how the various self-reported measures of expertise collected in the
Figure 2.10: The relationship between model-based inferences of individual expertise, self reported measures of expertise, and actual performance in estimating probabilities across individuals. The top two panels relate to the general knowledge questions, and show how the model-based expertise and self reported expertise correlate with performance in estimating probabilities. The bottom three panels relate to the soccer questions, and show how the model-based expertise, self reported expertise, and trivia question performance relate to performance in estimating probabilities. For each scatter plot the Pearson correlation coefficient is also shown.
two experiments relate to performance. The top-right panel shows the relationship between self-reported expertise and performance in the general knowledge experiment. The two panels in the bottom row shows the relationship between self-reported soccer expertise and the number of trivia questions answered correctly in the soccer experiment. None of these self-reported measures are strongly correlated with performance.

2.2.4 Discussion

Our motivating goal was to evaluate a cognitive modeling approach to aggregating probability estimates, and compare its performance to standard statistical methods. Thus, our key result is that a simple cognitive model assuming calibration and individual differences performed as well or better than statistical methods for general knowledge and soccer questions. We built into our model an understanding of the way people often miscalibrate probabilities, as well as an acknowledgment of individual differences in this calibration process, as well as their general expertise. Making these assumptions allowed group answers to be inferred that were as close or closer to the truth than standard wisdom of the crowd methods based on the median and mean. Thus, our results provide some support for the idea that better wisdom of the crowd answers can be found by aggregating over inferred latent knowledge than observed estimates.

As part of formalizing the cognitive process people are assumed to use to make probability estimates, the cognitive model introduces parameters that control individual differences between people. In our model, one process related to calibration and another to expertise, and both involved a single parameter. One perspective on these processes and parameters is that they support the improved inference of the underlying probabilities. Inferring that an individual participant is miscalibrated allows that distortion to be “undone” in the inference of the latent probabilities. Inferring that an individual participant is relatively more expert
allows their estimates to be “up-weighted” in inferring the latent probabilities. From this machine learning or statistical perspective, the graphical model in Figure 2.6 can be conceived as a method for the non-linear averaging of behavioral estimates of probabilities that performs well in approximating the underlying true probabilities.

A complementary cognitive science perspective is that the effectiveness of the modeling provides evidence for its core assumptions as important components of human decision-making. From this perspective, the behavioral data collected in the experiments provide further empirical evidence for the systematic miscalibration of probability estimates and for the presence of significant individual differences in expertise. The analyses of the parameters associated with these processes, presented in Figures 2.9 and 2.10, provide insight into basic psychological characteristics of the people providing estimates. The inferred parameter values identify people who are calibrated or miscalibrated and relatively more or less expert.

We emphasize that these inferences are made without knowledge of the answers to the questions. The graphical model in Figure 2.6 does not contain the answers to the questions. This is an especially important point in understanding the contribution the success of our model makes to assessing psychological theory. Leaving the data to be predicted unobserved forces not just the data generating process involving calibration and individual differences to be specified in the model, but also the values of the parameters that control those processes. It is not possible, for example, to infer appropriate values for a calibration function from the performance of the model on previously-made predictions. Instead, the priors for these sorts of parameters must formalize the relevant psychological assumptions, making the model more theoretically complete, and more readily falsifiable (Vanpaemel and Lee, 2012). This means, for example, it is not a trivial result that the model was able to infer the miscalibration of participant “B” in Figure 2.9. It is clear from the scatter plot that this participant over-estimates small probabilities and under-estimates large probabilities systematically, but the model was able to determine this miscalibration without reference to the answers.
Similarly, the ability to infer expertise without reference to the answers means our modeling approach makes predictions about the performance of the individuals. This is because inferred value of the $\sigma_j$ expertise parameters is available before the answers to the questions are considered. Thus, the strong positive correlation between expertise and accuracy shown in Figure 2.10 has obvious applied possibilities, especially since the basic self-report measures we considered do not correlate performance in the same way. In our experiments, of course, the answers were determined as the questions were generated. But the same modeling approach would apply in genuinely predictive settings for which answers are not yet known. For example, people could be asked to estimate probabilities for soccer games for the upcoming season, so that answers are only available after the season has finished. The model we have developed would immediately make predictions about people’s individual expertise and our current results suggest those predictions could be usefully accurate.

It is natural to ask how the modeling approach is able to identify experts and miscalibration without knowing the answers. The easy answer is that it naturally follows from the generative modeling approach we adopted. By specifying a set of reasonable psychological processes as mechanisms for translating latent probabilities to all the observed data, the psychological parameters will be inferred to take the values that make the data likely, and those values should capture psychologically meaningful variation. The beauty of generative statistical modeling is that, having specified how data are produced, the problem of inference is completely and automatically solved by Bayes rule. A more concrete and perhaps more satisfying answer is that the model works by identifying agreement between the participants in the high-dimensional space defined by the 40 questions. Thinking of each person’s answer as a point in a 40-dimensional space makes it clear that, if a number of people give similar answers and so correspond to nearby points, it is unlikely to have happened by chance. Instead, these people must be reflecting a common underlying information source. It then follows that a good wisdom of the crowds answer is near this collection of answers, people who are close to the crowd answer are more expert, and people who need systematic dis-
tortion of their answers to come close to this point must be miscalibrated. Based on these intuitions, the key requirement for our model to perform well is that a significant number of people give answers that contain the signal of a common information source.

It is also true that the graphical model in Figure 2.6 is not the only possible formalization of the psychological assumptions about calibration and individual differences. Our model assumed that true probabilities were first calibrated, and then subject to individual differences in how accurately they led to behavioral estimates. It would be possible to develop models in which there were first individual differences in the perception of latent true probabilities, and then calibration before estimation. It would also be possible to relax the assumption that each individual has exactly one calibration curve, as parametrized by $\delta_j$, and one level of knowledge, as parametrized by $\sigma_j$, that apply to all questions. It would also be possible to introduce different and more general calibration functions, or allows for mixtures of different latent grounds truths, or accommodate a host of more sophisticated psychological assumptions about how people estimate probabilities. All sort of theoretical assumptions are naturally implemented within the graphical modeling framework, using hierarchical extensions and latent mixtures to formalize the processes that generate behavior from knowledge (Lee, 2011).

### 2.3 Using Cognitive Modeling to Predict Winning Percentages in Sports

The two experiments presented in the above section constitute only a limited test of the model. Each experiment is a significant empirical undertaking – especially the soccer experiment for which answers had to be determined through a time-consuming compilation and analysis of a large dataset – but additional experiments in additional domains should
be conducted to test modeling performance further. It would be particularly worthwhile to undertake a genuinely predictive test, asking questions for which answers cannot yet be known.

In this section I discuss an extension to our developed hierarchical cognitive model for aggregating people’s probability judgments so that it can be applied to the truly predictive setting of estimating winning percentages for teams at the start of sports seasons. To tackle this more challenging problem, we slightly tailor our modeling approach to a predictive setting and evaluate our new model by using it to predict each team’s winning percentages in the major US baseball, basketball, and football leagues. We find that our cognitive model performs at least as well as, and some times a little better than, standard statistical aggregation methods. In addition, in contrast with statistical methods, we find our model is able to make accurate and useful inferences about cognitive processes and individual differences.

2.3.1 Experiments

Survey Setup

Our three data sets consider the Major League Baseball (MLB) 2014 season, the National Basketball Association (NBA) 2014-15 season, and the National Football Association (NFL) 2015 season. Final winning percentages for sports teams are reported at the end of the relevant sport season. This percentage is computed by dividing each team’s number of wins by the total number of played games in the season. For example, at the end of the 2014 Football season, the Seattle Seahawks had won 12 out of 16 games so their winning percentage was 0.75. For our study, we collected people’s estimates of winning percentages in these three sports environments.

The MLB 2014 season, with each team playing 162 games each, started on March 22, 2014

We used Qualtrics survey-creation software to generate the surveys. Figure 2.11 shows a screenshot of a few sample questions from the NBA environment. The MLB and NFL environments looked the same but had questions about teams from those two sports. The questions were presented in a random order for each participant. After the questions had been answered, each participant was asked a final question “On a scale of 1 (very poor) to 7 (very well), how well do you think you estimated the winning percentages?”
Participants

For each of these three sports, a set of 100 participants (99 for the NFL season) were recruited using Amazon Mechanical Turk. For each sport season, participants completed a survey that asked them to predict the final winning percentage of each team at the end of that particular season. For example, a question from the NFL 2015 survey would be “Please estimate the winning percentage that the Denver Broncos will have at the end of the 2015 NFL Season.” This meant 30 questions, or number of teams, in the MLB and NBA seasons and 32 questions in the NFL season. The participants were paid US$1 for their completion of the survey.

2.3.2 Model Extension

Our original model made simple assumptions about how people miscalibrate probabilities and differ in expertise. Miscalibration was modeled using a standard linear-in-log-odds function with a single parameter for each individual, corresponding to the severity of their miscalibration. Lack of expertise was modeled as the addition of Gaussian noise to miscalibrated probability estimates, with another single parameter for each individual, corresponding to the level of the noise. The current model extends on the original model in a number of ways, which I describe conceptually in the remainder of this section, before presenting the model formally in the next section.

The model developed here involves two adjustments to the original model to make it more suitable for the predictive task in these sports domains. The first adjustment is to the prior knowledge of how mis-calibrated people are in their percentage judgment. The second adjustment is to the prior knowledge of people’s expertise in the different domains. In the next two sections, I describe both of these key psychological components. The third section provides formal details of their computational implementation in our cognitive model.
Figure 2.12: Theoretical framework of how probability calibration is represented in our model. The red dashed lines show how a person’s representation $\psi$ might be different from the latent truth $\pi$.

**Theoretical Assumptions**

There is a body of literature that has found that people have a tendency to systematically under-estimate large probabilities and over-estimate small probabilities (Tversky and Fox, 1995; Gonzalez and Wu, 1999; Zhang and Maloney, 2012). Additionally, people violate rules of probability when judging events, which results in super- and sub-additivity. In order to get a more accurate representation of a probability estimate, we implement a calibration process into the model that corrects these probability distortions. Figure 2.12 shows a calibration framework that uses a non-linear function to map true probabilities to perceived ones. The function we chose is a linear-in-log-odds function that has two parameters. The parameter $\delta$ controls this degree of under- and over-estimation.

We assume that there can be individual differences in the shape of the calibration curve so each person $j$ has a $\delta_j$ parameter that govern how they represent probabilities. Each person has a probability estimation that is then scaled according to the calibration function.
Figure 2.13: Theoretical framework of how expertise is represented in our model as standard deviation of the probability estimation distribution, showing how person 2 would be modeled as more of an expert than person 1.

seen in Figure 2.12. The entire range of probabilities is affected by moving estimates away from the extremes, which results in an under-estimation of large probabilities and an over-estimation of small probabilities. An example of how this may affect a person’s estimate is shown by the red dashed lines in Figure 2.12, with over-estimation of $\pi = 0.2$ as $\psi = 0.4$ and under-estimation of $\pi = 0.9$ as $\psi = 0.8$.

Different people have different levels of knowledge of the chosen sports environments. One person may have been following the sport for a long time and know the distributions of winning percentages while another may be a new viewer and not know how teams perform. In our wisdom of the crowd approach, we want our model to identify and up-weigh the experts.

Figure 2.13 shows one way to implement this idea, previously used in similar modeling situations (Lee et al., 2012; Lee and Danileiko, 2014). Each of the 30 items in the questionnaire
has a latent ground truth $\pi_i$, that has been adjusted according to our calibration function. We assume each person $j$ draws this re-calibrated probability judgment $\psi_{ij}$, shown in the bottom two panels of the figure with black markers, from a Gaussian distribution that is centered on $\psi_{ij}$ and with some standard deviation $\sigma_j$. This standard deviation corresponds to the expertise level of that person. The smaller $\sigma_j$ is, the higher that person’s expertise because they are drawing estimations closer to the latent truth. We assume that this level stays constant for all questions.

In this case, person 2 would be more of an expert than person 1. As a result of a wide distribution, when attempting to represent a probability, person 1 is more likely to draw their estimate further away from the estimation $\psi_{ij}$. This may lead to errors in judgment. For example, person 1’s distribution is so wide that when estimating the probability for the fifth question, they draw an estimate that is instead closer to the latent truth for the sixth question. Person 2, however, has a more narrow distribution so draws an estimate for the fifth question that is closer to the latent truth.

**Graphical Model**

We implemented our cognitive model as a graphical model, seen in Figure 2.14. Graphical models have been used as statistical and machine learning tools (Koller et al., 2007). More recently they have also provided a useful and straightforward way to implement probabilistic models of cognitive processes (Lee and Wagenmakers, 2013; Lee, 2011, in press). Parameters and data are represented by nodes and the cognitive processes that generate data are formalized by the structure of the graphical model. Latent parameters are represented as unshaded nodes, while observed data or parameter values are represented as shaded nodes. Continuous parameter or data values are represented as circular nodes, while discrete values are represented by square nodes. Deterministic values are represented by double-bordered nodes. Rectangular plates surrounding parts of the graphical model indicate replications of
that structure within the model. This type of model formalism allows us to do fully Bayesian inference using Gibbs sampling programs like JAGS (Plummer, 2003).

In Figure 2.14, the latent ground truth probability for each question $i$ is represented by the node $\pi_i$. This is what the model infers as the predictive winning percentage for each team in the sport environment. It is important to note that since we ran the questionnaires and model inferences before the start of each respective sport season, the model is never provided with the final winning percentages, or the question answers. All of the latent parameters of the model, such as the individual-specific calibration curves and expertise values, are inferred by the model’s account of how the behavioral data was generated.

The probability $\pi_i$ gets transformed according to a one-parameter linear-in-log-odds calibration function. The parameter $\delta_j$ controls the degree to which the $j$th participant under- and over-estimates probabilities. We chose a truncated Gaussian prior for this parameter that gives weight to a value of 1 in order to capture sport domains like baseball where the winning percentages are all centered between 0.4 and 0.6 and thus do not need or benefit from

\[
\begin{align*}
\pi_i &\sim \text{Uniform}(0, 1) \\
\delta_j &\sim \text{Gaussian}(1, \frac{1}{(0.5)^2}) T(0, 1) \\
\psi_{ij} &= \delta_j \log(\frac{\pi_i}{1-\pi_i}) \\
\sigma_j &\sim \text{Exponential}(1) T(0.01, 1) \\
p_{ij} &\sim \text{Gaussian}\left(\frac{\exp(\psi_{ij})}{1+\exp(\psi_{ij})}, \frac{1}{\sigma_j^2}\right)
\end{align*}
\]
a re-calibration function. For the $j$th participant, $\delta_j$ scales $\pi_i$ according to $\log(\pi_i/(1 - \pi_i))$. As a result of this re-calibration, each $j$th participant perceives the probability judgment for question $i$ to be $\psi_{ij} = \delta_j \log(\pi_i/(1 - \pi_i))$.

The calibrated probabilities $\psi_{ij}$ are also affected by the $j$th person’s expertise level. Each person’s estimate comes from a Gaussian distribution centered on $\exp(\psi_{ij})/1 + \exp(\psi_{ij})$ and with a standard deviation of $\sigma_j$ that corresponds to the $j$th person’s expertise level. We chose an Exponential prior for $\sigma$ that has a long-tailed distribution allowing for a wide range of values that includes non-experts who are very unknowledgeable about the domain. The behavioral data that we observe from the questionnaire takes the form of the probability estimates $p_{ij}$, in which each of the participants gave a winning percentage judgment for each of the teams. For each person, all the above processes combine together to generate their probability judgment behavior.

### 2.3.3 Modeling Results

We implemented the graphical model seen in Figure 2.14 using JAGS. Our modeling results are based on 3 independent chains with 1000 samples after discarding the first 1000 burn-in samples from each chain. The chains were assessed for convergence using the standard $\hat{R}$ statistic (Gelman, 1996).

**Model Accuracy**

The model inferred the predictions for each $i$th team’s winning percentage $\pi_i$. At the end of the season, the true winning percentages became known and we compared our inferred answers to the true answers to see how well the model predicted the probabilities for the entire season by calculating its mean absolute deviation (MAD). To compare our model’s
Figure 2.15: The performance of our cognitive model compared to the mean, median, and the fivethirtyeight algorithm in estimating probabilities for the MLB 2014 season. The main panel shows the distribution of individual participant performance as stick figures and the levels of model, mean, median, and the fivethirtyeight algorithm performance as broken lines. The performance of the models and individuals is measured as the mean absolute deviation from true answers.
Figure 2.16: The performance of our cognitive model compared to the mean, median, and the fivethirtyeight algorithm in estimating probabilities for the NBA 2014-15 season. The main panel shows the distribution of individual participant performance as stick figures and the levels of model, mean, median, and the fivethirtyeight algorithm performance as broken lines. The performance of the models and individuals is measured as the mean absolute deviation from true answers.
Figure 2.17: The performance of our cognitive model compared to the mean, median, and the fivethirtyeight algorithm in estimating probabilities for the NFL 2015 season. The main panel shows the distribution of individual participant performance as stick figures and the levels of model, mean, median, and the fivethirtyeight algorithm performance as broken lines. The performance of the models and individuals is measured as the mean absolute deviation from true answers.
inferences to traditional statistical aggregation measures, we also calculated the error for the mean and median by taking each of those statistical measures for each team and seeing how well that measure performed as a whole. Additionally, we include metrics from a well-known statistical analysis blog, fivethirtyeight.com that posted predictions for all three of these sports seasons.

We summarize these results in Figures 2.15, 2.16, and 2.17. The main panel shows the distribution of individual participant’s accuracies of predicting the correct winning percentages. The vertical dashed lines show the performance of all the participants on average as well as the accuracies of our model, the mean, the median, and the blog fivethirtyeight. For all three sports domains, the best performing method was fivethirtyeight’s algorithm, with a MAD of 0.042 for MLB, 0.076 for NBA, and 0.136 for NFL.

For the MLB 2014 season, the second-best performing aggregation method is our model, with a MAD of 0.048, followed by the median with a MAD of 0.051, and the mean with a MAD of 0.054. Since the average of individual accuracies is much worse with a MAD of 0.118, this not only shows that the wisdom of the crowd is an effective method for predicting winning percentages, but that our cognitive model performs very well. For the NBA 2014-15 season, the second-best performing aggregation method is again our model, with a MAD of 0.087. The statistical measures of the median and mean are at 0.093 and 0.104, respectively, while people on average once again have the worst accuracy, with an error of 0.187. For the NFL 2015 season, the second-best performing aggregation method was the mean, with a MAD of 0.146, followed by our model with a MAD of 0.149 and the median with a MAD of 0.154. People’s average was the worst with a MAD of 0.231.

The bottom panels in Figures 2.15, 2.16, and 2.17 show scatter plots of the relationship between the winning percentage predictions and the true winning percentages for our model as well as a handful of participants at various percentiles of accuracy. For each of the three sports seasons, we show the best-performing participant, in terms of lowest MAD, the worst-
Figure 2.18: Relationship between our model inferences of individual expertise and their accuracy in estimating winning percentages for each of the sports seasons.

performing participant, and participants at the 25th, 50th, and 75th percentile. The panels on the right show the relationship between our model’s predictions for the team’s winning percentages, or the $\pi$ values for each team, and the true percentages. If a method perfectly predicted how each team would do in the season, the resulting scatter plot would be a linear one-to-one relationship with an MAD of 0. The worst-performing participants in every sport are those who only gave answers of 0 and 1 instead of a range of possible winning percentages. The other panels show an effect of the calibration curve. Even some the best-performing participants show slight over- and under-estimation of probabilities, best seen in the best-performing participant in the NBA questionnaire. The model’s predictions are affected by this as well, since they are more heavily influenced by the ones who are inferred to be experts. This figure shows that despite such large variety in the participants’ performance, the model predicts the winning percentages well. In all the cases, the model’s error falls between the best-performing and 25th percentile participant.
Figure 2.19: Participants’ calibration curves from each of the three sports seasons, showing the relationship between the probability estimation predictions and the true probability answers.

**Individual Differences**

Figure 2.18 shows the relationship between our model’s inferred expertise, the parameter $\sigma$, for each person and each person’s overall performance in terms of MAD. Smaller values of expertise mean that the person is inferred to be more of an expert while smaller values of MAD mean that they predicted the winning percentage results better. There is a strong positive correlation, meaning that people who were inferred to be experts did predict the final results better. This correlation was strongest for the NBA 2014-15 and NFL 2015 seasons, with the correlation coefficient equal to 0.97, followed by 0.93 for the MLB 2014 season.

Figure 2.19 shows the relationship between the probability estimation predictions and the true answers that were known when the sports seasons concluded. Each line is a participant’s calibration curve, calculated using the $\delta$ that was inferred for each person, controlling the degree of over- and under-estimation. Areas of the graph that are darker mean more participants with that calibration pattern inferred from the data. As evident in Figure 2.19, all three sports have many participants who are prone to mis-calibration of probabilities. The patterns resemble that of Figure 2.12 which showed a framework for how people’s probability representations may be different from the latent truth.
2.3.4 Discussion

Our goal was to extend an existing cognitive model of probability estimation aggregation to a truly predictive application for which the answers are not known at the time of data collection. We adjusted prior knowledge of the calibration and expertise parameters in our model to fit the new domains to which the model was applied. Our original model was tested in a domain for which the ground truth was already known, historical events in first-division soccer games, and various world probabilities that could be looked up. The current setting of three sports seasons was a novel application in that the answers could not have been known until after the seasons had ended. We adjusted the calibration parameter $\delta$ to allow for a bigger possibility that calibration is not needed, for sports like baseball in which there are no extremely small or large winning percentages. We also adjusted the expertise parameter $\sigma$ that allows for a bigger number of non-expert participants who may not know anything about sports and should thus be down-weighted in the aggregation. The model then made predictions of the percentages and inferences about participants’ cognitive processes without knowledge of the answers.

Our model showed a clear “wisdom of the crowd” effect by outperforming the average person’s prediction accuracy and it performed as well in this application as standard aggregation measures such as the mean or median. For the MLB and NBA environments, it even outperformed those measures. Even for the NFL environment, the difference in the predictive accuracy (as MAD) of our model and the accuracy of the best performing aggregation method was small. The benefit of a cognitive model for probability aggregation is the additional insight we get into people’s estimation behavior.

We are able to identify experts before the true winning percentages are revealed, since the model never sees the answers. People who were inferred by our model to have a higher level of expertise did in fact perform better once the winning percentages were revealed and
accuracy was calculated, meaning our model made predictions about the performance of all the individuals. In addition to finding the experts, we also can draw inferences about each person’s calibration curve they use to produce their answers. Since many participants in all of the sports domains were inferred to be at least slightly miscalibrated, we have also learned that even the most accurate individuals are prone to biases in estimation, such as the over- and under-estimation of probabilities.

These three sports domains show only a small test of our cognitive model for a predictive setting. Further work can be done for additional testing in a larger variety of sports, or even other domains in which people estimate probabilities. For these applications, more (or less) informative priors can be given to better fit each specific domain. Overall, we expect that our model continues to show a “wisdom of crowds” effect and more importantly reveal valuable insight into cognitive processes and biases behind people’s decisions.

2.4 Conclusion

While there is clearly much more that can be done, we think the current results from the above two sections have a clear message. The wisdom of the crowd phenomenon is rooted in what people know, and so theories and models from cognitive psychology should play an important role. Generic statistical approaches to combining estimates or judgments are simple to understand and implement, and often work well, but leave room for improvement. We hope to have demonstrated an approach for achieving this improvement, based on modeling the way in which people produce estimates. The models we developed and applied relied on basic theoretical assumptions about individual differences in knowledge representation and the decision making processes, and performed well relative to the performance of individuals and statistical methods in estimating the ground truth in two different domains, even in a predictive setting. In addition, the models incorporated psychologically meaningful parame-
ters that permitted useful inferences about the expertise of individuals and their calibration of probabilities. We think the dual promise of improved applied performance and deeper psychological insight means cognitive modeling approaches to finding the wisdom in crowds is a promising approach.
Chapter 3

Cognitive Modeling of the Wisdom of the Crowd in Category Learning

3.1 Introduction

Categorization is a fundamental process of cognitive behavior that has been evolved to an efficient capability. Objects and concepts in the world are assigned labels according to their shared features or functions. Category learning theories have been developed to explain people’s classification behavior. These theories vary in their assumptions of how people treat individual instances of a category. Exemplar theories assume that each instance of a category is stored in memory. On the other hand, prototype theories assume that the instances are averaged to form one ideal representation of a category. An alternative approach to categorization is decision bound theory, which assumes that people separate the stimuli by a boundary instead of remembering all of them or constructing a prototypical instance. Another theory involves rule strategies that define a category through a summary of the members of that category. All of these theories have been able to some degree explain
human classification behavior and all remain a viable explanation of category learning for various situations. Some have tried to capture benefits of each of these theories in hybrid approaches that involve representation assumptions of two or more of the previously discussed theories. For example, these might combine the prototype approach with the exemplar one or the exemplar approach with some built-in rule-based strategies. Researchers have devised tasks for studying category learning in an experimental setting in order to test these theories. Various types of tasks are developed to exploit and understand differences between categorization theories. Often times, these involve presenting participants in a task with stimuli that vary on two dimensions and asking them to categorize the stimuli into one of two categories.

Computational models quantify and test these assumptions and their predictions of how people learn and treat category structures. One popular theory-based model called the generalized context model (GCM) (Nosofsky, 1984, 1986) quantifies the exemplar-strategy process. Another theory-based model is a decision bound strategy that has been applied to human categorization as a model called general recognition theory (GRT) (Ashby and Townsend, 1986). Other theory-based models, although less popular than the previous two, are prototype models (Reed, 1972; Smith and Minda, 2001, 2002). The ones I will focus on in the rest of the section are the first two: GCM and GRT. These models provide accurate accounts of human categorization behavior but in different scenarios that I will discuss further on. The reason why these models are so useful is that we can use them to predict future behavior. However in order to do that, we need to improve the inferences that these models make about a given individual’s categorization strategy. The way a person classifies categories depends heavily on memory capacity, attention to relevant features, and category boundary distinction. As a result of these individual differences, categorization itself is subject to high individual variation. Given a classification task, two different people with fluctuating working memory capacities who attend to different features of the stimuli may end up with two distinct category boundaries separating the category members. Cognitive
models of category learning can be naturally extended to incorporate individual differences by fitting each participant with his or her own parameter values.

In this chapter, I discuss the wisdom of the crowd in the context of category learning, using majority decisions. I tackle this challenge in two ways: first empirically, and then using cognitive models. In the first part of the section, I discuss an empirical approach for testing the accuracy of group learning curves produced by aggregating individual categorization decisions for a number of existing category learning data sets. In general, these aggregate learning curves perform as well or better than the learning curves of most individuals. This is perhaps not surprising, given the empirical success of aggregation in other behavioral tasks, including estimation (Herzog and Hertwig, 2009; Vul and Pashler, 2008), problem solving (Yi et al., 2012), ranking and voting (Selker et al., in press; Lee et al., 2014), and competitions (Lee et al., 2011). Most of these tasks, however, involve sets of largely independent decisions, whereas category learning involves sequences of repeated decisions, sometimes with structure at the individual level based on the progress of learning. Thus, the finding of a wisdom of the crowd effect for category learning extends the generality of the empirical effect.

In the second part of the section, I build on the empirical finding using cognitive models. The modeling approach allows the wisdom of the crowd to be extended to the categorization of new stimuli, for which behavioral data do not exist. The key idea is to use models to make predictions of the categorizations an individual would have produced for the new stimuli. The group majority can then be formed across these predictions. I demonstrate this approach in two case studies, involving two different models of categorization, and two different stimulus sets. I then discuss a further extension to the mentioned cognitive models by allowing for individual variation in model use within the same experiment. I conclude by discussing implications of these studies for the field of category learning.
3.2 Empirical Analysis of Wisdom of the Crowd in Category Learning

Imagine that a team of trainee doctors view a set of skin patches, and have to categorize them as being malignant or benign. These doctors receive feedback about their responses and, over time, learn to classify skin patches accurately. Presumably they learn which skin patch dimensions, such as color, size, or shape, are important. In addition, they may learn which levels of these dimensions indicate malignancy. A large skin patch that has a light color and a smooth outline might be benign, whereas a small skin patch that has a dark color and a jagged outline might be malignant. It is likely there will be differences in exactly which patches each doctor sees, or at least the sequence in which they see them. It is also likely that there will be individual differences in how well and how quickly the doctors learn to categorize.

The “wisdom of the crowd” is the phenomenon in which an aggregated group answer to a problem is more accurate than the answer of individuals in the group (Surowiecki, 2004). There are at least two ways an aggregate answer can improve upon an individual answer. One way is signal amplification, in which combining answers amplifies the common signal and reduces noise. For example, if a skin patch is malignant, that ground truth provides a common signal that competent doctors will reliably detect, while other doctors will be less consistent in their categorizations. The net result is that the group overall will favor the ground truth of malignancy, even if some individuals believe it to be benign. A second way is jigsaw completion, in which different individuals solve different parts of the problem. For example, if there are various types of malignant patches, different doctors may specialize in different types. Relying on the categorizations of the doctors who specialize in each individual patch will maximize the accuracy of the group classification across all patches.

Surowiecki (2004) identifies four requirements for a wise crowd. The first is diversity: the
individuals need to have a range of different opinions and backgrounds. As the doctor example makes clear, this will often be true of categorization problems, because of individual differences in learning. In general, some people may learn more quickly than others, and some people may achieve eventual levels of categorization accuracy that are higher than other people’s. It is also possible that not just the rate and final level of learning will differ, but the nature of the learning itself will differ, with some people learning incrementally and gradually improving their accuracy, and others switching between strategies, leading to sudden changes in accuracy. The second is decentralization: the individuals need to draw on different information sources. The doctor example again makes clear that categorization often satisfies this requirement. In general, the doctors will learn from different sets of skin patches, or experience them in a different order. The third is independence: the individuals cannot know too much about what others think, so that they provide additional or different information to the group. If doctors are trained in an individual setting, or are otherwise unaware of the categorizations of the other trainees, this requirement will also be met.

Given that categorization satisfies these three requirements, applying the wisdom of the crowd idea hinges on satisfying Surowiecki’s fourth requirement. This is aggregation: there must be a method for aggregating individual decisions into a group decision. Since categorization decisions are discrete (usually binary), the simplest method of aggregation is to take the majority decision. There is evidence, despite its simplicity, that the majority can lead to accurate and robust decisions, for both low-level perceptual and higher-order cognitive stimuli (Hastie and Kameda, 2005; Sorkin et al., 2001).

3.2.1 Data

To test the accuracy of majority group decisions, we examine 28 existing experimental data sets from a set of previous studies. These data sets were collected with ethical approval
Table 3.1: Details of the experimental category learning data sets (n_p: number of participants across all conditions of the experiment; n_s: number of stimuli; n_b: number of blocks; n_c: number of conditions)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n_p</th>
<th>n_s</th>
<th>n_b</th>
<th>n_c</th>
<th>Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kruschke (1993)</td>
<td>160</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>Rectangles</td>
</tr>
<tr>
<td>Lewandowsky (2011)</td>
<td>113</td>
<td>8</td>
<td>12</td>
<td>6</td>
<td>Shapes</td>
</tr>
<tr>
<td>Navarro et al. (2005)</td>
<td>40</td>
<td>25</td>
<td>8</td>
<td>4</td>
<td>Faces</td>
</tr>
<tr>
<td>Zeithamova &amp; Maddox (2006)</td>
<td>170</td>
<td>80</td>
<td>5</td>
<td>4</td>
<td>Gabor patches</td>
</tr>
<tr>
<td>Lee &amp; Navarro (2002)</td>
<td>22</td>
<td>9</td>
<td>varied</td>
<td>4</td>
<td>Shapes</td>
</tr>
<tr>
<td>Bartlema (2013)</td>
<td>34</td>
<td>8</td>
<td>40</td>
<td>1</td>
<td>Shepard circles</td>
</tr>
<tr>
<td>Bartlema et al. (2014)</td>
<td>31</td>
<td>8</td>
<td>40</td>
<td>1</td>
<td>Shepard circles</td>
</tr>
<tr>
<td>Smith &amp; Minda (1998) Exp. 1</td>
<td>32</td>
<td>14</td>
<td>7</td>
<td>2</td>
<td>Nonsense words</td>
</tr>
<tr>
<td>Smith &amp; Minda (1998) Exp. 2</td>
<td>32</td>
<td>14</td>
<td>10</td>
<td>2</td>
<td>Nonsense words</td>
</tr>
</tbody>
</table>

from the relevant academic institutions. Table 3.1 details the studies, including information about the total number of participants, the number of stimuli, the number of blocks (a set of trials typically presenting each stimulus once), the nature of the stimuli, and the number of experimental conditions. It is the total number of experimental conditions that totals the 28 data sets. These studies were chosen because they were the only ones for which we could find behavioral data at the level of individual participants and individual trials, and the true category membership of each stimulus is known.

As Table 3.1 shows, the data sets vary widely in all of these properties, especially in the nature of the stimuli. The stimuli include rectangular shapes of different sizes (Kruschke, 1993a), shapes varying in size and color (Lewandowsky, 2011), adult faces categorized in terms of gender, hair color, and trust (Navarro et al., 2005), Gabor patches varying in frequency and orientation (Zeithamova and Maddox, 2006), shapes varying in color and form (Lee and Navarro, 2002), Shepard circles of varying size and radial line angle (Bartlema, 2013; Bartlema et al., 2014), and nonsense words (Smith and Minda, 1998).
Figure 3.1: Learning curves for one experimental condition from the Kruschke (1993a) data set. The thin gray lines show each individual’s proportion of correct answers for each block of the experiment. The dashed blue line shows the average of the individual participant accuracies. The single thick red line shows the categorization accuracy of the aggregated crowd majority decision.

### 3.2.2 Empirical Analysis

Figure 3.1 shows the results for one data set coming from the Kruschke (1993a) study. The $x$-axis shows the eight blocks of learning trials, and the $y$-axis shows categorization accuracy. Because there are two categories, an accuracy of 0.5 corresponds to chance performance. The thin gray lines show the performance of each individual participant, plotting their proportion of correct categorization decisions in each block of the experiment. The average of these individual participant accuracies is shown by the dashed blue line.

Figure 3.1 also shows the performance of the wisdom of the crowd aggregate. The aggregated decisions categorize a stimulus on each trial, just as individual participants did. The difference is that the aggregate decision is based on the majority of the observed participant behaviors for that stimulus. The single thick red line shows the categorization accuracy of these aggregated majority decisions over the course of the experiment. The learning curve
for the crowd achieves perfect accuracy as early as the second block of the experiment. This contrasts favorably with individual performance since only a few participants do slightly better in the first block, and clearly is superior to the average performance of people.

Figure 3.2 shows the same analysis for all of the conditions in all of the data sets from Table 3.1. Some experimental conditions are easier to learn, while others are harder. For example, the Bartlema et al. (2014) conditions are difficult because of the perceptual confusability of the stimuli, whereas the fourth Navarro et al. (2005) condition is difficult because the stimuli were randomly assigned to categories. In addition, some experimental conditions show clear evidence of individual differences. For example, in several of the Zeithamova and Maddox (2006) conditions, there appears to be two groups of participants, one learning the category structures and reaching high accuracy, and another failing to learn and remaining at poor accuracy throughout the experiment. Despite this variability, the red lines in Figure 3.2 show that the crowd performs well. For nearly all of the experimental conditions, the crowd outperforms most or all of the individuals, and almost always outperforms the individual average.

3.2.3 Discussion

In the section above, I demonstrated a wisdom of the crowd approach to categorization. The idea is to use the majority categorization decision over a set of individuals as the crowd decision. I showed that this approach leads to accurate crowd decisions for a number of existing category learning datasets, varying widely in the size of the crowd, the difficulty of the category structures, and the nature of the stimuli. The basic result is that taking the majority decision is an effective aggregation method for category learning tasks.
Figure 3.2: Learning curves for 28 category learning experiments from eight data sets. As in Figure 3.1, the gray lines show individual participant accuracy, the dashed blue lines show the average of the individual participant accuracies, and the red line shows the accuracy of the aggregated crowd majority decisions.
3.3 Implementation of Category Learning Cognitive Models

Imagine now that there is a new skin patch that has not been categorized by any of the trainee doctors. In this case, it is not possible to aggregate observed categorization decisions, and so the behavior-based wisdom of the crowd approach does not apply. If it is possible to predict what each doctor would decide, however, these predictions can be aggregated as if they were behavioral decisions.

In this section, we develop a model-based approach for extending wisdom of the crowd categorization to new stimuli. The idea is to infer a cognitive model of each individual’s categorization process based on their decisions for stimuli they have seen, and use that model to predict their decisions for new stimuli. We present two examples of this approach, using two different prominent models of categorization, and involving two different types of stimuli. The first uses General Recognition Theory (GRT) (Ashby and Townsend, 1986) and simple perceptual stimuli, while the second uses the Generalized Context Model (GCM) (Nosofsky, 1984, 1986) and face stimuli.

3.3.1 An Application Using General Recognition Theory

General Recognition Theory (GRT), assumes that categorization decisions are made based on decision bounds. For example, in a categorization task in which a person places a stimulus into one of two categories on each trial, GRT assumes decisions are based on a boundary that splits the stimulus space into two response regions. The decision-bound modeling approach is naturally contrasted with exemplar models of categorization, which assume that people remember all instances of a category and keep them in memory for comparison to novel stimuli to make categorization decisions.
An important issue for any model of categorization relates to the possibility of individual differences. Different people may categorize differently, perhaps as a result of different starting knowledge, different training or learning experiences, different learning strategies, or different decision strategies. Many applications of category learning models ignore individual differences, and deal with behavioral data that are aggregated or averaged over people. Other applications apply models at the level of individual participants (Nosofsky, 1986). Most recently, there have been some attempts to extend categorization models to include models of individual differences (Bartlema et al., 2014), using Bayesian methods, but these are restricted to exemplar and prototype models.

For decision-bound models, one important potential source of individual differences relates to the use of unidimensional versus multidimensional boundaries. A working hypothesis in the decision bound literature is that simple category structures that separate stimuli based on a single dimension are amenable to simple explicit rules that can be verbalized, whereas more complicated category structures that require integration across the dimensions need associatively learned boundaries that are more implicit. As a result, one focus of modeling individual differences using GRT is to infer whether people use a simple horizontal or vertical bound that partitions stimuli along one stimulus dimension, or a more general linear (diagonal) decision bound that is sensitive to both dimensions (Ell and Ashby, 2012). This modeling often also considers the possibility of some form of random responding, to identify contaminant participants.

Methodologically, GRT models that incorporate the possibility of individual differences (Ell and Ashby, 2012; Soto et al., 2015) rely on maximum likelihood methods for parameter estimation, and model selection criteria like the Bayesian Information Criterion. While useful, these methods are limited. Maximum likelihood estimation does not allow for the uncertainty in where a person places a decision bound to be inferred, even though there will always be uncertainty remaining after observing their performance on a limited number of
trials. Information criteria attempt to correct for the complexity of different possible decision strategies, but do so in an approximate way that equates model complexity with counts of parameters. Using Bayesian methods automatically overcomes both of these limitations.

In this subsection, I demonstrate a novel Bayesian latent mixture approach to modeling individual differences within the GRT framework. I describe our formulation of a model, with six possible categorization strategies, in latent mixture terms to allow for individual differences, and its implementation as a graphical model to allow for fully Bayesian inference. I then examine the inferences this model makes about individual differences in the decision strategies and decision bounds for two experimental conditions in a categorization data set.

Implementation

Latent mixture models assume that observed data arise from a number of different sources, which combine or mix to produce the overall data. In the case of individual differences in categorization, the different sources correspond to the different categorization strategies used by different people. The latent nature of the mixture means which strategy each individual uses is not known, but rather there are latent parameters assigning people to strategies that need to be inferred. Our model includes six categorization strategies that could be applied to the categorization structures in the experiment. The latent mixture modeling methods we use, however, are general, and could naturally be extended or modified to incorporate different assumptions about individual differences in categorization strategies or types of stimuli. The most obvious categorization strategies to include, in the context of GRT, are vertical boundaries, which are applicable to the unidimensional category structure, and general linear (diagonal) decision boundaries, which are applicable to the information integration structure. We also decided to include a horizontal boundary strategy for completeness. The other three categorization strategies we consider correspond to contaminant models. In the latent mixture approach, with its focus on generative modeling of observed behavior, contaminants
are not “removed” by processing the data on the basis of accuracy or other summary criteria, but by modeling the contaminant behavior itself (Zeigenfuse and Lee, 2010). We allow for three different types of contaminant behavior. One corresponds to guessing, in which the participant is equally likely to categorize any stimulus as belonging to Category A as Category B, and the other two assume that all, or almost all, of the stimuli are repeatedly placed in either Category A or Category B.

GRT assumes that decisions are based on a decision boundary that divides the stimulus space into two categories. Each stimulus is represented as a point that defines its location in this space. In this application, the point $x_j = (x_{1j}, x_{2j})$ represents the spatial frequency and spatial orientation of the $j$th stimulus. GRT assumes that there is variability in the perceptual information associated with each stimulus point on each trial. To account for this, the representation is adjusted to include perceptual noise, so that $x_{pj} = x_j + \epsilon_p$. Categorization decisions are based on which side of a decision bound this point lies.

The decision bound is a discriminant function of the two dimensions that satisfies the implicit line equation $h(x_1, x_2) = b_1x_1 + b_2x_2 + c$, with the three parameters, $b_1$, $b_2$, and $c$. GRT assumes that there is criterial noise $\epsilon_c$ added to the discriminant function to account for variations in how the participants remember the bound. It also allows for category bias $\delta$, which can be conceived as shifting the decision bound to favor one category over the other. Putting these assumptions together, the probability a participant will choose category A is given by $\Pr(h(x_{pj}) + \epsilon_c < \delta)$.

Figure 3.3 shows the implementation of the GRT as a graphical model. The node $y_{ij}$ is a count of the number of times the $i$th participant categorized the $j$th stimulus into category A. The node $x_j$ is the point that represents the $j$th stimulus in the stimulus space. The probability $\theta_{ij}$ is the probability that the $i$th participant categorizes the $j$th stimulus into category A, and is calculated using the cumulative normal distribution $\Phi(\cdot)$. Following GRT, this categorization probability is determined by the decision bound the participant
uses and the criterial and perceptual noise for the trial on which the $j$th stimulus was presented. Our model assumes that the criterial and perceptual noise are combined into the value $\epsilon_{ij}$ which is drawn from a Gaussian distribution with mean 0 and a participant-specific standard deviation $\sigma_i$. Our model also assumes that the category bias $\delta$ is equal to 0, since the number of stimuli in each category are equal, and we expect people to be unbiased under these circumstances.

We assume there are, however, individual differences in the decision bounds that people use. In particular, we allow for simple unidimensional categorization strategies corresponding to strictly horizontal or vertical decision bounds, as well as more general diagonal bounds that involve both stimulus dimensions. This is implemented using a latent-mixture approach in which horizontal, vertical, and diagonal bounds are the mixture components. The parameter $z_i$ functions as an indicator variable controlling which type of decision bound the $i$th participant uses. Because we use a latent-mixture approach, the $z_i$ parameter is inferred for each participant. Depending on the type of decision bound, parameters that position that boundary in the stimulus space also need to be inferred. If the $i$th participant is inferred
to use a horizontal bound, it is positioned at a spatial frequency value of $\beta_H^i$. If they use a vertical bound, it is positioned at a spatial orientation value of $\beta_V^i$. If they use a more general diagonal bound, it has a slope of $\alpha_D^i$ and an intercept of $\beta_D^i$. For all of these possibilities, we assume that stimuli are probabilistically categorized according to which side of the decision boundary they lie. Stimuli closer to the boundary are categorized more probabilistically, with some probability they are categorized on the other side of the bound. Stimuli further from the boundary are categorized near deterministically. How quickly probabilistic categorization becomes deterministic is controlled by a participant-specific scale parameter $\lambda_i$, as part of a probit-link model of probabilistic responding.

The model in Figure 3.3 also allows for three types of contaminant behavior, motivated by the clear presence of a group of participants exhibiting little learning and responding near chance, as discussed earlier. The first corresponds to the case in which a participant guesses, choosing category A and category B equally often regardless of the stimuli. The second corresponds to the case in which a participant almost always chooses category B regardless of the stimulus. The third corresponds to the case in which a participant almost always chooses category A regardless of the stimulus. Contaminant behaviors can be thought of as alternative response strategies to those coming from GRT, and so are naturally implemented by extending the latent-mixture approach Zeigenfuse and Lee (2010). Thus, overall, the parameter $z_i$ indexes six possibilities for each participant: three possible GRT strategies based on different types of decision bounds, and three possible contamination strategies.

To complete the Bayesian implementation, we set equal prior probabilities on each participant using each of the six possible categorization strategies. We also set uniform prior distributions for the possible range of decision bound locations, and for the noise variability and determinism parameters.
Data

This application is based on two of the experimental conditions reported by Zeithamova and Maddox (2006). These are the two conditions without memory load: the unidimensional condition, which involves 41 participants, and the information-integration condition, which involves 34 participants. In Figure 3.2, these two conditions are the top-right and bottom-right panels in the “Zeithamova & Maddox” section. In both of these conditions, each participant completed five blocks of 80 trials, categorizing Gabor patch stimuli that varied on two dimensions of spatial frequency and spatial orientation. Both conditions gave corrective feedback after every trial, so that the participants could learn to make more accurate categorizations. This application uses data from only the fifth and final block, when participants were the most informed about the category structures.

The two conditions varied in the way the category structures were defined. In the unidimensional condition, stimuli could be accurately categorized solely in terms of their spatial frequencies. The information-integration condition, both spatial frequency and spatial orientation were important for determining the correct categorization. Formally, the stimuli belonging to each category were defined using a multivariate normal distribution over the stimulus space. These distributions allow for the generation of new stimuli from each of the categories for both conditions. Thus Zeithamova and Maddox (2006) provide behavioral decisions for the 80 stimuli in their conditions, but it is possible to generate any number of new stimuli, which participants did not see, but for which their true category membership is known.

Modeling Results

We implemented the graphical model in Figure 3.3 in JAGS Plummer (2003). Our results are based on 6 independent chains with 10,000 samples each after discarding the first 50,000
Figure 3.4: Categorization behavior and inferred decision boundaries for the Zeithamova and Maddox (2006) data. The left panel corresponds to the “unidimensional without memory load” condition and the right panel corresponds to the “information-integration without memory load” condition. In each panel, the true category structure is shown by the marker color, and the proportion of correct categorization decisions is shown by shading. The gray lines show the inferred decision bound for each participant.

burn-in samples from each chain and thinning by collecting only every third sample. The chains were assessed for convergence using the standard $\hat{R}$ statistic (Gelman, 1996).

The posterior distribution of the $z_i$ parameter provides the probability that the $i$th participant is using each of the six possible strategies. We make the simplifying practical assumption that they use the most likely strategy, corresponding to the mode of the posterior distribution. Similarly, for the GRT-based strategies, we assume they use the decision bound given by the posterior mean of the relevant parameters for the horizontal, vertical, and diagonal cases.

These results are summarized in Figure 3.4, which shows the 80 stimuli as points, colored by their true category. The shading of each point corresponds to the proportion of correct categorizations, with darker shades correspond to more accurate decisions. The decision bounds for the participants — 36 in the unidimensional condition, and 33 in the information-integration condition — inferred to be using GRT-based strategies are shown as gray lines. In the unidimensional condition, most participants use a vertical decision bound. However,
Figure 3.5: Observed and predicted categorization decisions for a subset of the participants from the Zeithamova and Maddox (2006) data set. Panels on the left correspond to the “unidimensional without memory load” condition and panels on the right correspond to the “information-integration without memory load” condition. Rows correspond to individual participants, and columns correspond to observed and predicted behavior. In all of the panels, the marker shape represents the true category. In observed panels, the marker color represents participant behavior in the experiment. In the predicted panels, the marker color represents predicted behavior, based on the inferred categorization strategy. For both conditions, the first two participants are inferred to use the decision bounds shown by the gray line, while the third participant uses either a guessing or repetitive contaminant strategy.
in the information-integration condition, there is a group of participants who use a vertical decision bound and another group who use a diagonal decision bound. In addition to these individual differences in the type of decision bound, there are also individual differences in the location of the bounds themselves. For example, different participants use vertical decision bounds that correspond to different thresholds of spatial frequency.

Figure 3.5 highlights the behavior of three selected participants from both the unidimensional and the information-integration conditions. Each of these participants corresponds to a pair of panels. The “observed” panels show the presented stimuli, with color corresponding to the categorization decision and the marker shape corresponding to the true category. The inferred boundary for the participant is shown by the gray line. This single boundary represents each participant’s most likely boundary strategy, either vertical, horizontal, or diagonal, as well as the most likely location of that boundary in the stimulus space. The GRT is able to describe observed behavior to the extent that the decision bound separates the stimuli (i.e., that different colors lie on different sides of the bound). The selected participants vary as to whether they use a vertical bound, a diagonal bound, or one of the contaminant strategies.

The “predicted” panels in Figure 3.5 show how the inferred strategies are applied to make predictions about how each participant would categorize the new set of stimuli. For GRT-based strategies, new stimuli are simply categorized according to which side of the bound they lie. Otherwise, the stimuli are categorized according to the inferred contaminant strategy. It is these predictions that allow us to apply the wisdom of the crowd method to new stimuli.

**Wisdom of the Crowd Results**

Figures 3.6 and 3.7 summarize our wisdom of the crowd analysis for the unidimensional and information-integration conditions, respectively. For the observed stimuli, the gray bars show
Figure 3.6: Individual and crowd accuracy for the Zeithamova and Maddox (2006) “unidimensional without memory load” condition. For both observed and new stimuli, the gray bars show the distribution of individual accuracy, the dashed line shows the average of these individual accuracies, and the black dot shows the accuracy of the majority crowd decision.

Figure 3.7: Individual and crowd accuracy for the Zeithamova and Maddox (2006) “information-integration without memory load” condition. For both observed and new stimuli, the gray bars show the distribution of individual accuracy, the dashed line shows the average of these individual accuracies, and the black dot shows the accuracy of the majority crowd decision.
the distribution of the categorization accuracy across participants. This is based on their
behavioral responses in the experiment. The broken line shows the average of individual
accuracy. The black dot shows the accuracy of the majority of these observed categorization
decisions.

The right-hand panels of Figures 3.6 and 3.7 involve 1000 sets of newly generated stimuli. For
these new sets, the gray bars show the distribution of accuracy for the predicted categorization
decisions across participants. The broken line is again the average accuracy. The black dot
is the average accuracy of the majority predicted categorization across all of the new sets,
and the error bar shows its 95-percentile range.

The observed results mirror those presented in Figure 3.2, showing that the majority de-
cision is generally very accurate compared to individual performance. The similarly good
performance for the new stimuli shows the effectiveness of the model-based approach. The
majority of the predicted decisions, where the predictions are generated by models of indi-
vidual categorization behavior, is able to categorize accurately stimuli that have never been
observed.

3.3.2 An Application Using the Generalized Context Model

The Generalized Context Model (GCM) is an exemplar-based model of categorization that
uses selective attention and similarity comparison processes to categorize stimuli. There
are several variants of the GCM designed to accommodate specific categorization situations.
These situations include some stimuli being presented more frequently than others, category
assignment being inherently probabilistic, or the use of stimuli for which perceptual learning
is possible (Nosofsky, 1992). The GCM represents stimuli as points in a psychological space
that are compared to exemplars in the same space, or instances of other stimuli, stored in
memory. Categorization decisions in the GCM are made probabilistically by comparing the
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Figure 3.8: Task stimuli varying on size and color (A). Selective attention to only the color dimension (B).

presented stimulus to an exemplar via a similarity function that is influenced by attention and bias. The GCM is an extension of Luce’s similarity choice model for stimulus identification (Luce, 1963). Like the GRT, the GCM incorporates individual differences, but instead of people differing in the construction of a boundary, they differ in their selective attention, strategy use, and bias.

Since attention is a process that is vital for many cognitive functions such as memory and decision making, the GCM accounts for the amount of attention that people dedicate to a categorization task. Selective attention to one dimension over the other influences people’s categorization decisions. In Figure 3.8A, there are four stimuli that vary along two binary dimensions of color and size. Each side of the square corresponds to a value on one of these dimensions. If a participant selectively paid attention only to the color dimension, the other dimension would be weighted less. In Figure 3.8B, the stimuli of the same size would look more similar to each other than they would in Figure 3.8A because their psychological distance would be smaller. The difference in the shapes’ color would be emphasized but the differences in size would be down-weighted. However, if a different participant is attending only to the size dimension, for him or her it would be the color dimension that is down-weighted. Depending on the task, this may help or hinder performance. A model would need to be applied at the individual level in order to provide a good fit to both of these
Figure 3.9: A vertical (A) and diagonal (B) decision boundary splitting the stimulus space that has half of the stimuli belonging to category 1 (black circles) and half to category 2 (white circles).

participants. This type of attention process is particularly interesting for categorization task structures that have separable dimensions, since it would be easy for people to attend to one dimension and ignore the other dimension. For integral dimensions, it is very difficult (or even impossible) to only attend to one dimension. Thus it would be beneficial to examine other attention processes susceptible to individual variation.

Another source of individual differences is variation in the position of the category boundaries. If the stimulus space can be separated into two or more dimensions, there can be a wide variability in where the category bounds are placed on this space. As described previously in the paper, rule-based strategies (unidimensional and easily verbalizable) are used in simple category structures that separate stimuli across a single dimension. Multidimensional rules (which are more implicit) are used in more complicated category structures that require integrating information across different dimensions. For various categorization tasks, some participants might be using a unidimensional boundary while others might be using a multidimensional one. The former boundary can be visualized as a horizontal or vertical (Figure 3.9A) bound that partitions the stimulus space. The latter boundary is visualized as a diagonal bound (Figure 3.9B) that is sensitive to the different dimensions.
Figure 3.10: An example representation of a participant’s decision bound strategy changing over the course of the experiment. The correct representation of the category structure is shown through the stimuli color (i.e. the black circles belong to category 1 and the white circles to category 2). In the first trial block (A), he or she is using a suboptimal vertical bound. In the second trial block (B), the bound is adjusted but still slightly suboptimal. In the third block (C), the participant reaches the optimal decision bound to accurately categorize the stimuli.

The decision bounds that each person is using to categorize the stimuli might not be stable over the course of the experiment. For example, while the participant is learning an integral-dimension category structure, he or she might start out with using a unidimensional decision bound in the first few blocks. Once he or she realizes that the accuracy is low (if they are given feedback), the participant might adjust the decision bound to a multidimensional one. A schematic of this is presented in figure 3.10. Another participant might be using a horizontal decision bound initially but finally end up at the same diagonal decision bound as the first participant. Although their final accuracy might be comparable, the strategy by which they got there is different.

An aspect of responding that has been incorporated into certain category learning models is the concept of bias. This is a simple concept that examines to what extent each individual in a task is inclined to respond with the same answer throughout all the trials. For example, a person might be less likely to push a button that is designated to response “Category A” than they are to push one designated to response “Category B”. The behavior would
show a much higher rate of responding one answer than the other. This is vital to take into consideration when also trying to account for contaminants in the data. There is a possibility of a participant in a task simply pushing one button for the entirety of the experiment instead of completing the task. His or her bias toward that answer would be very high and it would be beneficial for a model to capture that type of contaminant behavior.

In this subsection, I describe a Bayesian approach to modeling individual differences within the GCM framework. I describe our formulation of a latent-mixture version of the GCM, with six possible categorization strategies, in latent mixture terms to allow for individual differences, and its implementation as a graphical model to allow for fully Bayesian inference. I then examine the inferences this model makes about individual differences in the decision strategies and decision bounds for an experimental condition in a categorization data set.

**Implementation**

The GCM has been previously implemented in a Bayesian framework (Vanpaemel, 2009; Lee and Wagenmakers, 2013) but has not been represented as a latent-mixture model for modeling individual differences. Formally, the $i^{th}$ stimulus is represented as a two-dimensional coordinate location $\mathbf{x}_i = (x_{i1}, x_{i2})$. The attention-weighted distance between the $i^{th}$ and $j^{th}$ stimuli is then $d_{ij} = w|x_{i1} - x_{j1}| + (1-w)|x_{i2} - x_{j2}|$, where $w$ is a parameter controlling how much attention is given to the first dimension. This means that a dimension receiving more attention will be more influential in determining distances than the one receiving less attention. We assume that there may be individual differences in attention, and so there are individual-level $w$ parameters. The similarity between these stimuli is $s_{ij} = \exp(-cd_{ij})$, where $c$ is a parameter controlling the generalization gradient. Because we assume individual differences perceptual learning for the face stimuli are unlikely, the same generalization parameter is used for all participants. We do, however, allow $c$ to vary over blocks, allowing for the possibility the degree of generalization is adapted to the learned category structures.
The similarity of the $i$th stimulus to category A is then the sum of the similarities to all the stimuli in the category: $s_{iA} = \sum_{j\in A} s_{ij}$. Finally, the probability of a category response placing the $i$th stimulus in category A is $p_{iA} = b s_{iA} / (b s_{iA} + (1-b) s_{iB})$, where $b$ is a parameter controlling the response bias to category A. Because the categories are fixed, we do not include a response-determinism parameter in the category response model. We do, however, allow for individual bias, consistent with the assumption that there may be individual differences in the way participants learn the unequal category sizes.

Figure 3.11 shows the implementation of the GCM as a graphical model. Unlike the GRT application, we consider every block in the category learning experiment. Since the GCM does not model learning, we did this by applying it cumulatively over the sequence of blocks. In the graphical model, the $y_{ij}$ node counts the number of times the $i$th participant categorizes the $j$th face into category A. The cumulative approach means that this count includes the current block as well as all previous blocks, and $n$ counts how many times it has been
presented over these blocks. Following the GCM, the category A response probability \( r_{ij} \) is determined from the similarities \( s_{ij} \) for the \( k \)th participant, which in turn are determined from the distances \( d_{jk} \) between the stimulus representations \( \mathbf{x} \). The response probabilities depend upon individual bias \( b_i \), and the similarities depend upon the generalization gradient \( c \) and individual attention weights \( w_i \).

We assume there are individual differences in the attention weights that people use, and give theoretical weight to the use of simple attention strategies that focus on just one stimulus dimension. We implement this using a latent-mixture approach in which the mixture components are the attention weight \( w_i \) values of 0, 1, or drawn from a uniform distribution. An attention weight of 0 corresponds to a person attending only to dimension 2 in Figure 3.12. An attention weight of 1 corresponds to a person attending only to dimension 1 in Figure 3.12. A person inferred to be using an attention weight drawn from a uniform distribution devotes attention to both dimensions, but possibly not equally. Similar to our GRT latent-mixture model, the \( z_i \) parameter functions as an indicator variable controlling which attention weight value the \( i \)th participant uses.

To complete the Bayesian implementation, we set a prior on the generalization gradient consistent with the distribution of distances in the MDS representation, and a prior for bias that corresponds to expecting any deviation from unbiased responding to be smaller rather than larger. We also set equal prior probabilities on each of the six possible categorization strategies.

**Data**

This application is based on one of the four conditions in the category learning experiment reported by Navarro et al. (2005). This experiment involved a set of 25 faces. The four conditions differed in the way these faces were assigned to two categories. We consider
Figure 3.12: Dimensional representation of the face stimuli from the Navarro et al. (2005) data set. The true category structure is shown by filled and unfilled alphabetic labels. The red squares underneath the labels indicate the eight faces that were removed.

only the category structure that divided the faces in terms of hair color. In Figure 3.2, this condition is the top right panel in the “Navarro et al.” section. In this condition, 10 participants completed eight testing blocks in which each stimulus was presented once with corrective feedback.

Figure 3.12 shows each of the faces, labeled A–Y, in terms of their representation in a two-dimensional stimulus space. The space was derived by using the individual-differences multidimensional scaling method presented by Okada and Lee (2016), based on previously collected similarity data involving 14 participants rating each pair of faces on a 5-point scale.
A key feature of this multidimensional scaling method is that it derives stimulus spaces with psychologically interpretable dimensions. The dimensions in Figure 3.12 can be interpreted as corresponding to gender and hair color.

The category structure for the hair color condition is indicated in Figure 3.12 by the black and white coloring of the stimulus labels. Unlike the Zeithamova and Maddox (2006) experiment, there is no rule for generating new stimuli with known category assignments. Accordingly, we removed eight faces from the Navarro et al. (2005) data set. The removed faces are highlighted in Figure 3.12 by red squares beneath the stimulus labels. We treat these faces as if they were new stimuli, never seen by the participants.

**Modeling Results**

We again implemented the graphical model in JAGS. Our results are based on 3 independent chains with 1000 samples each after discarding the first 5000 burn-in samples from each chain. The chains were again assessed for convergence using the standard $\hat{R}$ statistic.

The top panel of Figure 3.13 shows the most likely model for each participant in each block. It is clear that some participants change their attention weights over time, and that there are individual differences in these patterns of change. The most common attentional strategy is to attend just to the second dimension. The first two participants always attend to the second stimulus dimension, and the next two participants do the same from the second block onwards. Other participants show guessing contaminant behavior on many of the blocks. It is relatively rare for participants to attend to both dimensions. In general, the patterns of change are interpretable, such as participant 7 who initially attends to the first dimension, then distributes their attention for a few blocks, and finishes by guessing for the remainder of the experiment.

The bottom-left panel of Figure 3.13 shows the inferred similarity gradients, over the dis-
Figure 3.13: Most likely model for all ten participants for all eight blocks shown via color-coding (top panel). Inferred similarity gradients over all stimuli distances in the MDS representation (bottom-left panel). Inferred bias parameter for all ten participants over the eight blocks (bottom-right panel).
tances in the MDS representation of the faces, based on the posterior of the $c$ parameter. The histogram shows the distribution of distances between all pairs of faces. The eight gradients shown correspond to the eight blocks, and the first and last blocks are labeled. The gradient narrows over the course of the experiment, consistent with some form of adaptation. Comparing the gradients to the distribution of distances shows that in the first block, there is broad generalization from one face to all other faces, but in later blocks, what is known about one face generalizes only to relatively nearby faces. This is consistent with the principle of semi-distributed representation (Kruschke, 1993b).

The bottom-right panel shows the inferred pattern of change in bias for each of the 10 participants over the course of the experiment, with error bars representing 95% credible intervals. A few participants show some small initial bias, but the general result is that most participants on most blocks do not favor one category response over the other.

**Wisdom of the Crowd Results**

We used the GCM, with inferred individual differences in attention and bias, to make categorization predictions for each of the withheld faces from Figure 3.12. As before, the prediction is the most likely category response and the crowd categorization decision is the majority of the individual-participant predictions. For each individual, we used the most likely strategy that the model inferred they were using to generate their categorization decision for the withheld stimuli. When that most likely strategy involved the GCM, we used attention and bias parameters corresponding to the inferred posterior mean for the individual. We then took the modal predicted categorization decision from the non-contaminant participants for each withheld face for each block of the experiment. This final step generated the crowd categorization decision.

Figure 3.14 summarizes the wisdom of the crowd analysis. It shows the average categoriza-
Figure 3.14: Learning curves for the removed faces from the Navarro et al. (2005) data set. The thin gray lines show each individual’s proportion of correct answers for each block of the experiment. The dashed blue line shows the average of the individual participant accuracies. The single thick red line shows the categorization accuracy of the aggregated crowd majority decision.

...tion accuracy for the withheld faces for the individual participants (i.e. the categorization decisions actually made by the participants before we removed them for modeling purposes), the average of these individual accuracies, and the crowd category decisions. It is clear that from the first block, the crowd is more accurate than any individual and maintains this superiority over the subsequent blocks. The crowd is always more accurate than the average of the individuals. The performance of the aggregate decision is especially impressive, given the difficult of the withheld faces in terms of the category structure, as evidenced by the average of individual accuracy decreasing even with feedback.

3.3.3 Discussion

In this section, I developed a model-based extension of the wisdom of the crowd idea, using categorization models that allow for individual differences in categorization behavior. I showed that individual-level models can be inferred from available categorization decisions...
and then used to predict how that individual would categorize an unseen stimulus. Our results show that the majority of these predictive decisions continues to produce relatively accurate crowd decisions.

The two case studies we presented highlight the potential generality of the approach. One involved General Recognition Theory and decision-bound categorization, while the other involved the Generalized Context Model and similarity-based exemplar categorization. One involved low-level perceptual Gabor patch stimuli, while the other involved more complicated and holistic face stimuli. One focused on individual differences in the form of different decision strategies, such as horizontal, vertical, and diagonal decision bounds, while the other focused on individual differences in the form of selective attention to different stimulus dimensions. The basic approach simply needs a predicted decision for each individual for a new stimulus, and any model of categorization decisions and individual differences is potentially applicable.

The particular versions of the GRT and GCM we used worked effectively, but we do not claim they are the best possible models. In both case studies, we made a number of modeling decisions, about the inclusion or exclusion of parameters in the GRT and GCM, about the existence of contaminant sub-groups, and so on. These decisions usually had some basis in theory or the specific nature of the category learning task. For example, we did not allow the generalization parameter in the GCM to vary across people, because that would imply some individual variation in perceptual learning over the course of the experiment, which we think is unlikely for the face stimuli. Similarly, our GRT model did not include a category bias parameter, because the number of Gabor stimuli in each category was equal, consistent with what we would expect participants to assume, but we did include such a parameter in the GCM model, because the number of face stimuli in each category was unequal, and we expect individual differences in participants learning this imbalance.

Despite these sorts of justifications, however, it would be possible to explore a large num-
ber of alternative GRT and GCM models by combinatorially varying the assumptions we made. This would be interesting theoretically, to test which assumptions are key to good performance, and useful practically, to optimize performance. We noted some interesting possibilities in constructing our case studies, but did not attempt a systematic investigation. For example, in the GCM analysis, we observed that crowd performance was significantly worse before we included the contaminant behavior mixture components. Without allowing for these individual differences, the crowd performance did not go above an accuracy of 75%. Removing contaminants reduces the number of decisions contributing to the majority, but evidently this deficit is more than compensated by identifying those participants who are learning the category structure. In this case, the additional theoretical complicated of including contaminant behavior was worthwhile. It might also be that sometimes a simpler model is a better account of people’s behavior, and improves performance. For example, even though the possibility of individual differences in category bias for the GCM case study was well motivated, the inferences in Figure 3.13 suggest that assuming unbiased responding for all participants might describe the data well, and could potentially lead to better crowd performance. Exploring these sort of possibilities is an interesting direction for future research. It will be challenging territory to navigate, because of possible tensions between modeling assumptions that follow from established theory, those that are required to describe the current behavioral data, and those that best achieve the applied goal of crowd accuracy. Ultimately, we need to understand potentially complicated relationships between the quality of a cognitive model of individual categorization behavior, the quality of a model of individual differences in that behavior, and the quality of the crowd performance it underpins.
3.4 Individual Variation in Model Use

The Generalized Context Model assumes people store exemplars of each category in memory, attend to the relevant dimensions of the stimuli, and categorize a stimulus using similarity-based generalization from these exemplars. In contrast, General Recognition Theory assumes that people use a decision bound to partition the stimuli into discrete categories. Categorization seems likely to depend heavily on psychological components and processes such as memory capacity, attentional control, decision-making biases, and so on, all of which may vary across people. Accordingly, it seems reasonable to expect meaningful individual differences in categorization, and this expectation is supported by model-based and empirical evidence (Bartlema et al., 2014; Soto et al., 2015). Previous work has studied different types of strategies within models like the GCM and GRT. For example, previous GRT modeling has emphasized the possibility that different people might use different decision bounds, including special cases like unidimensional horizontal or vertical bounds (Ashby and Gott, 1988; Maddox and Ashby, 1993).

In this section, I present an approach to inferring the general models and specific strategies people use in categorization tasks. I do this by allowing for individual differences between the GCM and GRT models, and for individual differences in specific strategies, like unidimensional bounds, possible within each model. We develop a latent-mixture modeling approach that infers the model and strategy each person is using. Building on previous work in which both the GCM and GRT have been implemented as Bayesian graphical models (Lee and Wagenmakers, 2013; Danileiko et al., 2015), we implement our latent-mixture approach also as a graphical model, allowing for fully Bayesian inference. We apply our model to four existing categorization experiments—all involving stimuli that can be represented in terms of two underlying psychological dimensions—but with various types of stimuli and category structures. We find evidence for large individual differences both between and within models. We finish by discussing the implication of our model and results for future research in
understanding how people represent categories.

### 3.4.1 Latent-Mixture Model

Our latent-mixture approach assumes that each subject uses one categorization model or specific strategy within that model, and that the overall data set is therefore a mixture of these specific components. We also allow for the possibility of contaminant subjects, who are guessing or repetitively assigning stimuli to the same category. Instead of filtering these people out, we model the contaminant behavior as another mixture component Zeigenfuse and Lee (2010).
Figure 3.15 presents a schematic graphical model that summarizes our approach. Each subject’s categorization data $y$ is generated by either the GCM, GRT, or a contaminant process. Within each of these general models, there are specific possibilities. For the GCM, either the original model with general selective attention $w$ is used, or attention is focused on only one of the stimulus dimensions, $w = 0$ or $w = 1$. For the GRT, either a general diagonal bound is used $\alpha^D, \beta^D$, or unidimensional horizontal $\beta^H$ or vertical $\beta^V$ bounds are used. For the contaminant processes, either a category is repeatedly chosen $\theta^R$ or a guess is made on each trial $\theta^G$.

**GCM and Strategies**

The GCM is an exemplar model that assumes people store all stimuli in memory and categorize a new stimulus by comparing it the stored stimuli. It is based on a similarity comparison between the presented stimulus and every other stimulus, using the concept of psychological distance (Shepard, 1957). If the stimuli are points in a two-dimensional coordinate space, psychological distance is defined as $d_{ij} = \left[\sum_{k=1}^{N} w_k |x_{ik} - x_{jk}|^r\right]^{1/r}$, where $x_{ik}$ is the value of coordinate point $x_i$ on dimension $k$, $N$ is the number of dimensions, and $r$ is either equal to 1 or 2 for separable-dimension or integral-dimension stimuli, respectively. The selective attention parameter $w$ controls the level of attention given to one stimulus dimension. The distance is used to calculate the similarity $\eta_{ij} = (e^{-cd_{ij}})^\gamma$ so as the distance between points gets larger, their perceived similarity decreases exponentially. The generalization parameter $c$ controls the steepness of the generalization gradient. The response determinism parameter $\gamma_k$ controls probabilistic or deterministic responding (Ashby and Maddox, 1993). The final probability based on these processes can be affected by the bias toward each category. In our implementation, we assume there is no bias, and so set $b = \frac{1}{2}$. This means that the probability of responding $J$ to stimulus $i$ is equal to $\theta^{GCM} = \frac{\sum_{j \in C_j} \eta_{ij}}{\sum_k \sum_{j \in C_K} \eta_{ik}}$.

In the full GCM, selective attention can range between 0 and 1. The special cases of $w = 0$
and $w = 1$ correspond to attending to just one of the two stimulus dimensions, and constitute theoretically interesting strategies. For example, if one stimulus dimension is shape and the other is color, one person might attend only to the shape dimension and place circles in one category and squares in the other. However, another person might attend only to the color dimension and place red shapes in one category and blue shapes in the other. A third person might attend to both dimensions and categorize red circles separately from blue squares. These possibilities correspond to the three GCM components included in our model, represented by the $w = 0$, $w = 1$, and $w$ nodes respectively.

**GRT and Strategies**

The GRT model assumes that instead of storing each stimulus in memory, people partition the stimulus space into response regions divided by boundaries. Response probabilities are determined by these decision bounds, based on which region a noisy perception of the presented stimulus, $x_{pi} = x_i + \epsilon_p$, belongs. Our model considers only linear decision bounds, although quadratic bounds have also been considered in the literature (Ashby and Maddox, 1992). A linear bound is defined as a discriminant function of the two dimensions satisfying the implicit line equation $h(x_1, x_2) = b_1x_1 + b_2x_2 + c$.

GRT assumes that there is variability in people’s memory of the location of the bound. To account for this, the function is adjusted to include criterial noise $\epsilon_c$. The function is compared to a bias parameter $\delta$ which captures bias toward a category. If $h(x_{pi}) + \epsilon_c$ is smaller than $\delta$, the response is category A. If it is larger than $\delta$, the response is category B. If it is equal to $\delta$, the response will be a guess between A and B. We again assumed no bias so that $\delta = 0$. Thus, the probability of a category A decision for stimulus $i$ is $\theta_{GRT}^{GRT} = P(h(x_{pi}) + \epsilon_c < 0)$.

Special cases of the general GRT model that have previously been emphasized involve uni-
dimensional boundaries corresponding to vertical or horizontal lines. A vertical strategy is defined by an intercept value $\beta^V$, a horizontal strategy is defined by an intercept value, $\beta^H$, and a general diagonal boundary is defined by a slope and intercept $\alpha^D$ and $\beta^D$. These possibilities correspond to the three GRT components included in our model. Although the vertical and horizontal strategies can be viewed as special cases of the diagonal strategy, one way to think about this in the latent-mixture approach is as a single model with a theoretically-rich prior. Including the vertical and horizontal boundaries as special cases corresponds to considering only a diagonal boundary with a prior that places significant density on boundaries with infinite and zero slope.

**Contaminant Strategies**

The three GCM strategies and the three GRT strategies make up six mixture components in our model. The remaining components capture contaminant subjects. In these cases, the probability values $\theta^{cont}$ do not follow from a theoretical model, but are set directly. For guessing, the response probability is $\theta^G = 0.5$, so that each category response is equally likely on every trial. For a repetitive contaminant behavior, the probability of a category A response is either $\theta^G_A = 0.99$ or $\theta^G_B = 0.01$, depending on which category choice is repeated. Adding these three contaminant possibilities leads to a total of nine components of our latent mixture model, with Figure 3.15 combining the two repeated contaminant possibilities.

**3.4.2 Modeling Results**

We implemented the graphical model in JAGS (Plummer, 2003), and used fully Bayesian methods based on MCMC sampling to make inferences. Our results are based on 3 independent chains with 100 samples each, collected after discarding the first 500 burn-in ones from each chain, and testing for convergence using the standard $\hat{R}$ statistic. Advantage of
this methodological approach include accounting coherently for uncertainty about inferences, both in terms of model use and model-specific parameters, and automatically controlling for the different complexity of the models and strategies considered (Lee and Wagenmakers, 2013).

We applied the model to four previously published categorization experiments. These experiments all involved a series of trials in which subjects viewed a stimulus and placed it into one of two categories, with corrective feedback after each trial. The stimuli used varied across experiments and include rectangles varying in size and interior line segment position Kruschke (1993a), Shepard circles varying in size and radial lines Bartlema et al. (2014), Gabor patches varying in frequency and orientation Zeithamova and Maddox (2006), and faces Navarro et al. (2005). For the first three, there is a natural two-dimensional stimulus representation. For the faces, we assumed a two-dimensional representation based on multidimensional scaling modeling Okada and Lee (2016). Details of the experiments, including the number of subjects, blocks, nature of the experiment, and the various conditions, are presented in Table 3.2.

Table 3.3 summarizes our results by listing how many people are inferred most likely be using each of the possible models and strategies. The individual model-use inferences come are seen in the indicator variable in the JAGS code that assumes a uniform prior over all nine potential models, meaning that in the prior, each person is equally likely to use any of the nine. The “most likely” model for each person is taken from the posterior distribution of the indicator variable. There are four conditions in the Kruschke (1993a) experiment: the

<table>
<thead>
<tr>
<th>Experiment</th>
<th># Subjects</th>
<th># Blocks</th>
<th># Stimuli</th>
<th># Conditions</th>
<th>Type of Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kruschke</td>
<td>160</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>Rectangles</td>
</tr>
<tr>
<td>Bartlema et al.</td>
<td>65</td>
<td>40</td>
<td>8</td>
<td>2</td>
<td>Shepard circles</td>
</tr>
<tr>
<td>Zeithamova &amp; Maddox</td>
<td>170</td>
<td>5</td>
<td>80</td>
<td>4</td>
<td>Gabor patches</td>
</tr>
<tr>
<td>Navarro et al.</td>
<td>40</td>
<td>8</td>
<td>25</td>
<td>4</td>
<td>Faces</td>
</tr>
</tbody>
</table>

Table 3.2: Properties of the categorization experiments.
<table>
<thead>
<tr>
<th></th>
<th>Exemplar</th>
<th></th>
<th>Bound</th>
<th></th>
<th>Contam.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w 0 1</td>
<td>V H D</td>
<td>G R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kruschke</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filtration 1</td>
<td>10 - 30</td>
<td>- - -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Filtration 2</td>
<td>6 30 1</td>
<td>3 - -</td>
<td>4 -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Condensation 1</td>
<td>15 4 5</td>
<td>- 4 8</td>
<td>2 -</td>
<td>1 2</td>
<td>- -</td>
</tr>
<tr>
<td>Condensation 2</td>
<td>19 6 10</td>
<td>2 - 1</td>
<td>2 -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>50 40 46</td>
<td>5 4 9</td>
<td>6 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bartlema et al.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagonal</td>
<td>- 3 -</td>
<td>5  15 7</td>
<td>1 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Criss-Cross</td>
<td>- 3 4</td>
<td>8 8 4</td>
<td>7 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>- 6 4</td>
<td>13 23 11</td>
<td>8 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zeithamova &amp; Maddox</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidimensional</td>
<td>- 2 -</td>
<td>31 1 1</td>
<td>5 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidimensional + load</td>
<td>3 5 7</td>
<td>22 5 2</td>
<td>5 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information-Integration</td>
<td>- - -</td>
<td>20 - 11</td>
<td>2 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information-Integration + load</td>
<td>1 9 3</td>
<td>19 0 10</td>
<td>3 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>4 16 10</td>
<td>92 6 24</td>
<td>15 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navarro et al.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>9 - 1</td>
<td>- - -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Hair</td>
<td>3 3 1</td>
<td>- 3 -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Trust</td>
<td>4 1 1</td>
<td>2 - 1</td>
<td>1 1</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td>Random</td>
<td>4 - 2</td>
<td>- 1 -</td>
<td>3 -</td>
<td>- -</td>
<td>- -</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>20 4 5 2</td>
<td>4 1 4</td>
<td>1 4</td>
<td>- -</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Number of participants inferred to use an exemplar, decision bound, or contaminant strategy in each data set.

(w: uniform $w$ strategy; 0: $w=0$ strategy; 1: $w=1$ strategy; V: vertical; H: horizontal; D: diagonal; G: guess; R: repeat (either all category A or all category B).
first two are filtration category structures, in which the stimuli can be categorized correctly by using information from only one dimension, and the second two are condensation category structures, in which the stimuli can only be categorized correctly by using information from both dimensions. The majority of the 160 participants are inferred to use the GCM exemplar approach, but the specific selective attention strategy varies by condition. The Bartlema et al. (2014) experiment has two conditions, named after the category structures, both of which require information from both stimulus dimensions for correct categorization. The majority of the 65 participants use a decision bound approach. The Zeithamova and Maddox (2006) experiment has four conditions. The unidimensional condition is similar to the filtration condition in the Kruschke experiment and the information-integration condition is similar to the condensation condition. The “+ load” label in Table 3.3 indicates that that condition also involved a simultaneous working memory load task. The majority of the 170 participants use the decision-bound approach, with the vertical strategy being most common. This experiment involves the most contaminant subjects, who are inferred primarily to be guessing. The Navarro et al. (2005) experiment has four conditions. These involved categorizing faces based on gender, hair color, perceived level of trust, and a random condition with no logical structure. The majority of the 40 subjects use an exemplar approach, with selective attention that considers both available dimensions, but there is large individual variation over both models and strategies across the conditions.

Kruschke (1993a) Results

The results from the Kruschke (1993a) experiment are shown at an individual level, for selected subjects, in Figure 3.16. The circles show the eight stimuli. The dark-colored circles show a response of category A while the light-colored circles show a response of category B. The size of the circle shows the number out of the total number of trials that each stimulus was placed in either category. The smallest circle means that stimulus was placed into that
Figure 3.16: Inferred model or strategy use, and attention values or decision bounds, for selected subjects from the Kruschke (1993a) experiment.

category exactly half of the time while the largest circle means that stimulus was placed into that category all the time. The bar graphs on the top of each panel show the uncertainty in the inference about which model and strategy the subject used. Each bar shows the posterior probability for a model or strategy. A tall bar showing one strategy means that we can be more certain of that person’s inferred strategy than when there are shorter bars showing many strategies. The text at the bottom right corner of each panel indicates the inferred most likely strategy. For the general GCM $w$ strategy, the 95% credible intervals and posterior mean for $w$ are listed. For the GRT possibilities, the bound corresponding to the posterior mean is shown as a thick line, and the upper and lower bounds f to the 95% credible intervals are shown as thin lines.

These subject in Figure 3.16 are chosen to include at least one subject from each condition. The top-left came subject from the Filtration 1 condition, the top-middle subject
Figure 3.17: Inferred model or strategy use, and attention values or decision bounds, for selected subjects from the Bartlema et al. (2014) experiment.

came from the Filtration 2 condition, the top-right and bottom-left subjects came from the Condensation 1 condition, and the bottom-middle and bottom-right subjects came from the Condensation 2 condition. The first two subjects from the filtration conditions are inferred to be most likely using an exemplar strategy with $w = 1$ and $w = 0$, with some possibility of the general GCM $w$ strategy. The subjects from the condensation conditions are inferred to be more likely to use either a diagonal boundary or a general GCM $w$ strategy with a mean value close to $w = 0.5$ in one case, and $w = 0.83$ in the other. The last subject is inferred to be a guessing contaminant, with a larger degree of uncertainty.

**Bartlema et al. (2014) Results**

The results from the Bartlema et al. (2014) experiment are shown at an individual level in Figure 3.17. The top panels come from the diagonal condition and the bottom panels
Figure 3.18: Inferred model or strategy use, and attention values or decision bounds, for selected subjects from the Zeithamova and Maddox (2006) experiment.

come from the criss-cross condition. The top-left subject is inferred to be using a horizontal boundary, but with some uncertainty about the possible use of a more general diagonal boundary. The bottom-left subject is also inferred to be using a horizontal boundary, but there is a possibility of a diagonal boundary, or a contaminant guessing strategy. The top-right subject is inferred to be using a diagonal boundary, with greater uncertainty. The bottom-right subject is inferred to be using a vertical boundary, also with a high level of certainty.

Zeithamova and Maddox (2006) Results

The results from the Zeithamova and Maddox (2006) experiment are shown at an individual level in Figure 3.18. The top-left subject comes from the unidimensional condition. The top-middle and top-right subjects come from the unidimensional + load condition. The
bottom-left subject come from the information-integration condition. The bottom-middle and bottom right subjects come from the information-integration + load condition. In this experiment, very few of the subjects were inferred to be using an exemplar strategy, perhaps as a result of the large number of stimuli required to keep in memory. Even though most subjects were inferred to be using a decision bound, there is still great variation in the specific shape of the boundaries, with varying slopes and intercepts. Two of the subjects selected for Figure 3.18 are inferred to be using a vertical boundary, even though they come from conditions with different category structures. Similarly, two of the subjects are inferred to be using a diagonal boundary, but one with more uncertainty than the other about the location of the boundary. This experiment also involved a large number of subjects inferred to be contaminants, one of whom is shown in Figure 3.18. The top-right panel shows one subject who was inferred to be using an exemplar approach with a \( w=1 \) strategy, although there is large uncertainty about this inference, consistent with the poor categorization performance shown.

**Navarro et al. (2005) Results**

The results from the Navarro et al. (2005) experiment are shown at an individual level in Figure 3.19. The top-left subject comes from the gender condition, the top-middle and top-right subjects come from the hair-color condition, the bottom-left subject comes from the trust condition, and the bottom-middle and bottom-right subjects come from the random condition. Most of the subjects are inferred to be using the GCM, perhaps as a result of the stimuli being faces and not easily separable into psychologically interpretable dimensions. Two of the selected subjects are inferred to be using the general GCM \( w \) strategy, with varying mean values depending on the condition. A few subjects are inferred, with less certainty, to be using a decision-bound approach. The random condition has the most contaminants, as for the subject in the bottom-right panel, typically with large uncertainty.
3.4.3 Discussion

I have presented a latent-mixture model that infers which of the two models – the GCM or the GRT – each person is using, and whether they are using a specific strategy within that model. Our individual differences analysis showed that different people’s categorization behavior can best be explained by different model strategies, depending on the types and number of stimuli involved, and the nature of the category structures. Instead of continuing a debate of a “one model fits all” answer where all behavioral data must be in accordance with one type of model, applications of our modeling approach to individual subject data can potentially reveal multiple models and strategies being used by different people.
Future work could apply our general method, and the specific model we have implemented and demonstrated, to other categorization experiments, exploring how individual differences change with the type of stimuli and category structures involves. It would be interesting to understand individual differences for more complicated real-world stimuli, such as faces, with the goal of understanding how people categorize in everyday life. It is straightforward to extend our model to include other theoretical accounts of categorization behavior, and different specific strategies within them. These could incorporate other categorization models, such as hybrid models that combine prototype with exemplar or rule-based representations. It would also be possible to extend the model to allow for shifts in categorization within an individual, allowing for possibilities like rapid shifts in attention, or the adaptation of an overly simple unidimensional bound to a more general diagonal bound on the basis of feedback. Examination of the strategy shifts that occur can be useful for further predictive modeling of when we can expect participants to switch strategies. Collectively, these extensions allow for broader and deeper investigation of the individual differences in the way people represent and use categories.

3.5 Conclusion

Moving forward, one attraction of our modeling approach is its generality. It is possible for both the current case studies, and for other case studies — involving other stimuli or category structures — that quite different categorization models will be appropriate. For example, some category structures will need nonlinear decision bounds in the GRT, and individual differences in generalization gradients in the GCM will be needed for stimuli that allow for perceptual learning. Beyond the GRT and GCM there are many other theories and models of categorization, including ALCOVE, COVIS, RULEX, SUSTAIN, and hybrid models (Kruschke, 1992; Ashby et al., 1998; Nosofsky and Palmeri, 1998; Love et al., 2004;
Busemeyer et al., 1984; Smith and Minda, 2000), that could be used as the underlying psychological models in our wisdom of the crowd framework.

As well as considering other models of categorization, our approach would benefit from extended models of categorization decisions and category learning. For example, it is possible that people change strategies during the course of learning a category structure. In the GCM case study, some participants change how they attend to the different stimulus dimension over the course of learning. These changes are not formally part of the GCM model that we used, nor is it a common capability in most established psychological models of category learning. It would also be possible to extend the modeling approach to allow for individual differences in terms of which psychological model each person uses. It may be that some people use decision bounds while others use exemplar-based similarity, and it may even be that some people start with an exemplar strategy and switch to a decision bound strategy as the number of presented stimuli increases. Both of these extensions could be naturally accommodated by hierarchical and latent-mixture extensions within the graphical modeling approach we have used, and could continue to be applied to data using Bayesian methods.

Turning to applied possibilities, a challenge for our approach is determining how to represent the stimuli. The simple perceptual nature of the Gabor patch stimuli is not true of all stimuli, and the representation of the faces that we used was based on independent similarity data collection and multidimensional scaling analysis. Even then, the representation of the face stimuli only applied to 25 faces, and we have no method for determining how a new face should be represented in this same space. What is needed for real-world application is a formal method for determining an appropriate representation of any possible stimulus. To return to our motivating example of doctors learning to diagnose skin patches, it seems possible, but far from trivial, that image processing methods could automatically map a visual skin patch stimulus into a dimensional psychological representation. In general, the applicability of our approach to real-world situations hinges on finding such a representational
method. When such methods are available, our approach has the attractive property of requiring relatively limited effort on the part of people to categorize large numbers of stimuli. Once a categorization model has been inferred for each individual, it can be applied to any number of new stimuli. The accuracy of the crowd categorizations should increase as both more individuals are included in the group, and as individuals categorize more stimuli.

One way to interpret our wisdom of the crowd approach comes from machine learning where it would be called boosting (Hastie et al., 2001). Under this interpretation, the model of each individual functions as a weak classifier and there is a simple majority rule for aggregation of the categorization decision. In fact, the GRT is closely related to decision-bound methods like support vector machines, and the GCM is closely related to radial basis classifiers, nearest-neighbor, and other clustering methods (Welinder et al., 2010; Gomes et al., 2011). From a machine learning perspective, the contribution of our approach is to help identify useful weak classifiers, by recognizing that the classification problem is a problem of human categorization, and so domain-specific cognitive models should be effective in ways that more domain-general statistical methods may not. Nevertheless, it is almost certainly possible to improve categorization accuracy in the case studies we have presented using established and successful machine learning techniques. In particular, it is likely that discriminative machine learning methods could outperform the generative approach to probabilistic modeling we have used. The strength of the psychological nature of our approach comes not from relative accuracy, but from significantly greater interpretability. A recognized challenge for machine learning methods relates to issues of interpretability and trust (Ribeiro et al., 2016). Whereas a deep neural net may only be able to give a sequence of connection weights as a justification for a decision, it is generally easy to give complete and meaningful accounts of how and why our aggregated crowds decided to categorize a new stimulus a certain way. These explanations will reference interpretable decision strategies and individual differences in those strategies. This should not only increase the probability that people trust the crowd decision, but also make training and remediation of individuals possible, especially by comparing their
categorization strategies to others.

In terms of psychological understanding, our approach is a good example of what Watts (2017) calls “solution-oriented” social science. The general goal is to seek to solve a practical problem, using existing theories and models where possible, and identifying gaps where they exist. In our case, the wisdom of the crowd problem demands that the modeling of individual differences be taken seriously, and both of our case studies incorporated different sorts of categorization strategies as well as allowing for different types of contaminant behavior. This is relatively new theoretical territory for the modeling of human category learning, and there certainly is not wide exploration or agreement on the number and type of these individual differences. In this way, our results provide new empirical evaluation and are relevant to the development of theory. More tellingly, the results for the faces case study identify the need for models of how people change or adapt their categorization strategies over the course of learning. There are few such theories, and no established categorization models that include this capability. In these sorts of ways, our case studies not only demonstrate the applicability of current categorization models to have a useful real-world application, but highlight the role of applications in focusing attention of important theoretical and modeling problems that need to be solved to understand how categorization works.
Chapter 4

Conclusion

The wisdom of the crowd phenomenon has been demonstrated in a variety of domains, including simple numerical estimates, probability judgments of real-world events, predictions of sports events, and now categorization tasks. These tasks fulfill all four requirements of a wise crowd (Surowiecki, 2004). They show diversity in allowing the decision-makers to have a wide range of different opinions and backgrounds, such as varying rates of learning or different degrees of mis-calibration of probabilities. The tasks are decentralized in that the decision-makers all draw their estimates from different sources, such as different expertise levels. The tasks show independence by requiring that the decision-makers produce their answers by themselves. Finally, they all rely on effective methods of aggregation, which I have demonstrated as either simple statistical measures of the mean, median, and mode or as more sophisticated cognitive models that tap into people’s latent decision-making processes.

In chapter 2, I introduced a hierarchical cognitive model for combining people’s estimates of probabilities, in an environment where the ground truths were already known, as well as in a truly predictive environment in which the model predicted winning percentages of sports teams for seasons that had not yet happened at the time of the study. Apart from performing
fairly well (relative to other aggregation measures) in accurately predicting probabilities, I

demonstrated how we also learned about the participants’ decision-making processes and

different differences. I showed how we identified experts in the survey, even when the

model was naive to the truth. I also showed how we learned about the participants’ mis-

perception of probabilities, in their under- and over-estimations of extreme probabilities.

In chapter 3, I explored the applications of the wisdom of the crowd for the field of category

learning. I showed how we used a number of existing categorization data sets to prove that

this phenomenon exists in this field if you combine decisions via the modal responses. I

then introduced a Bayesian framework for the GRT model of categorization so that we could

compare its inferences with the GCM in a more straightforward manner. I showed how a

combination of the cognitive models and the modal response measure correctly categorized

newly generated stimuli that have not been seen by the participants. As in the previous

chapter, I demonstrated how we learned about individual differences in our participants, in

the use of boundaries, selective attention, and strategy use.

Overall, the work presented here provides a deeper understanding of the benefit of cognitive

modeling for aggregating people’s decisions. This approach not only often provides improved

prediction performance for tasks like probability estimation and categorization, but it also

provides a psychological insight into human behavior. Being able to account for individual

differences in strategies, expertise, or biases will lead to even better cognitive models, which

in turn will not only help us understand more about how people generate decisions but will

also lead to more accurate crowd answers in predictive applications.
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