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Abstract

I have used the extended x-ray absorption fine structure (EXAFS) and ultra-low temperature x-ray magnetic circular dichroism (XMCD) to study the environments of the metal sites in metalloproteins. EXAFS has been used to study the Zn site in spinach carbonic anhydrase. The EXAFS, in parallel with site directed mutagenesis studies, indicate that the active site Zn is in a cyst-cys-his-H$_2$O environment, very different from the mammalian carbonic anhydrase active site. Nitrogenase, the primary enzyme in biological nitrogen fixation, contains two complex metal clusters of unique structure. Only recently has crystallography been able to propose models for these structures, but much more remains to be done. EXAFS studies at the Fe and Mo K-edges of nitrogenase solutions and crystals yielded information about the various metal-metal distances in these two clusters. We assigned 4 Fe and 3 Mo interactions <4 Å. Single crystal Mo K-edge EXAFS then found a very long Fe-Fe distance of ~5.1 Å. These distances were then used to further refine the proposed crystallographic models to their highest accuracy yet. Studies were carried further by examining nitrogenase in oxidized and
reduced forms - states for which there is no crystallographic information. Small structural changes were observed and we put forth an EXAFS model that attempts to deconvolute the EXAFS distances of the two metal clusters. This model illustrates a possible expansion of the metal-metal interactions during oxidation and contraction upon reduction. Nitrogenase Apo I, a genetic mutant of nitrogenase which is thought to contain only one of the two different metal clusters, was also examined using EXAFS. These studies showed results consistent with current models, yet the metal clusters were very disordered. Finally, I used ultra-low temperature methods to further the development of x-ray magnetic circular dichroism as a technique for studying biological systems. Experiments were performed on the copper in plastocyanin. Data was collected that definitively proves that the sample surface was at 0.55 ±0.05 K. This results opens the door to further study of more complex biological metal clusters.
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Chapter I

X-Ray Absorption Spectroscopy

**ABSTRACT**

This chapter is an introduction to the techniques of x-ray absorption spectroscopy. There will be discussion of the Extended X-Ray Absorption Fine Structure and a brief discussion of soft x-ray L-edge absorption for 3d transition metals. These sections will lay the groundwork for the chapters that follow. The methods of data acquisition and use of synchrotron radiation will also be covered.
Introduction

Consider a beam of photons with intensity $I_0$ passing through a material. A certain quantity of these photons will be absorbed by the sample in accordance with the well known relation:

$$I = I_0 e^{-\mu(E) x}$$

where $I$ is the intensity of photons emerging from the sample of thickness $t$ and $\mu(E)$ is the absorption coefficient of the sample at a given photon energy $E$. The processes by which light is absorbed generally depend on the energy of the incoming photons. In the case of IR and UV/VIS techniques, photon energy is absorbed by exciting rotational-vibrational and valence electronic states. In the case of x-ray energies, photons are absorbed by exciting core electrons into valence and continuum states.

From quantum mechanics, the probability of a transition from an initial state to a final state is proportional to the square of the matrix element:

$$P \propto |\langle \psi_i | \hat{T} | \psi_f \rangle|^2$$

and by the Pauli exclusion principle, the final state, $|\psi_f\rangle$, must be unoccupied. If the x-ray photon has energy just below the binding energy of a core electron, an absorption event is not possible. If the photon energy is at, or greater than, the core electron binding energy, the probability is very large and absorption will occur. When the energy of the photon is near the binding energy the
absorption cross section will be greatest, and will decay as energy increases.

The absorption event promotes a core electron (the photoelectron) into an unoccupied valence state or, if the photoelectron has sufficient energy, into continuum states. What one then sees for the x-ray absorption coefficient is a series of 'edges' as illustrated in Figure 1. The notation used for these edges relates to the energy level of the photoelectron ejected: a K-edge corresponds to a 1s photoelectron, L\textsubscript{1} to 2s, L\textsubscript{2} and L\textsubscript{3} to the spin-orbit split 2p\textsubscript{1/2} and 2p\textsubscript{3/2} levels, etc.

There are two formalisms which describe the final states available to

![Figure 1: Illustration of the x-ray absorption edges. The L\textsubscript{3} and L\textsubscript{2} are only separated by the 2p spin orbit coupling. The K-edge is separated from the L\textsubscript{1} edge by the difference between 1s and 2s energy levels which is comparatively large.](image)

the photoelectron and hence the structure in the x-ray absorption coefficient. In the vicinity of the absorption edge, where the photoelectron is not very energetic, it is useful to use an atomic multiplet model to calculate the available final states [1]. In the case of a more energetic photoelectron (~20-40
eV above the binding energy) it is more useful to consider the scattering from nearby atoms [2].

**Extended X-ray Absorption Fine Structure (EXAFS)**

When the ejected photoelectron has sufficient energy to escape the partially-bound valence states of the absorbing atom, it will then interact with the potentials of nearby atoms. This scattering gives rise to structure above the absorption edge. The photoelectron wave propagates out and scatters off of the potentials of nearby atoms, generating backscattered waves. As the energy of the incoming photon beam is scanned, these waves interact. As

---

**Figure 2:** The K-edge spectrum of a Zn metal foil. The three regions are indicated (pre-edge, edge and EXAFS). The EXAFS Structure above the edge is clearly visible.
they move in and out of phase with each other, oscillations are set up in the absorption coefficient. These oscillations are referred to as the Extended X-Ray Absorption Fine Structure or EXAFS.

Shown in Figure 2 is a K-edge absorption spectrum for a Zn metal foil. This figure defines the three regions of an x-ray absorption spectrum. The 'pre-edge' region of the spectrum is dominated by absorption from the sample matrix. This slowly varying baseline will be used to subtract background contributions to the EXAFS during analysis. The 'edge' region is where the core photoelectron is promoted to unoccupied valence states and strongly localized on the absorbing atom. It is this region that can be treated with the multiplet model, as will be briefly discussed later. Finally, the structure above the edge is the EXAFS region.

The EXAFS consists of two parts: the oscillatory, or modulated part, and the smooth, or unmodulated part. The unmodulated portion is directly proportional to the photoabsorption that would be observed for a free atom. The modulated portion of the EXAFS is due to the interaction with neighboring atoms and contains the local structure information. These modulations can then be described by:

$$\chi(k) = \frac{\mu - \mu_0}{\mu_0}$$

where $\mu$ is the modulated part and $\mu_0$ the unmodulated baseline. In practice,
the falloff observed in the EXAFS region is influenced by various experimental factors. As a result of this, an artificial approximation to this baseline must be made. Frequently, this is accomplished by fitting a cubic spline to the unmodulated part of the EXAFS. The above equation then becomes:

$$\chi(k) = \frac{\mu - \mu_{spl}}{\mu_0}$$

Which is the experimental form of the EXAFS oscillations.

When the ejected photoelectron has sufficient energy, the final state wave function for the absorption probability can be modeled by a single scattering formalism [2]. If the electron energy is not high enough (in the edge region), the interfering waves cannot be treated individually. The contributions of other atomic potentials to the outgoing and backscattered waves must be considered. This type of interaction is dominant in the edge region of the spectrum and can be treated with multiple-scattering methods. With a core electron initial state and scattered final states, it can be shown that the functional form of the EXAFS is [2]:

$$\chi(k) = \sum_i N_i \gamma f_i(k, R_i) \frac{1}{kR_i^2} e^{-2\sigma^2 k^2} e^{-(\frac{2\pi}{\lambda})^{2}} \sin[2kR_i + \phi_i(k, R_i)]$$

where the summation is over the different absorber-backscatterer interactions. Although x-ray data is usually collected as a function of photon
energy, the equation above is in terms of the variable $k$. This is the magnitude of the photoelectron wave vector, as defined by the well known equation:

$$k = \left[ \frac{8\pi^2 m^2}{h^2} (E - E_0) \right]^{1/2} \approx f0.262(E - E_0)^{1/2}$$

Expressing the function in terms of $k$ brings the EXAFS into a space where the oscillations are periodic. More importantly, the energy difference in the above equation also allows photoelectron energy to be described by the amount of excess energy above the edge threshold that it possesses.

The overall nature of the EXAFS is that of a sum of exponentially decaying sine waves. The amplitude in the leading term is proportional to the number of atoms, $N$, (frequently referred to as the coordination number) at a given distance $R$. The distance and energy dependence in this leading term limit EXAFS analysis to local structure examinations: as distance and energy increase, the amplitude of the signal decreases quickly. The factor, $\gamma$, accounts for intrinsic processes in the system that reduce the EXAFS amplitude, such as multi-electron excitations. The exponential in terms of $\lambda$ accounts for the fact that the photoelectron has a finite mean free path. This finite mean free path also limits the EXAFS to local structure.

The second exponential attenuation factor is in terms of $\sigma^2$, the so-
called Debye-Waller factor. For a given system, there will be a certain
displacement in the atomic positions from thermal and static disorder. If the
displacements are relatively small and have harmonic character, a gaussian
distribution results, as is shown here. In this case, $\sigma$ is the root mean square
development for a given distance $R$. Although this is the generally accepted
disorder model to use, there are cases where asymmetric distributions
warrant a modification to this term [4].

The functions $f(k,R)$ and $\phi(k,R)$ are the backscattering amplitude and
phase functions respectively. These functions are different for each absorber-
backscatterer combination and are primarily responsible for the ability of
EXAFS to determine the nature of individual backscattersers. The functions
depend on the distance to the neighboring atom and also on the energy of the
photoelectron wave. This energy dependence of the phase shift $\phi(k,R)$ as well
as the angle, $2kR$, means that the sine term in the EXAFS equation is not truly
periodic.

Thorough calculations have been done to tabulate the phase and
amplitude functions for atomic species. These tables can then be applied to
unknown systems being studied. Another method is to determine the phase
and amplitude functions for a particular absorber-backscatterer combination
in a well defined compound. These phase and amplitude functions can then
be applied to the unknown system currently under study. This brings up the
important issue of phase transferability. Can the phases for one system be applied to another different system? In general, there is good agreement when the phase and amplitude functions are transferred between different systems. However, what may need to be modified for different systems is the value of the threshold energy $E_0$. The valence energy levels are strongly dependent on the local surroundings. For this reason, small shifts in the threshold energy, $\Delta E_0$, are added to each interaction in the EXAFS analysis to allow for transferability of the phase and amplitude functions. Methods now exist where \textit{ab initio} calculations can be performed for a given system [6]. Analysis using these techniques can be somewhat cumbersome, since each interaction is calculated, refined and then re-calculated at the new refined values. Although it has been shown that using these \textit{ab initio} calculations can lead to better fit quality, the errors in the distances, $R$, are still very small ($\pm 0.02 \text{ Å}$ [7]) when using tabulated phase and amplitude functions.

The use of EXAFS to gain local structural information from biological samples is well established [5]. The element specificity inherent in the technique allows an experimenter to observe local structure around a given site. Information about the type and number of neighbors surrounding the given element can be derived as well as distances to great accuracy ($\pm 0.02 \text{ Å}$ [7]). Similar information can be gained from x-ray crystallography, but EXAFS has the advantage of not requiring ordered samples. This allows EXAFS studies of a broad range of samples where crystals have not yet been grown.
The ability to gain high accuracy distance information allows refinement of crystallographic models and the ability to observe small changes in metal-ligand distances.

**Soft X-Ray L-edge Spectroscopy**

Although not emphasized earlier, there are features present in the edge region of an XAS scan that can be important for learning more about the given system. This is the region of the spectrum where direct calculation of possible final states is appealing. Unfortunately, in many cases the edge features are much too broad or convoluted to perform an accurate analysis.

In the case of the 3d transition metals, an almost fourfold improvement in resolution can be gained by examining the L-edge absorption. This resolution allows the observation of spectral features which would be unresolvable in analogous K-edge studies. In the case of transition metals, the L\textsubscript{2,3} edges arise from transitions directly into the 3d metal valence orbitals, transitions which are formally dipole-forbidden in K-edge spectra. These orbitals contain important information about the symmetry and electronic structure of the metal and its environment.

The effect of the linewidth narrowing is demonstrated for MnCl\textsubscript{2} in Figure 3. The dipole forbidden 1s->3d transition is seen as an almost totally unresolvable doublet at the foot of the Mn K-edge. The presence of this
Figure 3: Comparison of the Mn K-edge (dashed) and Mn L₃-edge (solid) XAS spectra for MnCl₂. The energy scale is for the Mn L₃-edge. The spectra have been arbitrarily aligned and only the 1s→3d region of the Mn K-edge is shown.

feature can be explained by some 4p-character mixing into the 3d Mn orbitals and quadrupole allowed transitions. In contrast, the overlayed Mn L₃-edge shows much more structure from the dipole allowed 2p→3d transition.

For the case of L₂,₃ edge absorption (still considering only 3d transition metals) the electron is promoted from the 2p shell into the valence 3d shell. For metals later in the periodic table, or for K-edge transitions, the interaction between the remaining core hole and valence electrons can be ignored. For the 3d transition metals, a proper description of the final state must take this 2p hole into account. The nature of these final states make them readily calculable using an atomic multiplet model [1,8].

For the calculation, the initial transition considered is 2p⁶3dⁿ ->
2p^{5}3d^{n+1}, which is only a single L-edge transition. The 2p electron is ejected, the spin-orbit coupling of the core hole splits the 2p orbitals into 2p_{1/2} and 2p_{3/2}. This splitting gives rise to the separate L_{3} and L_{2} edges. Once in the final state, the coulomb and exchange interactions of the electron with other d-orbital electrons is considered as well as any interaction with the 2p core hole. The allowed transitions are then calculated for this idealized system. To make the simulation more complete, the effect of the external crystal field is then folded in. This modifies the allowed transitions further, based on the symmetry of the absorbing atom. Finally, the broadening effects of lifetime and experimental error are used to broaden the transitions and a spectral simulation results.

**XAS Data Collection**

It would seem that the easiest way to collect XAS data is to set-up a traditional transmission experiment. The incident and transmitted beam could be measured and the resulting spectra analyzed. Unfortunately, this is not the case for biological samples. Metalloprotein solutions are generally very dilute (~nmolar in metal content). Revisiting the transmission relation gives:

\[ I = I_0 e^{-\mu_b \lambda} \cdot \mu = \mu_b + \mu_e \]

where the absorption coefficient has been separated into contributions from the background absorption by the sample (\mu_b) and the absorption of the
specific element being examined ($\mu_e$). When the concentration is low, the contribution of the background absorption will dominate. This results in a very small signal on top of a large, slowly varying background. To overcome this problem, dilute protein XAS is measured using fluorescence detection [9]. For this method of detection, a detector is tuned to collect only emission from a specific element. This almost completely eliminates the background contribution to the collected data. To maximize this method, multi-element array detectors have been developed to collect as much of the fluorescence signal as possible and maximize the signal to noise ratio [10].

![Figure 4: Rough diagram of the experimental XAS set-up. The beam is entering as hv and is monitored by $I_0$. The cooled sample is rotated at 45° to the fluorescence detector and incoming beam. For the hard x-ray experiments, an internal calibration can be used by placing $I_1$ and $I_2$ behind the sample.](image)

A typical XAS experiment is shown schematically in Figure 4. In the case of x-ray energies above ~3 keV (i.e. the K-edges of the 3d transition metals), the experiment is performed in atmosphere. The beam intensities
(I₀, I₁ and I₂) are measured using gas ionization chambers placed in the beam path. The sample is usually cooled to cryogenic temperatures (~5-20 K) to minimize radiation damage and reduce the broadening effects from thermal disorder. The sample is oriented at 45° to the incident beam and the fluorescence detector.

The two extra gas ionization detectors are used to calculate an internal calibration. Since a portion of x-rays in this energy range will still transmit through the sample, a classic absorption experiment is run using a concentrated standard sample (i.e. a pure metal foil between I₁ and I₂). For each fluorescence scan of the protein being studied, an accompanying scan is made of the well characterized standard. This allows for very accurate energy calibration to be performed during data analysis.

In the case of soft x-ray experiments (i.e. the L-edges of 3d transition metals, <1 keV) the experiment must be conducted in vacuum. Soft x-rays have very short penetration depths and would be completely absorbed if an air path was used. In order to optimize the photon flux on the sample, soft x-ray beamlines operate in a ‘windowless’ mode. In this condition, the vacuum chamber connects directly to the beamline and ring vacuum. Fluorescence detectors have been developed that share this vacuum eliminating the need for absorbing windows over the detector elements [11].
Unfortunately, since the penetration depth is so small at these soft x-ray energies, the use of an internal calibration standard is impossible. Measurements must be alternated between the sample of interest and a well characterized standard. The measurement of beam intensity must also be relatively non-invasive. Usually, thin metal grids are placed into the vacuum to measure beam intensity. The porous nature of the grid allows much of the incident light to pass through while a fraction of the beam will excite an electron current in the metal that can be monitored externally.

**Synchrotron Radiation**

In order to perform these experiments, a continuously tunable source of x-rays must be utilized. The source must also be able to reach a very wide range of x-ray energies. The experiments in this thesis span a range of \(~900\) eV for the Cu L-edge to 21000 eV for Mo K-edge EXAFS. The best means of accomplishing these goals is to use synchrotron radiation.

When a very high energy electron (E>>mc²) is deflected in a magnetic field, the energy released is synchrotron radiation. The energy lost to synchrotron radiation was originally a problem in high energy physics experiments and early studies of synchrotron radiation were designed to mitigate this energy loss. However, as scientists have found ways to study smaller and smaller structures, synchrotron radiation has moved from being an unwanted byproduct to a position where storage rings designed solely to
deliver high quality synchrotron radiation are being built all over the world. Now, there are dedicated synchrotron facilities which can deliver photons from the infrared energy range ($10^{-2}$-1.8 eV) to the hard x-ray regime ($10^3$-10$^5$ eV) [3].

A synchrotron storage ring consists of bend and straight sections (Figure 5). At each of these bends, the electron path is deflected by a magnetic field and radiation is released. The spectral output of the electrons passing through one of these bend magnets is given by [3]:

$$N(h\nu) \propto \gamma(y) \int_{y}^{\infty} K_{2,3} (t) \; ; \; y = \left[ \frac{h\nu}{h\nu_c} \right] ; \; h\nu_c = \frac{3hc\gamma^3}{4\pi\rho}$$
Where $K_{2/3}(t)$ is a modified Bessel function of the second kind and $\gamma$ is the relativistic ratio ($E/mc$). This equation also introduces an important quantity for describing synchrotron radiation, the critical energy $\hbar \nu_c$. The equation above is plotted for several different electron beam energies in the SPEAR ring at the Stanford Synchrotron Radiation Laboratory in Figure 6.

The general shape is one of a steady incline to a peak and then a sharp decline. Notice how the output energy range increases with an increase in the energy of the stored electron beam. Although the critical energy is located near the falloff point in the curve, there is still flux available beyond this point. Knowledge of the critical energy is then useful for gaining knowledge about the output of a synchrotron ring. For the SPEAR ring plotted in Figure 6, a 1 GeV electron beam will output better in the soft x-ray region of the spectrum ($< 1$ keV) while the 4 GeV electron beam will be a good emitter of hard x-rays ($10^3$-$10^5$ keV). The values along the y-axis of Figure 6 also give some insight into the high flux available from synchrotron radiation. Where classic x-ray tubes could deliver $10^6$-$10^8$ photons/sec, synchrotron bend magnets can deliver $10^{10}$-$10^{13}$ photons with a small focussed beam size [3].
Figure 6: Spectral distribution of radiation emitted by the SPEAR storage ring. The curves are drawn for the three different electron energies shown. The vertical lines correspond to the critical energy points for each curve. From ref [3].

The relationships just discussed show the relationship of spectral output to the characteristics of the ring bend magnets (radius of curvature, ρ; ring energy, γ), but what of the straight sections? By arranging two rows of magnets in one of the ring straight sections, the electron beam can be perturbed several times with a small radius of curvature. This will produce radiation of higher intensity than a single bend magnet. This is the principle behind ‘insertion devices’ which are placed in the ring lattice and produce very high photon flux.

In a wiggler insertion device, the magnetic fields are generally small and the photon flux output is extremely high due to the number of different magnet periods that the electrons travel through. In the case of an undulator, the fields are usually higher and the number of magnetic periods can also be
greater. In this case, the interference effects in the output light cannot be ignored. These effects cause the spectral output of an undulator to be extremely bright light concentrated around a small range of energies. By changing the gap between the magnet rows in an undulator, and hence the magnetic field the electron beam sees, the position of this sharp energy peak can be moved. This allows the experimenter to 'tune' the energy of the undulator to conform to the requirements of the experiment being performed.
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Chapter II

Spinach Carbonic Anhydrase: Investigation of the Zinc-Binding Ligands by EXAFS\(^1\)

\[ \text{ABSTRACT} \]

A good demonstration of the EXAFS technique applied to biological systems is this study of plant carbonic anhydrase (for reference to complete study, see chapter footnote). The enzyme carbonic anhydrase has been well characterized in mammalian systems, but the structural properties of the plant isozymes remain elusive. To investigate the nature of the zinc-binding site in spinach carbonic anhydrase, we targeted potential zinc binding ligands for mutagenesis and examined resulting enzymes for catalytic activity and stoichiometric zinc binding. We then examined the wild-type protein using extended X-ray absorption fine structure (EXAFS) analysis to try and gain

\(^1\)Published in full as: M.H. Bracey, J. Christiansen, P. Tovar, S.P. Cramer, S.G. Bartlett, Biochemistry, 1994, 33, 13126-13131
information about the local surroundings of the zinc active site. Overall analysis of the results suggest that spinach carbonic anhydrase utilizes a Cys-His-Cys-H$_2$O ligand scheme to bind zinc ion at the active site.
Introduction

Carbonic anhydrase (CA, sometimes referred to as carbonate dehydratase) is a ubiquitous zinc metalloenzyme which catalyzes the reversible hydration of carbon dioxide. In mammals, CA plays important roles in facilitating carbon dioxide exchange in capillary beds and alveoli, maintaining the buffering capacity of blood, and reabsorbing bicarbonate across renal tubules [1]. Crystal structures for the human isozymes I and II and the bovine isozymes II and III have been solved, and they show that these enzymes coordinate an active-site zinc through three conserved histidine residues [2].

In higher plants which carry out C$_3$ photosynthesis, the majority of CA activity can be localized to the chloroplast stroma where the enzyme’s role is unclear, although it may serve to concentrate carbon dioxide at the active site of ribulose-1,5-bisphosphate carboxylase/oxygenase [3]. CA from higher plants is quite different from the major mammalian isozymes in both primary sequence and multimeric assembly. CA from C$_3$ dicotyledonous plants is a hexamer with one zinc atom per monomer [3,4] which the major mammalian isozymes are monomeric [5]. Furthermore, sequence analysis reveals no homology between the plant and animal CA’s, and this suggests that the animal and plant isozymes do not share a common evolutionary origin [6] and therefore may not share common physical properties.
Until a crystal structure becomes available for a plant-type CA, biochemical investigations may provide hints of structural characteristics of this enzyme. To this end, we have employed techniques of molecular biology and biophysics to investigate the nature of the zinc-binding site in spinach carbonic anhydrase. Here I will present results of experiments utilizing EXAFS analysis done in parallel with site-directed mutagenesis and elemental analysis.

**Experimental**

**Sample Preparation.** The complete discussion for the site-directed mutagenesis sample preparation as well as the sample preparation for elemental analysis is in the reference shown in the chapter footnote. For the EXAFS samples, wild type CA was purified and then, in order to remain consistent with samples generated for the mutagenesis, fused to the carboxyl terminus of *Staphylococcus* protein A to form a CA/A sample. This CA/A fusion protein was examined for activity and used as a control in the metal analysis. The activity of all samples was measured using photometric methods previously described [7].

The wild type A/CA fusion protein was purified from 50 g of cell paste. Protein was concentrated using Minicon-B15 clinical sample concentrators (Amicon) to a final concentration of ~2 mM and supplemented with 30% ethylene glycol; 80 μl samples were loaded into lucite cells with a 1mm path
length and sealed with 0.001 inch Kapton tape.

**Data Collection.** X-ray absorption spectra were recorded at the National Synchrotron Light Source, Brookhaven National Laboratory, on beamline X10-C. The beamline was run in the focussed mode with a Si(111) double crystal monochromator configuration. Higher order harmonics were rejected using a mirror position feedback system [8]. Frozen samples were loaded into an Oxford Instruments liquid helium flow cryostat maintained at ~10 K. XAFS data were collected in the fluorescence mode using a Canberra Industries 13-element Ge solid-state array detector [9] while incident beam intensity was monitored with a nitrogen filled ion chamber. Photon energy was calibrated by simultaneously collecting a transmission spectrum of a zinc metal foil and setting the first inflection point energy to 9659.0 eV.

**Analysis Procedures.** EXAFS oscillations were extracted from the raw data by routine methods [10] and were then quantitatively analyzed using a Levenberg-Marquardt non-linear least-squares calculated curve-fitting procedure to minimize the differences between the data and observed EXAFS [11]. Simulations were derived from the curved-wave functional form:

\[ \chi(k) = \sum_i N_i f_i(k, R_i) \frac{e^{-\sigma_i^2 k^2}}{k R_i^2} e^{i \phi_i} \sin[2k R_i + \phi_i(k, R_i)] \]

For this analysis, theoretical values for both phase and amplitude were used
[12] and γ, which represents intrinsic losses to EXAFS signal, was held fixed at 0.9 during all fits. During fitting, the total Zn coordination was set to four or five, and small changes in the threshold energy, ΔE₀, were fixed at -4.2 eV [13]. The interatomic distance (R), and mean square deviation of R (σ²) were allowed to vary.

Results and Discussion

Sequences for CA expressed in E. Coli [14] as well as sequences from Synechococcus [6], Arabidopsis [15], peas [16], spinach [17], tobacco [18] and barley [19] were analyzed for conservation of the amino acids whose side chains are potential zinc ligands based on other enzyme active sites [20]. Homology alignments showed that one histidine, two cysteines, two glutamates and one aspartate are conserved among the plant-type CA’s.

Prior to EXAFS analysis, site directed mutagenesis was used to change each of these six residues and obtain proteins expressed in E. Coli with modified activities (Table I). These mutated CA/A proteins, along with a wild type CA/A control sample were then examined using inductively coupled plasma emission atomic absorption spectroscopy (ICP-AES) after removal of any adventitious zinc. Of the six mutants generated, the two cysteine modifications (C150A, C213A) and one histidine (H210Q) had a greatly diminished capacity to bind zinc and exhibited lower activity (Table I).
Table I: Activity and Zinc Binding to Mutants of Spinach Carbonic Anhydrase

<table>
<thead>
<tr>
<th>mutant</th>
<th>enzyme activity</th>
<th>mol Zn/mol CA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPPS</td>
<td>imidazole</td>
</tr>
<tr>
<td>WT</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>C150A</td>
<td>ND(^b)</td>
<td>9</td>
</tr>
<tr>
<td>D152N</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>E194Q</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td>H210Q</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>C213A</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>E266Q</td>
<td>81</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^a\) Activities expressed as percentage of wild type (WT), averaged for four to five independent assays and two protein preparations.

\(^b\) Not detectable.

To further investigate the structure of the active site of CA, the wild type spinach protein was examined using XAS. EXAFS has the advantage of providing a direct examination of the zinc local environment. The CA Zn K-edge EXAFS is relatively strong and without a clear beat pattern (Figure 1, left). The Fourier transform is dominated by a single peak centered at ~2.3Å with a few minor peaks above the noise between 3 and 4 Å (Figure 1, right). The pattern is similar to transforms observed in EXAFS studies of plastocyanin and other blue copper proteins [21].

The dominant feature in the transform could be simulated by a Zn-S interaction at ~2.3Å, but additional Zn-N/O interactions near 2Å were necessary to get a good fit. Unfortunately, EXAFS resolution does not allow
us to discern between light ligands such as nitrogen and oxygen. The small features present beyond the central 2.3Å peak are most likely due to multiple scattering interactions from an imidazole group and some contributions from

![Graph showing EXAFS curve fitting analysis](image)

**Figure 1:** Results of EXAFS curve fitting analysis. *(left)* Experimental $k^3$ EXAFS (solid) with best fit results for a 2 Zn-S and 2 Zn-N/O model (dashed). *(right)* Fourier Transforms of the experimental EXAFS (solid) and best fit (dashed).

the carbons of the cysteines. Unfortunately, with little knowledge of the symmetry and geometry of the site, attempts to unambiguously fit these features have not been successful. The quality of fit for all possible combinations of sulfur and nitrogen/oxygen interactions was judged by comparing the fit index between resulting fit and the raw extracted EXAFS, these results are summarized in Table II.

Analysis of the EXAFS of spinach carbonic anhydrase yields evidence that the nearest neighbors of the zinc are sulfur and nitrogen/oxygen species. Of the five possible combinations of two distinct Zn-S and Zn-N/O
interactions in a four ligand system, 2 Zn-S and 2 Zn-N/O gives the best fit, in agreement with mutagenesis and ICP-AES results. This model represents a 20% improvement in fit index over the next lowest value (Table II). It is clear that a model with four N/O ligands coordinated to Zn, as found in mammalian CA systems, is not consistent with the EXAFS since the corresponding fit is of much worse quality than the others performed on this system. Attempts to fit a longer N/O shell at ~2.3Å were also unsuccessful, yielding fit indices of ~10^4 or causing the second Zn-N/O distance to contract back to ~2.1Å, giving the same result as the 4 N/O model. Furthermore, the presence of only two conserved cysteines per polypeptide in the plant type CA’s is consistent with our 2 Zn-S - 2 Zn-N/O model and renders the 3 Zn-S - 1 Zn-N/O and 4 Zn-S models improbable.

Since four separate CA mutants yielded enzymes with activities of 10% or less, we also examined the EXAFS data for the possibility of pentacoordinate zinc as implicated for adenosine deaminase [22]. The fit index resulting from addition of a third N/O ligand at ~2.0Å for a 2 Zn-S - 3 Zn-N/O does yield a 16% improvement over the 2 Zn-S - 2 Zn-N/O model. However, several lines of evidence discredit this five ligand model. First, the fit indices for the best tetracoordinate model and the pentacoordinate model lie within the usual error range placed on values of coordination derived using the EXAFS technique. Therefore, it is objectively impossible to favor one model or the other based purely on EXAFS results. Second, when a
tetracoordinate zinc is converted to a pentacoordinate one in synthetic systems, the bond length of the leaving group is longer than the other four remaining bond lengths by up to 0.26 Å [23]. We can find no such asymmetry in the CA pentacoordinate model with the current data; all N/O bond lengths converge to the same average distance. Third, only three of the mutants tested showed strongly diminished capacity to bind zinc. It is, however, possible that the fifth ligand is not directly bound to zinc, but close enough to be evident in the EXAFS while not affecting the ability of the active site to bind zinc.

Table II: Results of EXAFS Curve Fitting Analysis

| model  | N | R (Å) | σ² (Å²×10⁻³) | Fit Index
|--------|---|-------|--------------|------------
| 4 ligands |   |       |              |            |
| Zn-S   | 4 | 2.31  | 6.29         | 314        |
| Zn-S   | 3 | 2.32  | 4.08         |            |
| Zn-N/O | 1 | 2.04  | 1.35         | 212        |
| Zn-S   | 2 | 2.32  | 2.03         |            |
| Zn-N/O | 2 | 2.06  | 3.02         | 171        |
| Zn-S   | 1 | 2.32  | 1.00         |            |
| Zn-N/O | 3 | 2.08  | 5.09         | 255        |
| Zn-O/N | 4 | 2.11  | 4.90         | 777        |

| 5 ligands |   |       |              |            |
| Zn-S     | 2 | 2.32  | 2.37         |            |
| Zn-N/O   | 3 | 2.06  | 5.63         | 143        |

°F=|Σ(xᵦ-xₛ)²k⁶|, where xᵦ represents the experimental data points and xₛ the simulated EXAFS. All fits were performed on range k=2-13 Å⁻¹. During the fits, the total Zn coordination was held fixed at four or five and small changes in the threshold energy (ΔE₀) were fixed at -4.2 eV [22], while the interatomic distance (R) and mean square deviation in R (σ²) were allowed to vary.
Summary

Examination of the sequences for several species of CA shows that there are six probable zinc ligands conserved in all the peptides. By targeting each of these ligands for mutagenesis and then examining the enzymatic activity and the ability to bind zinc, three ligands can be implicated as being zinc ligands in the active site. Using EXAFS to study the local zinc structure shows that the active site is most likely a tetracoordinate zinc with 2 Zn-S ligands and 2 Zn-N/O ligands formed by two cysteines, one histidine, and, as in the mammalian enzyme, the fourth ligand may be an activated water. EXAFS also shows that there is no structural similarity between the plant carbonic anhydrase and the mammalian carbonic anhydrase which consists of 4 Zn-N/O ligands.
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Chapter III

An Introduction to the Nitrogenase Enzyme

ABSTRACT

The extreme complexity of the nitrogenase enzyme has made it the subject of extensive study from many approaches, yet many things about the enzyme's catalytic function still remain a mystery. This chapter will be a brief introduction to the structure and function of the nitrogenase enzyme system. It describes the current crystallographic models for the MoFe and Fe protein and the implications that these structures have on enzymatic activity. The foundations laid down by prior studies will also be discussed.
Introduction

Nitrogen is a requirement for all living things; it is one of the most abundant elements in the biosphere and is a prime component of the proteins and nucleic acids on which all life is based. Almost 80% of the air we breathe consists of nitrogen in the form of dinitrogen (N\textsubscript{2}). With a strong triple bond, dinitrogen is an almost totally unreactive molecule. Higher animals and plants are incapable of utilizing nitrogen in the unreactive dinitrogen form, however, bacteria have evolved which can reduce atmospheric dinitrogen to a form readily assimilated by biological systems. In this process, atmospheric dinitrogen is 'fixed' and reduced to ammonia which is readily incorporated into biomolecules via the glutamate dehydrogenase and glutamine synthetase pathways [1].

The fixation process has an elaborate, and not yet fully understood, redox chemistry with a concurrent evolution of hydrogen [2]. In contrast with industrial ammonia production (which requires temperatures of \(~500^\circ\text{C}\) and pressures of \(~300\) atm.), this reaction occurs anaerobically under ambient temperature and pressure. The overall catalysis reaction is shown below:

\[ 8\text{H}^+ + N_2 + 8e^- + n\text{MgATP} \rightarrow n\text{ase} \rightarrow 2\text{NH}_3 + H_2 + n\text{MgADP} + n\text{P}_i \]

This reaction is energy intensive, and studies indicate that no less than 16 ATP molecules are hydrolyzed to reduce one molecule of dinitrogen [3]. It has been estimated that symbiotic nitrogen fixing bacteria in the root nodules of pea plants consume almost one fifth of the total ATP produced by the plant
Nitrogen fixation is carried out by the nitrogenase complex, an enzyme system consisting of two protein components (Figure 1). The smaller of the two, the Fe protein, is a ~60 kDa $\gamma^2$ dimer containing an Fe-S cluster. The larger of the two proteins is a ~220 kDa protein known as the MoFe protein. The MoFe protein is an $\alpha_2\beta_2$ tetramer containing two metal clusters: an Fe-S ‘P-cluster’ and a Mo-Fe-S ‘M-center’. Alternate nitrogenases have been isolated that contain V-Fe-S [4] and Fe-Fe-S [5] M-centers. Although the subject of intensive spectroscopic study, the structure of the MoFe protein and associated metal clusters remained a mystery until the recent advent of crystallographic models.

![Diagram of the nitrogenase complex](image)

**Figure 1:** A schematic picture of the nitrogenase complex. The electrons come from a low potential reductant and enter the Fe protein. The Fe protein then reduces the MoFe protein, coupled with MgATP hydrolysis.

As isolated MoFe protein gives a characteristic $S=3/2$ EPR signal which has been shown to arise from the paramagnetic M-center [6]. Mössbauer
spectroscopy, combined with EPR results, provided a significant base for current our understanding of the nitrogenase metal clusters [7]. These studies found four different signals arising from Fe atoms in wild type MoFe protein. They assigned 8-10 Fe atoms to a paramagnetic ‘M-center’ which was associated with an S=3/2 EPR signal. Three other signals labelled ‘D’, ‘S’ and ‘Fe^{2+}’ did not show any paramagnetic activity and it was later proposed that they formed four 4Fe4S clusters in the MoFe protein [7]. Further electronic studies indicated that each P-cluster actually consisted of 2 magnetically coupled 4Fe4S cubes in an all ferrous configuration [8].

Prior to the crystal structure determination, the best source of high resolution structural information about the metal clusters was XAS spectroscopy. Mo K-edge EXAFS on isolated FeMo-cofactor, MoFe protein solutions and crystals found Mo-O/N, Mo-S and Mo-Fe distances of ~2.1 Å, ~2.4 and ~2.7 Å respectively [9-11]. Fe EXAFS on isolated FeMo-cofactor also exhibited a peak at ~3.7 Å assigned to an Fe-Fe interaction. Further EXAFS studies at the Fe and Mo K-edges of MoFe protein solutions and crystals will be discussed in chapters IV and V. Studies of reduced MoFe protein and a mutant nitrogenase will be discussed in chapters VI and VII.

Bolin and coworkers [12] put forth the first crystallographic model for the Clostridium pasteurianum MoFe protein to 5 Å resolution. Although this resolution was not sufficient enough to elucidate the atomic structure of
the metal clusters, important results were obtained. At this level, it was determined that the metals were arranged into two pairs of identical clusters in the $\alpha_2\beta_2$ tetramer; the M-center is situated inside the $\alpha$ subunit and the P-cluster lies across the $\alpha\beta$ interface. This model also provided further evidence that each P-cluster was composed of two coupled 4Fe4S clusters.

**Crystallographic Models for Nitrogenase**

A crystallographic structure of the Fe protein from *Azotobacter vinelandii* [13] has been proposed. The peptide structure has been described as having an 'iron butterfly' shape [14], similar to that shown in Figure 1. Coordinated by the two subunits is a 4Fe-4S cluster near the surface of the protein. Also in this cleft between the two subunits, and ~20 Å from the metal cluster, is a proposed site of nucleotide binding (one per $\gamma$ subunit).

Two groups, working independently, have proposed structures for the nitrogenase MoFe protein. The overall $\alpha_2\beta_2$ structure of the peptide is formed by two $\alpha\beta$ dimers related by twofold symmetry. The M-center has been shown to consist of a 4Fe-3S fragment bridged by three inorganic sulfides to a 1Mo-3Fe-3S + homocitrate fragment [15-16] (Figure 2). This cluster can be extracted from the protein as the FeMo-cofactor or 'FeMo-co' [17]. Extensive spectroscopic study of this extracted cluster has shown that it has similar properties as the M-center [17]. Proteins which are FeMo-co deficient do not
Figure 2: Proposed crystallographic models for the metal centers in the nitrogenase MoFe protein. *(top)* Proposed model for the Mo-Fe-S M-center. *(bottom)* Two proposed models for the Fe-S P-clusters. *(left)* The model proposed by Kim and Rees with a disulfide bond between the two cube fragments, *(right)* the model proposed by Campobasso and Bolin with a single sulfur between the two cube fragments.

exhibit nitrogenase activity, but can be reconstituted to an active form upon *in vitro* addition of FeMo-co. These studies, along with mutagenesis studies of the protein environment around the M-center [18], indicate that the M-center is almost certainly the site of substrate reduction. However, examination of the current crystallography has failed to identify the pathway for substrate access to the M-center. The proton donor source and hydrogen evolution site(s) have also not yet been determined.
The P-cluster lies on the interface of the αβ subunits. There is disagreement, however, as to the structure of this Fe-S cluster. One model proposed by Kim and Rees [15] is that of two 4Fe-4S cubes bridged by two inorganic sulfides and a disulfide bridge between the two cube corners (Figure 2). The model proposed by Campobasso and Bolin [16] is also two 4Fe-4S cubes with bridging sulfides, but they do not observe a disulfide between the two cube corners (Figure 2). Instead, they propose that the two cubes are fused by a single hexacoordinate sulfur.

**Nitrogenase Activity**

To reduce dinitrogen, both Fe and MoFe proteins must be present, as well as MgATP and a source of electrons. *In vivo*, electrons are donated to the nitrogenase complex via electron transfer proteins such as ferredoxins and flavodoxins [19]. For *in vitro* studies, dithionite is commonly used as the low potential reductant. Electrons enter the complex through the Fe protein and are delivered, one at a time, to the MoFe protein along with MgATP hydrolysis. Once in the MoFe protein, the electron transfer path becomes ambiguous. However, it has been speculated that the electron is donated first to the P-cluster and then transferred to the M-center, where substrates are reduced [20].

With an available crystal structure, much attention has been paid to the transfer of electrons to the MoFe protein and unavoidable ATP
hydrolysis. Molecular modeling studies suggest that the 4Fe-4S cluster of the Fe protein docks with the MoFe protein near the P-cluster [21]. This docking arrangement would bring the twofold symmetry axis of the Fe protein in line with the pseudo-twofold αβ interface of the MoFe protein. Results of mutagenesis [22] and cross-linking [23] studies are consistent with this model. Furthermore, residues in the docking region are linked to the P-cluster ligands via short alpha helices [20]. During docking and hydrolysis, structural rearrangements could occur via these helices which could change the overall geometry and redox behavior of the P-cluster to facilitate electron transfer. Structural rearrangements such as this could initiate or be facilitated by the hydrolysis of MgATP on the Fe protein.

Nitrogenase is known to reduce several substrates other than nitrogen, such as azide, acetylene and methylisocyanide (for a more complete list, see ref [24]). In fact, the common method for measuring nitrogenase activity in the laboratory is to measure the rate of acetylene reduced to ethylene. Although there is compelling evidence that the M-center is the enzyme active site, the exact mechanism by which any substrates bind is still unknown. Electronic calculations by Dance [25] and Deng and Hoffman [26] indicated that dinitrogen might bind to the surface of the M-center, but that structural rearrangements would be necessary.

In a comprehensive series of papers, Thorneley and Lowe [27]
presented a kinetic model of nitrogenase activity (Figure 3). This model illustrates the eight different reduction states of the MoFe protein (denoted as \(E_0-E_7\)). To move from one ‘\(E_n\)’ state to the next, a rate limiting Fe and MoFe protein association/dissociation with ATP hydrolysis occurs [28]. An interesting aspect of this scheme is that dinitrogen does not bind until the \(E_3\) state, yet hydrogen is evolved as soon as \(E_2\). Also, ammonia is released two electron transfer cycles before returning to the resting state. This implies that ATP hydrolysis may not be connected directly to \(N_2\) reduction.

Figure 3: MoFe protein Kinetic scheme proposed by Thorneley and Lowe, from ref [27a]. Resting protein is in the \(E_0\) state, and the other \(E_n\) states represent further reductions of the MoFe protein.
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Chapter IV

Iron EXAFS of *A. vinelandii* Nitrogenase MoFe and VFe Proteins

Evidence for Long Fe-S and Fe-Fe interactions

**ABSTRACT**

The structure of the iron sites of nitrogenase in dithionite-reduced and thionine-oxidized forms of the MoFe and VFe proteins has been investigated using Fe K-edge x-ray absorption spectroscopy. For the dithionite-reduced *A. vinelandii* Mo-Fe protein, the dominant EXAFS Fourier transform peaks are assigned to Fe-S and Fe-Fe interactions at 2.32 and 2.64 Å, as expected for Fe-S clusters. An additional Fe-Mo component at 2.73 Å is required to completely fit the EXAFS in the 1-3 Å region. In the 3-5 Å region, a 3.8 Å Fe-Fe component is identified, with an amplitude corresponding to almost 1 long Fe-Fe interaction, averaged over all the iron in the sample. Features that can

---

1 Published as:
be explained as Fe-S and Fe-Fe interactions at 4.3 and 4.7 Å are also observed. A similar pattern of Fe interactions is observed for the reduced *A. vinelandii* V-Fe protein, except that the short Fe-Mo interaction is no longer required. In both Mo-Fe and V-Fe proteins, the first coordination sphere Fe-S distances contract slightly upon thionine oxidation. The long range Fe-S and Fe-Fe interactions are very close (within 0.1 Å) to corresponding distances in Fe₆S₆ prismane clusters. If the amplitudes are adjusted by assuming that only 14 of 30 nitrogenase irons participate in the M center, then they are consistent with recently proposed crystallographic models. String-bag models and fused-cubanes are also compatible with the EXAFS. The strength of the long distance components tends to rule against singly-bridged cubane models, or models with very low symmetry.
Introduction

Biological reduction of dinitrogen to ammonia is catalyzed by the enzyme system nitrogenase, in parallel with hydrogen evolution and ATP hydrolysis [1]:

\[ \text{N}_2 + 8\text{H}^+ + 8\text{e}^- + n\text{MgATP} \rightarrow 2\text{NH}_3 + \text{H}_2 + n\text{MgADP} + n\text{P}_i \]

The nitrogenase system contains two proteins, a large (>200,000 dalton) protein referred to as component 1 or dinitrogenase or Mo-Fe protein [2], and a smaller ∼55,000 dalton protein known as component 2, dinitrogenase reductase, or simply the Fe protein. The component 1 protein from *Azotobacter vinelandii* (Av1) contains 30 Fe atoms and 2 Mo atoms per \( \alpha_2\beta_2 \) dimer [1]. Eight metal ions are grouped in an extractable iron-molybdenum cofactor or 'FeMo-co', also called the 'M-center' [3], which is thought to contain the active site, and for which elemental analysis indicates an Fe:Mo:S ratio of ∼7:1:(9±1) [4]. The alternate component 1 from *Azotobacter vinelandii* (Av1') [5,6] possesses a similar cofactor ('FeV-co'), but with vanadium in place of molybdenum. Reported metal analyses find ∼23 Fe and 2 V per \( \alpha_2\beta_2\gamma_2 \) unit [7]. Bishop and coworkers have purified a third type of component 1 [8] from *Azotobacter vinelandii* which lacks Mo and V presumably containing an all iron cofactor. In all of these proteins, the remaining irons that are not part of the FeMo-co are grouped in so-called 'P'-clusters, originally thought to be 4Fe-
Scheme I: (1) Bridged cubane P-cluster model [21]; (2) normal Fe6S6 prismatic [22]; (3) Mo substituted prismatic (MoFe6); (4) Mo capped prismatic (MoFe6); (5) double capped prismatic (MoFe7) [23]; (6) S bridged cubes (MoFe7) [24]; (7) "string bag" model (MoFe8) [25]; (8) Mo bridged cubes (MoFe8) [26].

4S centers. Crystal structures for both the Clostridium pasteurianum [9] and Azotobacter vinelandii [10] Mo-Fe proteins are progressing rapidly, and structural models for the nitrogenase FeMo-co and P-cluster have been proposed based on 2.7 Å resolution x-ray diffraction data [11].

Many details about the Fe-Mo or Fe-V cofactors in nitrogenase have
already been derived from EXAFS spectroscopy [12]. The Mo EXAFS of both Mo-Fe protein solutions, FeMo-co solutions, and crystals of Mo-Fe protein found average Mo-(O,N), Mo-S and Mo-Fe distances of ~2.1 Å, ~2.4 Å, and 2.7 Å, respectively [13-15]. The V EXAFS of A. chroococcum Ac1* [16] and it A. vinelandii Av1' [17] proteins shows similar structure, with V-S and V-Fe distances of ~2.3 and 2.75 Å. The Fe EXAFS of isolated FeMo-co [18] and FeV-co [19] reveals not only 2.7 Å Fe-Fe interactions characteristic of Fe-S clusters [20], but 3.7 Å Fe-Fe distances typical of both prismanes and carboxylate-bridged Fe dimers. Over the years, based on these EXAFS results, as well as other spectroscopy and chemical analysis, a wide variety of structures have been proposed (Scheme 1).

The recent x-ray diffraction results from Kim and Rees [10] and Bolin et al. [9] have made the models of Scheme 1 obsolete, and the new models for P-clusters and FeMo-co are shown in Scheme 2. Among the surprising features are 1) a number of trigonal, rather than tetrahedral, iron centers, 2) possible bridging by oxygen or nitrogen donors, and 3) the possible presence of a disulfide in the P-cluster. Since exact interatomic distances are not yet available from the crystallography, and since the models are still subject to revision, additional constraints from EXAFS and other methods are still relevant. In this paper, the Fe EXAFS of intact Mo-Fe and V-Fe proteins is reported for the first time. 6 different average Fe-X distances have been observed for the dithionite-reduced state. Furthermore, slight structural
changes are observed in the thionine-oxidized form. Old and new models for

\[ \text{Scheme II: Proposed core structures from crystallography. I and II are the M-center and P-cluster proposed by Kim and Rees [11] while III is the P-cluster proposed by Bolin [27].} \]

the Fe-Mo cofactor structure are discussed.

**Experimental**

**Sample Preparation.** The nitrogenase component 1 proteins were extracted from appropriate strains of *A. vinelandii* at LSU by methods previously described [28]. Specific activities were 1800 nmol C\textsubscript{2}H\textsubscript{2} reduced min\textsuperscript{-1} (mg of protein\textsuperscript{-1}) protein and 270 nmol C\textsubscript{2}H\textsubscript{2} reduced min\textsuperscript{-1} (mg of protein\textsuperscript{-1}) protein for the molybdenum containing (Av1) and vanadium containing proteins (Av1') respectively. For EXAFS measurements, the samples (in 0.025 M Tris-HCl pH 7.4, 0.18 M NaCl, 2 mM Na\textsubscript{2}S\textsubscript{2}O\textsubscript{4}) were concentrated to ~200 mg/ml, with 40% glycerol added to prevent ice crystal formation. Thionine oxidized samples were prepared by titration of the protein sample with a 0.22M solution of thionine in 0.025 M Tris-HCl pH 7.4, 0.1 M NaCl until the endpoint, or by brief stirring over a few grains of solid thionine followed by membrane filtration to remove any excess thionine. EPR measurements
confirmed that during these brief exposures to thionine, the M center EPR disappeared and the P-clusters were oxidized to the S=integer state, rather than the S=7/2 state. Specific activities of the prepared oxidized samples were 1800 nmol C$_2$H$_2$ reduced min$^{-1}$(mg of protein$^{-1}$) and 260 nmol C$_2$H$_2$ reduced min$^{-1}$(mg of protein$^{-1}$) for Av1 and Av1' respectively. The prismane compounds (Et$_3$N)$_3$(Fe$_6$S$_6$Cl$_6$)CH$_3$CN and (Et$_4$N)$_3$[(Fe$_6$S$_6$(OC$_6$H$_4$p-Me)$_6$] were synthesized in the Coucouvanis laboratory by methods previously described [22,29], while Fe$_2$(O$_2$CH)$_4$(BIPhMe)$_2$ was provided by Prof. Stephen Lippard of the Massachusetts Institute of Technology [30].

Enzyme EXAFS samples were injected into 2 cm long by 3mm high lucite sample cells with 1 mm pathlength and polypropylene windows. All sample preparation was carried out in a Vacuum Atmospheres glovebox in an Ar atmosphere, with [O$_2$] < 1 ppm. Upon removal from the glovebox, enzyme samples were maintained in liquid nitrogen until data collection. Assays on representative samples found no significant activity loss after 20 hours of beam exposure at 4 K.

**Data Collection.** The x-ray absorption spectra were recorded at 4-10 K with an Oxford Instruments CF1208 liquid helium flow cryostat using a Si(111) double crystal monochromator at beamline X-19A of the National Synchrotron Light Source. The second crystal was detuned to 50% of maximum intensity to
reduce the transmission of higher order x-rays. The beamline was run unfocussed with slits typically 2x20 mm. Model compounds were run in transmission mode, using finely powdered samples which were diluted with sucrose (1:4 wt:wt). The incidence and transmitted beam intensities were monitored by nitrogen-filled ion chambers.

All protein sample data were measured in fluorescence excitation mode [31]. The fluorescence signal was monitored by a Canberra Industries 13-element Ge solid state array detector [32], with single channel analyzer windows set on the Fe Kα signal. During the measurement, total count rates on each detector were maintained at less than 35 kHz, and an amplifier shaping time of 0.5 μsec was used in most cases. The x-ray absorption spectra were recorded in the form F/I₀ vs. energy. Each scan contains 511 points, spanning about 100 eV below to at least 800 eV above the edge and takes about 40 minutes. The spectra were calibrated by reference to an Fe foil, using the first inflection point as 7111.2 eV.

Long distance interactions are important for cluster characterization, and normally produce very weak modulations of the x-ray absorption. To check the reproducibility of spectral features, each reported spectrum was measured on at least two separate occasions with different samples. The reduced Mo-Fe protein spectrum reported represents the average of 50 scans. 40, 38, and 18 scans were averaged for the oxidized Av1, reduced Av1', and
oxidized Av1' samples, respectively.

**Analysis Procedures.** The EXAFS was extracted from the fluorescence excitation (for protein samples) and transmission (for model compounds) spectra by routine methods [33]. An initial $E_0$ of 7130 eV was used to define the magnitude of the photoelectron wave vector $k = [(8\pi^2 m/h^2)(E-E_0)]^{1/2}$.

The EXAFS spectra were Fourier transformed from k-space to R-space, and different regions of the transform were then backtransformed to yield Fourier-filtered spectra. The simulated EXAFS was calculated by using the standard curved-wave functional form for single-scattering EXAFS [34]:

$$
\chi(k) = \sum_i^{N_i f(k_i)} \frac{e^{-2\sigma_i k^2}}{ik^2} \sin[2kR_i + \phi_i(k,R_i)]
$$

where $f(k,R_i)$ is the curved-wave backscattering amplitude, $\phi_i(k,R_i)$ represents the distance-dependent total phase shift, $\sigma_i$ is the root-mean-square fluctuation in the distance $R_i$, $\gamma_i$ is a scaling factor which accounts for the effect of intrinsic processes, and the sum is over all neighbors about the central x-ray absorber [34]. A nonlinear least squares routine was used to minimize the difference between calculated and observed EXAFS.

Phase-corrected Fourier transforms, using the theoretical Fe-Fe phase shift over $k=1-14$ Å$^{-1}$, were computed for all of the presented radial
distributions. All curve fitting was based on $k^3$-weighted data over the 3-14Å$^{-1}$ range, and the scale factor $\gamma$, was held fixed at 0.9. For Fe-S, Fe-Fe and Fe-O interactions, the threshold energy shifts, $\Delta E_0^\prime$, were optimized for the model compounds and held fixed at the same values for the protein fits. For Fe-Mo interaction the $\Delta E_0$ was held fixed at the value obtained from the reduced protein fit.

![EXAFS Fourier transforms](image)

**Figure 1:** EXAFS Fourier transforms for Fe compounds with long Fe-Fe distances. *(left)* Fourier transform data for $[\text{Fe}_6\text{S}_6(\text{OC}_6\text{H}_4-p-\text{Me})_6]^{3^-}$ prismatic (dashed), $[\text{Fe}_6\text{S}_6\text{Cl}_6]^{3^-}$ prismatic (solid), and $\text{Fe}_2(\text{O}_2\text{CH})_4(\text{BIPhMe})_2$ (dotted). Features beyond 3 Å have been multiplied by 3 in the inset to enhance visibility. *(right)* Filtered data (solid) and fits (dashed) in the 3-5 Å region for $[\text{Fe}_6\text{S}_6(\text{OC}_6\text{H}_4-p-\text{Me})_6]^{3^-}$ prismatic (top), $[\text{Fe}_6\text{S}_6\text{Cl}_6]^{3^-}$ prismatic (middle) and $\text{Fe}_2(\text{O}_2\text{CH})_4(\text{BIPhMe})_2$ (bottom).

**Results**

**Model Compounds.** EXAFS analysis of long distance metal-metal interactions may involve complications from multiple scattering and mean
free path effects [35]. To calibrate and check the curve-fitting analysis procedures, we recorded spectra of several iron complexes with long Fe-Fe distances, including two sulfido-bridged Fe₆S₆ prismane clusters and a formate-bridged dinuclear Fe complex, Fe₂(O₂CH)₄(BIPhMe)₂ [30]. The Fourier transforms of these data are illustrated in Figure 1. To simulate the EXAFS, the 1-3 and 3-5 Å regions were first separately backtransformed

\[\text{Figure 2: Structure and radial distributions around Fe for different structures.} \]
\[\text{Top to bottom, in order: singly bridged double cube, "string-bag", capped prismane, Kim and Rees model [11], and MoFe protein (EXAFS results). For the ordinate, the number of atoms (N) is multiplied by the atomic number (Z). Hatching patterns for all Fe-X pairs are indicated in the bottom panel.}\]

(Figure 1). Optimization proceeded by starting with fixed coordination numbers, and varying the distances R₁, the threshold energy shift ΔE₀, and
mean square deviations $\sigma^2$ for each component. This procedure, totally within the single-scattering formalism, gave distances within 0.02 and 0.06 Å of the crystallographic values for 1-3 and 3-5 Å regions respectively, as shown in Tables 1 and 2.

The high symmetry of the $[\text{Fe}_6\text{S}_6\text{Cl}_6]^{3-}$ prismane complex core (Scheme 1, cluster 2) allows easy observation and interpretation of EXAFS interactions out to 4.7 Å. The strongest peak at ~2.3 Å corresponds to overlapping first
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**Figure 3:** Fe EXAFS Fourier transforms for nitrogenase. (a, left) Comparison of Fourier transforms for $[\text{Fe}_6\text{S}_6\text{Cl}_6]^{3-}$ prismane (dashed), reduced Av1 protein (solid), and reduced Av1' (dotted). (b, right) (top) reduced (solid) vs. oxidized (dashed) Av1; (bottom) reduced (solid) vs. oxidized (dashed) Av1'. Features beyond 3Å have been multiplied by 5 in the insets to enhance visibility.

shell Fe-S and Fe-Cl interactions. The Fe-Cl component at 2.22 Å adds constructively to the 2.28 Å Fe-S component. By reference to the radial
distribution function in Figure 2, the peaks at 2.76 and 3.8 Å can be assigned respectively to a pair of short di-μ-sulfido bridged iron-iron interactions and to three long Fe-Fe interactions with single sulfur bridges. A shoulder at 4.7 Å, although totally nonconvincing in magnitude, can be adequately simulated as a single cross-prismane Fe-Fe interaction. The peak at 4.4 Å arises from three cross-cluster Fe-S interactions.

The Fourier transform for the \([\text{Fe}_6\text{S}_6\text{(OC}_6\text{H}_4\text{-p-Me})_6]\)\(^{3-}\) prismane requires additional interpretation, because of the phenolate ligand
contribution to the EXAFS. In the first coordination sphere region, replacement of chlorine by oxygen results in a smaller 2.3 Å peak and a new feature at ~1.9 Å, the Fe-O component. The average Fe-O-C bond angle is 133°, and the direct Fe-C distance is 2.95 Å. This component may interfere with the 2.8 Å Fe-Fe component. Multiple scattering along the Fe-O-C path may contribute to the transform peak at ~3.3 Å, which is merely a sidelobe artifact in the $[\text{Fe}_6\text{S}_6\text{Cl}_6]^{3-}$ data. The next shells of carbons occur at 3.5 and 4.2 Å, and these direct interactions along with multiple scattering paths, presumably interfere with the longer distance Fe-Fe and Fe-S components at 3.9 and 4.4 Å. Thanks to these interferences, the discrepancies between the crystallographic and EXAFS results are consistently larger for this compound.

Interference between Fe outer shell light atoms and long Fe-Fe components is even more pronounced in the $\text{Fe}_2(\text{O}_2\text{CH})_4(\text{BIPhMe})_2$ spectrum. The crystallographic Fe-Fe distance is 3.57 Å, between the first shell of imidazole carbons at 3.13 Å, and the second C,O shell at an average distance of 3.70 Å [30]. The Fe-O-Fe angle is 113°, which is small enough that multiple scattering should not be significant. Still, the Fe-Fe distance obtained by curve-fitting is 3.52 Å; the discrepancy of 0.05 Å is one of the largest errors observed for such metal-metal distance estimation. Bearing in mind the dangers of fitting long Fe-Fe interactions in the presence of other outer shell components, we now present and interpret the nitrogenase Fe EXAFS data.
Nitrogenase and Model Comparisons. The Fe EXAFS Fourier transforms for resting Av1 and Av1' are compared with the \([\text{Fe}_6\text{S}_6\text{Cl}_6]^{3-}\) prismane model in Figure 3a, while transforms for the oxidized vs. reduced protein samples are compared in Figure 3b. The features for distances less than 3 Å are much stronger than the longer distance interactions. Since some of the transform peaks might be affected by the statistics of the EXAFS experiment, the noise level was assessed by finding the root-mean-square deviation between 3 EXAFS data sets (Figure 4a). The deviations from the mean for these 3 independent data sets were Fourier transformed separately, and the average magnitude of this 'error transform' is compared with the final data transform in Figure 4b. The transform truncation ripple level was assessed by Fourier filtering and backtransforming the 1-3 Å features, then retransforming the data from 0 to 6 Å. Although the long distance features are small, they are still above the noise and Fourier transform ripple level (Figure 4b).

To reduce the number of adjustable parameters, and to allow the long distance interactions to be modelled with sufficient sensitivity, the region between 3 and 5 Å was backtransformed separately from the 1-3 Å data. The raw and filtered data from this process, are compared with simulations in Figure 4.

Resting (Dithionite-Reduced) Mo-Fe Protein (1-3 Å Region). The two distinct transform peaks in the 1-3 Å region are modelled as Fe-S and Fe-Fe
interactions at ~2.32 and ~2.64 Å respectively. If σ² for Fe-S and Fe-Fe are fixed at values found in the prismatic model, then coordination numbers of 2.3 and 1.9 are found for these components. However, a better fit can be gained by fixing these coordination numbers at 3.5 and 2 while optimizing σ² (Table 1). The correlation between N and σ² is well known in EXAFS and limits the precision with which these numbers can be defined [33].

Two other components can be added to further improve the simulation quality, as illustrated by 'search profiles' [36] for Fe-O and Fe-Mo.
interactions (Figure 5b). After Fe-S and Fe-Fe components have been included, addition of Fe-Mo at 2.73 Å reduces the fit residual $\sigma^2$ by 32%. There is a sharp minimum in this search profile, which is absent for the model

![Graph showing EXAFS search profiles](image)

**Figure 6:** EXAFS search profiles. Search for Fe-C and Fe-S interactions in (top) Fe2([O2CH]4(BIPhMe)2], (middle) [Fe6S6Cl6]3- prismane, and (bottom) the reduced Av1 protein. The solid curve corresponds to adding 3 Fe-S interactions at the given distance; the dashed curve is for the addition of 4.5 Fe-C interactions.

without Fe-Mo interactions. The 2.73 Å distance is close to previously reported 2.68-2.72 Å Mo-Fe distance for the protein and the 2.70 Å Fe-Mo distance found in the isolated cofactor [13,18].
Subsequent inclusion of Fe-O at 1.84 Å produces a further 31% improvement [37]. However, the search profile for this Fe-O component in the Mo-Fe protein data does not yield the same degree of improvement as in the search profile for \([(\text{Fe}_6\text{S}_6\text{OC}_6\text{H}_4\text{p-Me})_6]\)^3. As seen in Figure 5a, almost as good a fit can also be obtained by adding an Fe-O interaction at 2.1 Å. Furthermore, even a structure without oxygen ligands shows a slight improvement in fit when a small oxygen component is added, perhaps due to small systematic errors in the theoretical fitting functions. Although some Fe-(O,N) ligands may be distributed among the 15 different iron in the Mo-Fe protein, they cannot be well discerned in the EXAFS.

**Figure 7:** EXAFS data transforms (solid) and fit transforms (dashed) for other nitrogenase forms in the 1-3 Å (a, left) and 3-5 Å (b, right) regions. (top) Oxidized Av1 protein. (middle) Reduced Av1' protein. (bottom) Oxidized Av1' protein.
Resting (Dithionite-Reduced) Mo-Fe Protein (3-5 Å Region). The dominant feature in this region is well-modelled as an Fe-Fe interaction at 3.78 Å. The Fourier transform magnitude is similar to the [Fe₆S₆Cl₆]³⁻ prismane spectrum, as shown in Figure 3. The Fourier transform peak is weaker in the Av1' data. Additional transform features at 4.3 and 4.7 Å are evident, and based on analogy with the prismane radial distribution, they were tentatively identified as Fe-S and Fe-Fe distances, respectively.

In the long distance fits, summarized in Table 2, the σ² for Fe-Fe and long Fe-S were fixed at model compound values, and coordination numbers were allowed to vary. To confirm the Fe-S assignment for the 4.3 Å feature, search profiles for Fe-S and Fe-C interactions have been checked for nitrogenase and the previously described model compounds, and the results are plotted in Figure 6. Since Fe-S and Fe-C phase shifts are approximately π out of phase throughout the simulation range, a minimum in the Fe-S search profile will yield a maximum in the Fe-C search. The absolute minima for the model compound search profiles are found with the correct ligand type. The nitrogenase search profile clearly favors a Fe-S assignment for the 4.28 Å feature.

Although not evident as a separate peak in the Fourier transforms, an additional component near 4 Å improves the fit to the data in this region.
After Fe-Fe (3.8 Å), Fe-S (4.3 Å), and Fe-Fe (4.7 Å) features have been included, the fit residual $\sigma^2$ is reduced from 7 to 0.3 by adding an Fe-Fe component at 4.0 Å. An almost equally good fit can also be achieved by adding an Fe-S component at 3.9 Å, if we allow $\Delta E_0$ and $\sigma^2$ to float. Although it is not clear that whether this feature is due to Fe-Fe, Fe-S, or mix of them, both these interactions are chemically expected. In fact, cross-cube Fe-S distances in the range of 3.849-3.912 Å were reported for synthetic Fe-S cubanes [38], and an average 3.9 Å Fe-S distance was found in a 4Fe-4S protein [39].

![Diagram](image)

**Scheme III:** Structural fragments inferred from EXAFS distances (fragments IV and V are insights from the diffraction models.

**Thionine-Oxidized Mo-Fe Protein.** Although all the features present in the 1-
3 Å region of the reduced Av1 Fe EXAFS are also observed in the oxidized spectrum, thionine oxidation of Mo-Fe or V-Fe proteins produces reproducible changes in intensities of Fourier transform features. The observed Fe-S and Fe-Mo distances derived from curve fitting contract from 2.32 and 2.73 Å to 2.29 and 2.70 Å respectively, while the observed Fe-Fe distance expands slightly, from 2.64 Å to 2.66 Å in the oxidized sample. Although the appearance of the Fourier transform changes, this may be due to a change in interference between overlapping components. If the coordination numbers are held fixed, the optimized values for the mean square deviation of R ($\sigma^2$) are very similar for both oxidized and reduced samples. Conversely, if $\sigma^2$ values are fixed, the optimized numbers of Fe-S and Fe-Fe interactions change from 3.5 and 2.0 in reduced sample to 3.7 and 1.7 in the oxidized sample. For the 1-3 Å region, the changes in the appearance of the EXAFS Fourier transform are therefore ascribed to slightly different interferences between overlapping shells, rather than dramatic changes in coordination number.

Similar to the reduced sample data, the oxidized spectrum in the 3-5 Å region is dominated by a long Fe-Fe component, now at 3.74 Å, slightly shorter than the 3.78 Å reduced protein value. However, the distances depend on strength of tentative Fe-S component, and the change is within our estimated error of 0.06 Å for these long interactions. The amplitude of this feature is almost unchanged. A ~3.85 Å Fe-S interaction is still required
to fit the region, and the amplitude of this feature is only slightly smaller than the reduced sample (Table 2). The longer Fe-S and Fe-Fe features at 4.3 and 4.7 Å are much less pronounced, and the simulations do not adequately model this region. In Figure 7b, we only show the data and the fit for the 3-4 Å region. Fewer oxidized spectra were recorded, and although we cannot exclude some changes in the longer range structure, we defer further speculation until better data can be obtained.

V-Fe Protein. Most of the features observed in the Mo-Fe protein Fe EXAFS are also observed in the spectra of the V-Fe protein. The first Fe-S and the second Fe-Fe distances both agree within 0.01 Å. Although a Fe-Mo near 2.7 Å is no longer needed, a distinct Fe-V interaction cannot be identified. Since the electron back-scattering phase shifts and amplitudes for vanadium and iron are quite similar, discrimination between Fe-V and Fe-Fe interactions is not expected. Presumably, the Fe-V distances at ~2.7 Å are included in the

Scheme IV: A plausible assignment of the Fe-X distances observed by EXAFS to the crystallographic model for the M-center. Previous Mo-X distances are also included.
weighted average of Fe-Fe distances. In fact, the calculated first Fe-Fe distances in both oxidized and reduced forms increase from 2.66 and 2.64 Å in the Mo-Fe protein to 2.69 and 2.67 Å in the V-Fe protein.

In the 3-5 Å range, the major component is a 3.74 Å Fe-Fe interaction. The amplitude of this feature is almost unchanged from the reduced Mo-Fe protein. There is also a clear Fe-S component at 4.35 Å. Again, a 3.85 Å Fe-S interaction is needed to complete the fit; the amplitude of this Fe-S interaction is slightly smaller than that in the Mo-Fe sample.

Upon oxidation of the V-Fe protein, there are small changes in both Fe-S and Fe-Fe distances. Just as with the Mo-Fe protein, the average Fe-S distance contracts from 2.32 Å in the reduced sample to 2.29 Å in the oxidized case. The average short Fe-Fe distance expands from 2.67 Å in the reduced protein to 2.69 Å in the oxidized protein. The long Fe-Fe interaction changes from 3.78 Å in the reduced form to 3.74 Å in the oxidized sample. Features consistent with longer Fe-S interaction near 4.4 Å are evident in the transforms, but further analysis awaits higher quality data. The fits and transforms are summarized in Figure 7.

**Discussion**

Given the presence of 30 Fe per $\alpha_2\beta_2$ protein molecule [1] there are, in
principal, 15 distinct types of iron in the Mo-Fe protein $\alpha\beta$ half-molecule. Since solution EXAFS only provides distances and approximate coordination numbers, other data and considerable inference are required to draw structural conclusions from the current results. Some of the assumptions we have made are 1) the P-clusters consist of 2 merged Fe$_4$S$_4$ clusters that primarily contribute short Fe-S and Fe-Fe interactions to the EXAFS, 2) the M center contains 7 Fe, bridged by sulfides and/or thiolates, and a single Mo or V atom, 3) multiple scattering effects are not significant, and 4) contributions from ligand outer shell C,N,O atoms (for example, in homocitrate, cysteine, histidine ligands) are small compared to intra-cluster Fe-Fe, Fe-Mo, and Fe-S EXAFS. Although these assumptions were made before publication of recent x-ray diffraction results [11], they are consistent with the Kim and Rees models. With these assumptions, and independent of the crystallography, the interatomic distances observed in the EXAFS can be used to infer the

Scheme V: Other hypothetical Fe-Mo-S clusters that were consistent with the EXAFS analysis.

presence of numerous structural fragments, as illustrated in Scheme III.
The Fe-S-Fe and Fe-S-Mo angles in fragments I through III are deduced assuming all Fe-S distances are the same (2.3 Å), using the 2.4 Å Mo-S distance observed in the Mo EXAFS [15], and using a 2.7 Å Fe-Mo distance. This is the first time distances from the iron point of view have been reported for the intact protein, but similar distances have been reported for the isolated Fe-Mo or Fe-V cofactors [18,19]. Note that a 3.8 Å Fe-Fe distance could be sulfur-bridged as in III, or simply the result of arranging 2 perpendicular 2.64 Å Fe-Fe interactions as in IV. Adding sulfurs to IV leads to fragment V, which after duplication and merging leads to core of the Kim and Rees model.

The Fe-S distance at ~4.3 Å is a new interaction, which has not been previously observed in nitrogenase or FeMo-co EXAFS. In the Fe₆S₆ prismane models [22], Fe-S shells occur at ~4.4 Å, and these distances are accurately derived from the EXAFS. In the M center, the Fe and its distant sulfur neighbor could be held together by either two acute Fe-S-Fe angles, in Fe-S-Fe-S chains that occur as in Scheme 3-V, or between one Fe and the sulfur on another Fe that is bridged as in Scheme 3-VI. Since EXAFS is extremely sensitive to variation in absorber-scatterer distances, either through thermal motion or static disorder, there must be considerable rigidity and symmetry in nitrogenase for these interactions to be observed.
The fragment distances derived from EXAFS can be combined with the global geometry revealed by crystallography to build a very precise model for the M center (Scheme 4). The Fe-Fe distances in the planes perpendicular to the approximate 3-fold axis are assigned as 2.64 Å interactions. As seen in the model, another 2.64 Å Fe-Fe can be accommodated parallel to the 3-fold axis. This pair of constraints generates longer 3.8 Å Fe-Fe distances, diagonal to the 3-fold axis. With the Fe framework so defined, the 4.3 Å component can be attributed to interactions between a central iron and two sulfurs near the ends of the structure (Scheme 3-V and Scheme 4). The long 4.7 Å distance can be interpreted as interaction between the iron at the end of the cluster and the far end Fe-plane. These assignments are illustrated in Scheme 4. Distances from previous Mo EXAFS analyses are included for completeness.

In prismane complexes, very long (4.7 Å) Fe-Fe interactions occur between irons on opposite sides of the cluster. On the range of k=1-14 Å⁻¹, the long Fe-Fe is not resolved in the model transforms, although it can be separated using a wider range of data. A weak feature in this range is consistently seen in the reduced Av1 data, but it is very close to the noise and truncation ripple level. Attempts to enhance this feature using single crystal EXAFS are in progress.

The strengths and limitations of the EXAFS technique can be appreciated by noting some of the other models consistent with the reported
distances and amplitudes. For example, although synthetic models for the "string-bag" proposal (Scheme 1, structure 7) [25] are not available, a candidate "modified string-bag" structure can be generated by using the current set of distances (Scheme 5). We find this model not only has common Fe-S, Fe-Fe and Fe-Mo distances at 2.3, 2.6, and 2.7 Å, but also has longer Fe-Fe, Fe-S and Fe-Fe interactions at 3.8, 4.3 and 4.7 Å. As seen in the radial distribution plot (Figure 2), the radial distribution pattern for this model is very similar to that of Mo-Fe protein.

The prismane class of models, first proposed by analogy with the pendlandite structure by Christou et al. [41], and developed synthetically as Mo-capped Fe-S prismanes by Coucouvanis and coworkers [42], was also consistent with the current data. Although the shortest Fe-Mo distances in the low valent synthetic models are in the range of 2.9-3.0 Å [42], much longer than the observed 2.7 Å Fe-Mo interaction, a cluster with a higher oxidation state Mo would presumably have shorter Mo-S and Mo-Fe distances, and would be consistent with all of the current EXAFS data, as illustrated in Scheme V. Finally, a third model displayed in Scheme V, which has not been proposed or synthesized before, consists of one Mo atom and seven Fe atoms, arranged to form two fused cubes with a common central S atom. This structure, a 'fused-cubane', would also satisfy all the restrictions from the current EXAFS analysis.
The EXAFS data on the oxidized Mo-Fe protein, as well as the reduced and oxidized V-Fe protein, show that the core of the M center is nearly unchanged upon oxidation, or even after replacing Mo with V. In both Mo-Fe and V-Fe proteins, there is a slight contraction in Fe-S distances (averaged with P-cluster changes). However, there is no dramatic change in Fe-Fe distances that might indicate a major cluster reorganization. The features that changed the most were the long Fe-S components at ~4.3 Å. If the oxidized M centers are slightly less symmetric, this could explain the weakening of the very long Fe-S component.

**Summary**

The Fe K-edge EXAFS has been investigated for reduced and oxidized Mo-Fe and V-Fe protein samples. The results demonstrate the unique ability to determine the local distances of metal centers in biological systems, as well as the limitations for inferring longerrange geometry. EXAFS has truly atomic resolution (0.15 Å) and gives very accurate distances (~1% out to 4 Å). It thus provides an important check on x-ray crystal structures, and the EXAFS spectra of *A. vinelandii* nitrogenase has helped define the better structure of the Fe-Mo cluster. For the dithionite-reduced Mo-Fe protein the EXAFS is dominated by Fe-S and Fe-Fe interactions at 2.32 and 2.64 Å. A Fe-Mo interaction is apparent at 2.71 Å. Longer Fe-Fe interactions at 3.8 Å and 4.7 Å as well as a Fe-S distance at 4.3Å are also observed. A similar pattern of
interactions is observed for the reduced V-Fe protein. Thionine oxidation causes a small contraction in Fe-S and possible Fe-Mo distances. The longer distance (3.8 Å Fe-Fe and 4.3 Å Fe-S) interactions are still evident, indicating that much of the basic geometry is unchanged. The distances are consistent with models modified from that recently derived using X-ray crystallography. Additional studies to search for structural changes after reduction or inhibition are in progress.
Table 1: Nitrogenase and Model Compound 1-3 Å Curve Fitting.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe-S(Cl) $\Delta E_0$ = -3 eV</th>
<th>Fe-Fe $\Delta E_0$ = -8 eV</th>
<th>Fe-Mo $\Delta E_0$ = -3 eV</th>
<th>Fe-O(N,C) $\Delta E_0$ = -3 eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N^a$</td>
<td>$R^b$, Å</td>
<td>$10^5 \sigma^2$, Å$^2$</td>
<td>$N^a$</td>
</tr>
<tr>
<td>(Fe$_6$S$_6$Cl$<em>6$)$</em>{3^-}$</td>
<td>4.0</td>
<td>2.277</td>
<td>304</td>
<td>2.0</td>
</tr>
<tr>
<td>(Fe$_6$S$_6$Cl$<em>6$)$</em>{3^-}$</td>
<td>4.0</td>
<td>2.276</td>
<td>2.0</td>
<td>2.765</td>
</tr>
<tr>
<td>(Fe$_6$S$_6$Cl$<em>6$)$</em>{3^-}$</td>
<td>4.0</td>
<td>2.259</td>
<td>2.0</td>
<td>2.757</td>
</tr>
<tr>
<td>(Fe$_6$S$_6$(OC$_6$H$_4$-p-Me)$<em>6$)$</em>{3^-}$</td>
<td>3.0</td>
<td>2.298</td>
<td>568</td>
<td>2.0</td>
</tr>
<tr>
<td>(Fe$_6$S$_6$(OC$_6$H$_4$-p-Me)$<em>6$)$</em>{3^-}$</td>
<td>3.0</td>
<td>2.295</td>
<td>2.0</td>
<td>2.781</td>
</tr>
<tr>
<td>Fe$_2$[(O$_2$CH)$_4$(BIPhMe)$_2$]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$_2$[(O$_2$CH)$_4$(BIPhMe)$_2$]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dithionite reduced Av1</td>
<td>3.5</td>
<td>2.317</td>
<td>576</td>
<td>2.0</td>
</tr>
<tr>
<td>FeMo-co</td>
<td>3.0</td>
<td>2.20</td>
<td>2.2</td>
<td>2.64</td>
</tr>
<tr>
<td>thionine oxidized Av1</td>
<td>3.5</td>
<td>2.291</td>
<td>513</td>
<td>2.0</td>
</tr>
<tr>
<td>dithionite reduced Av1'</td>
<td>3.5</td>
<td>2.322</td>
<td>608</td>
<td>2.3</td>
</tr>
<tr>
<td>FeV-co</td>
<td>3.0</td>
<td>2.24</td>
<td>2.0</td>
<td>2.65</td>
</tr>
<tr>
<td>thionine oxidized Av1'</td>
<td>3.5</td>
<td>2.289</td>
<td>542</td>
<td>2.3</td>
</tr>
</tbody>
</table>

$^a$ Coordination number; held fixed during refinement. $^b$ Interatomic distance; systematic errors were ca. 0.02 Å for the 1-3 Å region and ca. 0.06 Å for the 3-5 Å region. $^c$ Mean square deviation of $R$; negative values arise if the postulated $N$ is low or if the amplitude function is inaccurate. $^d$ Multiplied by 15/7 for comparison with cofactor data. $^e$ Fit residual; defined as $(\sum(\chi^2)_{\chi_{\text{calc}}}2k^2)/N$. $^f$ Reference [19]; $^g$ Reference [25]; $^h$ Reference [26]; $^i$ Reference [16]; $^j$ Reference [17]
Table II: Nitrogenase and Model Compound 3-5 Å Curve Fitting.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe-Fe' $\Delta E_0$= -10 eV</th>
<th>Fe-X $\Delta E_0$= -10 eV</th>
<th>Fe-S'(C) $\Delta E_0$= -16 eV</th>
<th>Fe-Fe'' $\Delta E_0$= -13 eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N^a, N^d$</td>
<td>$R^b, \text{Å}$</td>
<td>$10^5\sigma^2, \text{Å}^2 e$</td>
<td>$N^a$</td>
</tr>
<tr>
<td>$(\text{Fe}_6\text{S}_6\text{Cl}_6)^{3-}$</td>
<td>2.0</td>
<td>3.82</td>
<td>613</td>
<td>3.0</td>
</tr>
<tr>
<td>$(\text{Fe}_6\text{S}_6\text{Cl}_6)^{3-f}$</td>
<td>2.0</td>
<td>3.790</td>
<td>3.0</td>
<td>4.440</td>
</tr>
<tr>
<td>$(\text{Fe}_6\text{S}_6\text{Cl}_6)^{2-f}$</td>
<td>2.0</td>
<td>3.791</td>
<td>3.0</td>
<td>4.4</td>
</tr>
<tr>
<td>$(\text{Fe}_6\text{S}_6(\text{OC}_6\text{H}_4\text{-p-Me})_6)^{3-}$</td>
<td>2.0</td>
<td>3.90</td>
<td>1051</td>
<td>3.0</td>
</tr>
<tr>
<td>$(\text{Fe}_6\text{S}_6(\text{OC}_6\text{H}_4\text{-p-Me})_6)^{3-g}$</td>
<td>2.0</td>
<td>3.836</td>
<td>3.0</td>
<td>4.455</td>
</tr>
<tr>
<td>Fe$_2$(O$_2$CH)$_4$(BIPhMe)$_2$</td>
<td>1.0</td>
<td>3.519</td>
<td>428</td>
<td>4.5</td>
</tr>
<tr>
<td>Fe$_2$(O$_2$CH)$_4$(BIPhMe)$_2$$^h$</td>
<td>1.0</td>
<td>3.574</td>
<td>4.5</td>
<td>4.263</td>
</tr>
<tr>
<td>dithionite reduced Av1</td>
<td>*1.4 (3)</td>
<td>3.78</td>
<td>613</td>
<td>*1.6</td>
</tr>
<tr>
<td>FeMo-co$^i$</td>
<td>1.3</td>
<td>3.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>thionine oxidized Av1</td>
<td>*1.4 (3)</td>
<td>3.74</td>
<td>613</td>
<td>*0.7</td>
</tr>
<tr>
<td>dithionite reduced Av1$'$</td>
<td>*1.0(2.1)</td>
<td>3.76</td>
<td>613</td>
<td>*0.8</td>
</tr>
<tr>
<td>FeV-co$^i$</td>
<td>1.0</td>
<td>3.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>thionine oxidized Av1$'$</td>
<td>*0.8(1.7)</td>
<td>3.76</td>
<td>613</td>
<td>*0.5</td>
</tr>
</tbody>
</table>

$^a$ Coordination number; held fixed during refinement; Those with * were found by optimization. $^b$ Interatomic distance; systematic errors were ca. 0.02 Å for the 1-3 Å region and ca. 0.06 Å for the 3-5 Å region. $^c$ Mean square deviation of R; negative values arise if the postulated N is low or if the amplitude function is inaccurate. $^d$ Multiplied by 15/7 for comparison with cofactor data. $^e$ Fit residual; defined as $(\Sigma(\chi_{\exp} - \chi_{\text{calc}})^2k^6)/N$. $^f$ Reference [19]; $^g$ Reference [25]; $^h$ Reference [26]; $^i$ Reference [16]; $^j$ Reference [17]. $^k$ The large error (0.13 Å) for the Fe-C distance is due to the complex structure of the compound; the average 4.26 Å distance is the mean value of nine different O,C,N shells between 4.170 and 4.313. $^l$ Because of limited statistics, only 3-4.5 Å region was fit.
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Chapter V

Refinement of a Model for the Nitrogenase Mo-Fe Cluster Using Single Crystal Mo and Fe EXAFS

ABSTRACT

We have measured the Fe and Mo K-edge EXAFS of nitrogenase solutions and crystals. We have been able to observe a long distance (~5 Å) feature in the Fourier transform of the single crystal Mo EXAFS which we successfully fit using multiple scattering calculations. Examination of model compounds and in light of the newly derived crystallographic structure, we have been able to refine the current model of the M-center to its highest degree of accuracy to date.

1Published as:
**Introduction**

The enzyme nitrogenase catalyzes the reduction of dinitrogen to ammonia [1]. Substrate conversion is thought to occur at the M-centers, which are two MoFe\(_7 S_9\) clusters embedded in the α subunits of the 220,000 Dalton α\(_2 β_2\) Mo-Fe protein [2]. Each M-center presumably receives electrons from a companion P-cluster, an Fe\(_8 S_8\) structure located at the α−β subunit interface. Accurate dimensions for these clusters are important for synthetic modelling, for theoretical calculations, and to permit observation of possible structural changes during the catalytic cycle. X-ray diffraction structures for Mo-Fe proteins from *C. pasteurianum* [3] and *A. vinelandii* [4] are now progressing rapidly, and models for the M-center and P-cluster structures have been presented. However, given the limited resolution of the diffraction data (2.2 Å), it is likely that the r.m.s. error in the atomic positions of these models is on the order of 0.2-0.3 Å, and that errors in atom-to-atom distances are somewhat larger. Since changes of metal-metal distances on the 0.1 Å scale are chemically significant, more accurate cluster dimensions are important. Now that the cluster frameworks have been established by the diffraction experiments, greatly improved metric information can be obtained from solution and especially single crystal EXAFS spectra.

We report here the first single crystal Fe and Mo EXAFS spectra of nitrogenase at low temperature. A new ~5 Å Mo-Fe component is observed,
along with 7 other metal-neighbor distances. These data are combined with previous Fe [5] and new solution Mo EXAFS to refine the current model for the M-center. The model is compared with a current 2.3 Å resolution electron density map for C. pasteurianum [3]. Although the spectroscopic results are qualitatively in complete agreement with the Kim and Rees model for the M-center, some average distances differ by ~0.2 Å. The EXAFS also suggests less variation in individual Fe-Fe or Mo-Fe distances than seen in the published Kim and Rees model - a more symmetrical Mo-Fe cluster.

**Experimental**

Nitrogenase Mo-Fe protein was purified from A. vinelandii at LSU by methods previously described [6]. Specific activities were 1800 nmol C₂H₂ reduced min⁻¹mg⁻¹ protein. Mo-Fe protein crystals were prepared and mounted at Purdue University [3]. The crystals are in space group P_{2_1} with unit cell parameters a = 69.9 Å, b = 151.2 Å, c = 121.8 Å, and β = 110.3°. The experiments were performed on beamlines 7-3 and 10-2 at SSRL, X10C and X19A at NSLS. The x-ray absorption spectra were measured at 4 K in the fluorescence excitation mode using a 13-element Ge solid state array detector [7]. The EXAFS fits were done using FEFF5 curved-wave multiple-scattering (MS) analysis software [8]. The geometry information is taken from the crystallographic results [4,9]. In the capped-prismane compound, multiple-scattering is significant for the ~3 Å feature because of the focusing effect arising from three almost linear Mo-C-O (~177°) interactions. However,
FEFF5 calculations found that multiple scattering is not significant for the nitrogenase cluster metal-metal EXAFS.

**Results and Discussion**

Fourier transforms of Mo and Fe K-edge EXAFS for an Av1 solution, a Cp1 crystal, and the capped-prismane (Et,N)₃Fe₆S₆Cl₆[Mo(CO)₃]₂ compound [9], are shown in Figure 1. The model transform shows the expected 2.0, 2.6, and 2.9 Å first shell Mo-C, Mo-S, and Mo-Fe distances, as well as a long Mo-Fe interaction at 4.28 Å. Buried under the shorter Mo-Fe component is a multiple-scattering contribution from a Mo-C-O interaction. Fitting the EXAFS yields distances within 0.05 Å of the crystallographic values [9] (Table 1).

The Av1 solution Mo EXAFS transform exhibits two main peaks, which fit (Figure 1) as Mo-S and Mo-Fe interactions at 2.37 and 2.70 Å, along with an unresolved Mo-O,N component at 2.20 Å (Table 1). The Mo-S and Mo-Fe distances, like previous EXAFS results [10-12], are clearly shorter than both the capped-prismane model and the respective average distances of 2.46 and 2.92 Å in the Kim and Rees M-center model. As shown in the Figure, Mo EXAFS generated from the diffraction distances has different frequencies and beats (because of different distances) and damps out more rapidly (because of the greater spread in Mo-neighbor distances). In the 3-5 Å region of the Fourier transform, a number of smaller peaks are observed, which may arise
from homocitrate and histidine ligand Mo-C interactions, as well as Fourier transform truncation ripple. We do not interpret these features at this time. There is also a modest peak at ~5 Å, where a second Mo-Fe interaction is expected. However, the feature is quite weak, and numerous other interactions might occur at such a distance.
We have used single crystal EXAFS to enhance this ~5 Å signal and confirm the Mo-Fe assignment. The strength of specific metal-neighbor EXAFS components varies by \( \cos^2 \theta \), where \( \theta \) is the angle between the photon polarization vector \( \mathbf{E} \) and the metal-metal vector [12]. Although there are 4 M-centers in the unit cell, their long axes tend to lie near the \( \mathbf{bc}^* \) plane, as shown in the Figure. Furthermore, the longer Mo-Fe vectors are only about 15° \( (\cos^2 15° = 0.93) \) away from these approximate 3-folds [3]. Thus, by orienting a crystal with the \( \mathbf{E} \) vector parallel to the \( \mathbf{b} \)-axis in the \( \mathbf{bc}^* \) plane, the amplitude of the ~5 Å interaction should be enhanced. In fact, a nearly twofold increase is observed (Table 1 and Figure 1). Fourier-filtering and fitting this peak yields a good fit for several Mo-Fe at 5.1 Å, close to the crystallographic value of 5.2 Å. The 2.7 Å Mo-Fe interaction also gets stronger in this orientation, while the Mo-S signal intensity is isotropic, consistent with 3 Mo-S bonds at nearly right angles to each other in each M-center.

Solution EXAFS spectra from the Fe point of view reveal Fe-Fe components at 2.63 and 3.75 Å. These values change little with orientation in the single crystal spectra, and similar Fe-Fe distances were found for isolated FeMo-cofactor [13]. The crystallographic model can be divided into two groups of Fe-Fe distances averaging 2.87 and 3.73 Å (averaging over both P-clusters and M centers). However, the 2.87 Å group has an r.m.s deviation (\( \sigma \)) of 0.22
Å, which does not include thermal disorder. Using the crystallographic average coordination number, the EXAFS simulation finds an r.m.s deviation (σ) of 0.09 Å, including thermal disorder. As shown in Figure 1, larger disorder in the short Fe-Fe group would result in drastically damped Fe-Fe EXAFS. We conclude that most of the short Fe-Fe distances lie within 0.1 Å of the 2.62 Å average distance. This is significantly shorter than the ~2.69-2.85 Å range seen in Fe-S clusters with 4-coordinate Fe [9,14].

Table 1: Comparison of interatomic distances found by diffraction and EXAFS for Nitrogenase Mo-Fe protein and (Et₄N)₃Fe₆S₆Cl₆(Mo(CO)₃)₂.

<table>
<thead>
<tr>
<th>Mo-Fe Protein</th>
<th>(Et₄N)₃Fe₆S₆Cl₆(Mo(CO)₃)₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Av1 Sol’n EXAFS¹</td>
<td>Cp1 Cryst. EXAFS²</td>
</tr>
<tr>
<td>N</td>
<td>R(Å)</td>
</tr>
<tr>
<td>Mo-O,N</td>
<td>3.0</td>
</tr>
<tr>
<td>Mo-S</td>
<td>3.0</td>
</tr>
<tr>
<td>Mo-Fe</td>
<td>3.0</td>
</tr>
<tr>
<td>Mo-Fe’</td>
<td>3.0</td>
</tr>
<tr>
<td>Fe-S</td>
<td>2.9</td>
</tr>
<tr>
<td>Fe-Fe</td>
<td>3.2</td>
</tr>
<tr>
<td>Fe-Mo</td>
<td>0.2</td>
</tr>
<tr>
<td>Fe-Fe’</td>
<td>1.3</td>
</tr>
</tbody>
</table>

¹ The appropriate coordination number N was derived from the Kim and Rees model averaging over both P-clusters and M-centers.
² The relative amplitude N’ was obtained by fixing σₜₜot at the value derived from the solution fit, and optimizing N’. This is not a coordination number, since the appropriate polarization effects have not been factored out.
³ The crystallographic value. Reference [4].
⁴ The crystallographic value. Reference [6].
⁵ Total standard deviation σₜₜot = σₜₜota + σthermal.
⁶ Statistical standard deviation.
In the diffraction model, the long Fe-Fe distances average to 3.73 Å with a σ of 0.442 Å. Most of the diagonal interactions among M-center Fe atoms lie near 3.85 Å (see Figure), and this is no doubt the group that the EXAFS fits find with an average distance of 3.72 Å. Although there are numerous other long Fe-Fe vectors in the 3.0 to 4.4 Å range, the EXAFS analysis cannot deal with a large number of minor components.

Altogether, the single crystal Mo and Fe EXAFS provide 8 predictions for metal-neighbor distances. Combining all the values from EXAFS, and using the geometry provided by the Kim and Rees M-center model, allows a refined model to be constructed, as shown in Figure 1. We have compared our refined model with an unbiased 2.3 Å resolution Cp1 electron density map from an ongoing x-ray diffraction study [3]. The comparison was done by refining our model as a rigid body against the Cp1 diffraction data using the program TNT [15]. This process gives a very good fit to the diffraction data, as shown by Figure 2 and a quantitative evaluation of electron density values at the atomic positions. The mean interpolated electron density values (on an arbitrary scale) in the Cp1 density map for the 7Fe and 9S atoms in the refined EXAFS model are 1886 (σ=182) and 969 (141). For comparison, the values for the current Cp1 crystallographic model, which has been refined against 2.3 Å data to R=0.17, are 1903 (191) and 928 (174). Clearly, the positions of atoms in
our model are in excellent agreement with the electron density map and in fact fit the map as well as those in crystallographic model.

\[ \text{Figure 2: Comparison of the refined EXAFS model for the M-center in MoFe protein (red) and electron density map (blue). This stereo pair is oriented so that the Fe-Y-Fe bridge is towards the viewer. The electron density is from a 2.3Å resolution map calculated with experimentally determined phases (model unbiased). The contour level of the map is set at the r.m.s. value of the electron density in the asymmetric unit.} \]

In conclusion, the structure of the intact Mo-Fe protein has been studied by single crystal Mo and Fe EXAFS spectroscopy. We observed orientation-dependence not only in the 'well-known' 2.7 Å Mo-Fe interaction, but also in a new 5.1 Å Mo-Fe component. Fe-Fe components at 2.6 Å and 3.7 Å are also stronger in the single crystal data. Combining the Mo and Fe EXAFS results with crystallographic information allows us to propose a more symmetrical M-center structure with unprecedented precision.
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Chapter VI

Fe and Mo EXAFS of *Azotobacter vinelandii* Nitrogenase in Partially Oxidized and Singly Reduced Forms\(^1\)

**ABSTRACT**

The Fe and Mo K-edge EXAFS of the nitrogenase MoFe protein in the indigo disulfonate (IDS) oxidized form and under slow turnover conditions have been recorded. The EXAFS of the one electron reduced form \(E_1\) was obtained as a difference spectrum between the slow turnover and resting \((E_0)\) spectra. Average Fe-S, Fe-Fe and Fe-Mo distances of 2.33Å, 2.60Å and 2.66Å respectively, along with a second Fe-Fe distance at 3.72Å were found for \(E_1\). The IDS-oxidized MoFe protein contains partially oxidized ‘P-clusters’. For

---

\(^1\) Published as:
this sample, average Fe-S, Fe-Fe and Fe-Mo interactions at 2.31Å, 2.65Å and 2.71Å respectively, along with the long Fe-Fe interaction at 3.74Å. Combination of the current results with previous data on resting and thionin-oxidized nitrogenase shows a general trend - a significant number of the metal-metal distances tend to contract as the enzyme becomes more reduced.
**Introduction**

The enzyme nitrogenase catalyzes the reduction of dinitrogen to ammonia, along with hydrogen evolution and ATP hydrolysis [1, 2, 3]. X-ray crystallography has shown that the nitrogenase MoFe protein is an $α_2β_2$ tetramer with two unique types of metal clusters [4]. One of these, the ‘P-cluster’, is proposed to consist of two [Fe₄S₄] clusters bridged by two cysteiny1 sulfurs and a disulfide bond formed between two of the cluster sulfurs [5], although another crystallographic model has been proposed which links the two cubes at a single sulfur [6]. The other cluster, can be viewed as a [MoFe₃S₃] fragment bridged by three inorganic sulfides to another [Fe₄S₃] cluster (Figure 1) [4,6]. This cluster, first spectroscopically identified as the ‘M-center’ [7], is thought to be the site of enzymatic activity, and it is extractable as the [MoFe₇S₉ + homocitrate] ‘FeMo-cofactor’ [8].

Along with valuable magnetic resonance and Mossbauer studies [1,2,3,7], there have been numerous EXAFS studies of MoFe protein solutions [9], crystals [10], and extracted FeMo-cofactor [11]. Since there is only one type of Mo present, the Mo EXAFS has been relatively easy to interpret, and components corresponding to Mo-O,N, Mo-S, Mo-Fe interactions at ~2.1, 2.4, 2.7 Å have been reported and assigned (Figure 1). On the other hand, the Fe EXAFS of the nitrogenase MoFe protein is complicated by the presence of 15 different types of Fe distributed over two metal clusters. The Fe EXAFS of intact nitrogenase yielded average Fe-S, Fe-Fe and Fe-Mo distances of 2.29Å,
2.62Å and 2.74Å, as well as a long Fe-Fe interaction of 3.75Å. Combination of the Fe and Mo EXAFS data with the crystallographic results recently allowed refinement of a model for the 'M center' [9].

Despite rapid progress in characterization of the resting nitrogenase system, there have not been any reports on the cluster structures once electrons are put into the 'M center'. One obstacle to characterization of the reduced enzyme is H₂ evolution by the 2-electron reduced form E₂, which returns the reduced enzyme back to the resting state E₀ [12]. The E₁ form may also be capable of reverting back to E₀ via oxidation by sulfite [13]. Information about the reduced structures is important, because most substrates or inhibitors seem to bind only after electrons are added to the 'M center'. For example, irreversible dinitrogen binding is proposed to occur at the E₃ reduction level [12]. In this current paper, we use EXAFS to examine how the average Fe-X and Mo-X distances change upon reduction to E₁, and we also investigate changes with 'P-cluster' or 'M-center' oxidation.

Experimental

Sample preparation. Nitrogenase MoFe protein was extracted from strains of Azotobacter vinelandii and purified by previously published methods [14]. Specific activities of purified enzyme ranged from 1800-2000 nmol C₂H₂ reduced min⁻¹ mg protein⁻¹ for the MoFe protein and 1400-1600 nmol C₂H₂
reduced \text{min}^{-1} \text{mg protein}^{-1} for the Fe protein. All purification steps were
done under strictly anaerobic conditions. Purified fractions were stored
frozen in liquid nitrogen. Protein concentration was determined by the biuret
method.

To obtain a pure one-electron reduced spectrum, we examined a steady
state mixture of resting and one-electron reduced MoFe protein from
\textit{Azotobacter vinelandii}, in the presence of a small amount of Fe protein.
Under these conditions, all protein in the two-electron reduced state E$_2$ by
the scheme of Lowe and Thorneley [12,15], will rapidly evolve hydrogen and
be oxidized back to the resting state, E$_0$. Thus, a steady-state sample of nearly
50% E$_0$ and E$_1$ states can be obtained that has a negligible background
contribution from the Fe protein. We measured the Fe K-edge EXAFS of
these E$_0$+E$_1$ steady state samples and subtracted the 50% E$_0$ contribution, thus
isolating an E$_1$ spectrum. Specifically, steady state mixtures were prepared by
incubating a 5:1 molar ratio of MoFe protein:Fe protein, along with excess
sodium dithionite and an ATP regenerating mixture at room temperature in
a Vacuum Atmospheres glove box with an argon atmosphere. The O$_2$ level
was held at $<1.5$ ppm throughout the entire procedure. The regenerating
mixture consisted of 0.025 M Tris-HCl pH 7.4, with 10 mM sodium dithionite,
10 mM Mg-ATP, 150 mM creatine phosphate and 0.625 mM creatine
phosphokinase. Purified MoFe protein was added to the reaction mixture
first, followed by the Fe protein to start the reaction. The reaction was
allowed to proceed in the glove box for 8 minutes, at which time ethylene glycol (as a glassing agent) was added to the reaction mixture, for a final concentration of 40% ethylene glycol, and 20 mg/ml MoFe protein. Samples and simultaneously run controls were loaded into lucite EXAFS cuvettes and quartz EPR tubes simultaneously. Samples were then frozen, typically at 15 minutes from the point of addition of the Fe protein.

The sample condition was verified by EPR spectroscopy. Steady state mixture samples all showed 50 ± 2.5% reduction in the amplitude of the S=3/2 FeMo-cofactor signal compared to the control samples in spectra recorded at 3.2 K. EPR spectra were recorded on a computer-interfaced Bruker ER300D spectrometer with ESP 200 data collection software and an Oxford Instruments ESR-900 helium flow cryostat. Temperature was monitored with an FeAu/Chromel thermocouple positioned directly below the sample tube and monitored with an Oxford Instruments ITC-4 temperature controller.

MoFe protein with oxidized ‘P-clusters’ was prepared by oxidation with indigodisulfonate (IDS) [16]. EPR spectroscopy has shown that the S=3/2 signal, attributed to the FeMo-cofactor resting state persists [17], while signals that are attributed to ‘P-cluster’ oxidation appear [18]. ‘P-cluster’ oxidation by IDS was effected by titrating dithionite-free MoFe protein with anaerobic IDS solution prepared in 0.025 M Tris-HCl pH 7.4 and 0.2 M NaCl. The titration
proceeded until the endpoint, indicated by a persistent blue-green color. Sodium dithionite was removed from the MoFe protein by gel filtration with Sephadex G-25 (Pharmacia), eluting with anaerobic, dithionite free, 0.026 M Tris-HCl pH 7.4 and 0.2 M NaCl buffer. Eluted MoFe protein fractions were checked for residual dithionite with methyl violagen indicator. IDS oxidized samples were concentrated with Minicon membrane concentrators to a final concentration of 90-140 mg/ml. EXAFS cuvettes and quartz EPR tubes were loaded and frozen in liquid nitrogen simultaneously. All of the above procedures were done in a glove box with the O2 level held at <1.5 ppm throughout the entire procedure. EPR spectra showed no attenuation of the S=3/2 FeMo-cofactor signal when compared to untitrated control samples. The S≥3 signal (at g=11.6 in perpendicular mode) which has been assigned to 2-equivalent oxidized ‘P-clusters’ was present in IDS oxidized samples [19]. Other EPR signals that are assigned to different ‘P-cluster’ oxidation states (S=1/2, 5/2 or 7/2) [18c,17] were not present.

Data Collection. The EXAFS spectra were measured in fluorescence mode using a Canberra Instruments 13-element Ge solid-state array detector [20]. During the measurement, the samples were maintained at 8-10K in an Oxford Instruments CF1208 liquid helium flow cryostat. Amplifier shaping times were set at either 0.5ms or 1ms, with total count rates for each channel kept below 35 Khz and 20 Khz respectively. Single channel analyzer windows were set to collect the Fe or Mo Kα signal. The spectra were calibrated by
simultaneously collecting transmission spectra of a pure metal foil, setting
the first inflection point energy to be 7111.2 eV for Fe and 20,000 eV for Mo.

X-ray absorption spectra were recorded on several different beamlines.
Steady state turnover MoFe protein Fe XAS data was collected on NSLS
beamline X-10C, running in focused mode with Si(220) and Si(111)
monochromator configurations; SSRL beamline 6-2 in focused mode and
Si(111) monochromator configuration; and NSLS beamline X-19A, in
unfocused mode with Si(220) monochromator configuration. IDS oxidized
data was collected on NSLS beamline X-19A, in unfocused mode with a
Si(111) monochromator configuration; NSLS beamline X-10C, running in
focused mode with a Si(111) monochromator configuration; SSRL beamline
6-2, focused mode with a Si(111) monochromator configuration. For
beamlines X-19A and 6-2, the second monochromator crystal was detuned to
minimize the transmission of harmonics. For beamline X-10C, a mirror
feedback system was used for rejection of harmonics [21]. Beam spot size was
maintained at a maximum of ~2x12mm with focusing optics and/or
tantalum slits placed at the beam exit port. The incident beam intensity was
monitored with a nitrogen-filled ion chamber. Mo x-ray absorption spectra
were recorded at SSRL beamline 7-3, operating in unfocused mode with a
Si(220) monochromator, and at NSLS beamline X19A, in unfocused mode
with a Si(220) monochromator. For Mo samples, the beam intensity was
monitored with argon filled ion chambers and the spot size was maintained
by slits placed at the beam exit port.

**Analysis Procedures.** The use of different beamlines and monochromator crystals helped reduce systematic experimental errors associated with monochromator glitches and the overall spectral baseline. Reproducibility was checked by overlaying the data sets and comparing the EXAFS over the full range of data. The individual scans were deglitched, if necessary, using single point removal. All deglitching was performed prior to isolation of the EXAFS oscillations, so as not to induce any spline errors. The EXAFS oscillations were extracted from the raw data with a cubic spline and normalized with a Victoreen function using routine methods [22]. Values of 7131 eV for Fe and 20020 eV for Mo were used to initially define the magnitude of the photoelectron wave vector \( k = [(8\pi^2 m / h^2)(E - E_0)]^{1/2} \). The EXAFS spectra were interpolated onto identical k-space grids with \( \Delta k = 0.05 \text{ Å}^{-1} \) and then averaged to form a single data set for both the singly reduced mixture (E₀+E₁) and IDS oxidized MoFe protein. The EXAFS spectrum of resting E₀ MoFe protein was also interpolated onto the same k-space grid and subtracted from the E₀+E₁ mixture to yield the EXAFS of the E₁ state.

The EXAFS spectra were Fourier transformed from k-space to R-space, and specific regions of the resulting transforms were then Fourier filtered and back-transformed as will be described later. The resulting filtered EXAFS
spectra were then fit to the single-scattering, curved-wave functional form of the EXAFS equation [23] using the McKale functions and a Levenberg-Marquardt curve fitting algorithm [24]:

\[
\chi(k) = \sum_i N_i \gamma_i f_i(k, R_i) \frac{1}{kR_i^2} e^{-2\sigma^2 k^2} \sin[2kR_i + \phi_i(k, R_i)]
\]

where the summation is over all backscatterers at a distance \(R_i\), with root-mean square distance deviation \(\sigma^2\) and coordination number \(N_i\). The functions \(f(k,R_i)\) and \(\phi(k,R_i)\) represent the distance and energy dependent, curved-wave backscattering amplitude and total phase shift respectively. The amplitude reduction factor, \(\gamma\), was held fixed at 0.9 during all fits [9].

Appropriate values for the threshold energy shifts \(\Delta E_0\) for Fe-X and Mo-X interactions were derived by fitting spectra of the model compounds \([Fe_6S_6Cl_6]^{3-}\) and \((CO)_{3}MoFe_6S_6Mo(CO)_3\) [9,25] with theoretical phase shift and amplitude functions, while constraining the distances to crystallographic values. For the \((CO)_{3}MoFe_6S_6Mo(CO)_3\) model, multiple scattering was taken into account for the relevant CO components. Parameters taken from model compound fit results were held fixed for all fits. The appropriate values for coordination numbers \(N\) were derived from inspection of the crystallographic models [4,5,6]. The values for the distance \(R\) and distance deviation \(\sigma^2\) were
allowed to vary, with published results being used as initial values for these parameters [9,10]. For all Fe K-edge fits, the Fe-Mo interaction was held fixed at the value derived from the Mo K-edge fits, this added another element of self-consistency and reduced the degrees of freedom in the resulting fits. In fits that used the Fe-Mo distance derived from the Fe K-edge fits, the resulting split in the Fe-Fe distances was actually more pronounced.

Results and Discussion

EXAFS Fourier Transforms vs. Crystallographic Radial Distributions. In Figure 1, we compare the radial distribution functions around Fe and Mo, derived from a recent crystallographic analysis of the C. pasteurianum Mo-Fe protein [6], with the phase-shift corrected Fe and Mo EXAFS Fourier transforms. In the ‘P cluster’, the average short Fe-Fe distance is proposed to be 2.71 Å, with a root mean square deviation σ of 0.11 Å. The crystallographic data suggests that the average ‘M center’ Fe-Fe distance is a shorter 2.60 Å, with a root mean square deviation σ of .13 Å. The current range of EXAFS data does not allow resolution of these 2 groups of distances, but the ‘split-shell’ distribution can be modeled by curve-fitting. At longer distances, the ‘M center’ has an important group of ‘cross-cluster’ Fe-Fe interactions at an average distance of 3.61 Å. The single-scattering analysis of these interactions is complicated by multiple-scattering paths that have similar total lengths, However, multiple scattering is not important for the interactions at distances < 3 Å.
**Figure 1:** (left) Proposed models for the FeMo-cofactor and P-cluster with some representative distances derived from EXAFS. The accompanying Fourier transforms for the Fe K-edge (top, center) and Mo K-edge (bottom, center) have labels that show the correspondence between the Fourier transform features and the distances shown on the models. The histograms were derived from recent crystallographic coordinates [6] and correspond to interactions from Fe (top, right) and Mo (bottom, right). The gaussian curves shown on the Fe histogram represent the spread in similar Fe-Fe distances in the P-cluster and M-center.

**IDS Oxidized MoFe Protein.** The Fe EXAFS Fourier transform of IDS-oxidized MoFe protein (P$^{2+}$/M) is compared with resting (P/M) and thionin-oxidized (P$^{2+}$/M$^+$) protein in Figure 2. Like thionin-oxidized MoFe protein, there is a decrease in the intensity of the ~2.7Å transform peak, compared to the resting MoFe protein transform. The 3.7Å peak, first observed in the extracted FeMo-cofactor [11], remains of similar magnitude in the IDS data as in the resting enzyme [9]. Since the oxidation level of the ‘M-center’ is not
affected by IDS oxidation, a large change in the 'M-center' distances is not expected. For curve fitting analysis, the Fe EXAFS of the IDS oxidized MoFe protein was Fourier transformed \((k=3-14.5\text{ Å}^{-1})\) and then the R-space region from 0-6Å was back-transformed. To limit the number of free parameters in the simulations, the Fe-Mo distance was fixed at the 2.71Å value obtained from the Mo K-edge EXAFS of resting enzyme. The best 4 shell single-scattering fit with this constraint (Table I and Figure 2), found average Fe-S and Fe-Fe distances of 2.31Å and 2.65Å, as well as a long Fe-Fe component at 3.74Å.

**Figure 2:** *Left, top:* Fourier transforms (corrected for Fe) of IDS oxidized protein (shown solid) Thionine oxidized (shown dashed) and resting MoFe protein (shown dotted). *Left, bottom:* Fourier transforms of IDS oxidized protein with resulting fits. *Right:* Fourier filtered EXAFS of IDS oxidized nitrogenase (shown solid) shown with the 4 component (short dash) and 5 component (dashed) fit results.
Since the fit to the data is good but not perfect, the significance of multiple scattering in the Fe EXAFS was estimated using the FEFF5 program [26]. For these calculations, a symmetrized model for the core of the 'M-center' was constructed by constraining all similar Fe-S and Fe-Fe distances to the same value. The largest multiple scattering contribution found for the 'M-center' was a 3.6 Å Fe-S-Fe path (the distance refers to the total path length divided by 2) that was only 7% of the largest Fe-S interaction at ~2.3 Å, and ~25% of the 3.7 Å single-scattering Fe-Fe interaction. Examination of 'P-cluster' multiple scattering is complicated by the current ambiguity in the crystal models. Although examination of the core 4Fe-4S cube structures does not show any multiple scattering in the <3 Å region, the possibility of multiple scattering in the >3 Å range is strongly dependent on the overall symmetry within the cubes and their bridging geometry. The Mo EXAFS data was also checked for multiple scattering. Although significant multiple scattering paths for the histidine and homocitrate ligand groups were found, their contributions are also not important in the range below ~3 Å used for the current analysis.

The average Fe-Fe distance of 2.65 Å is not significantly different from the 2.63 Å value for resting enzyme. However, an important result from the 4-shell IDS fit is the large σ value of ~0.09 Å for the 2.65 Å Fe-Fe interaction. Typical values for thermal motion disorder of short bridged metal-metal distances are on the order of 0.05 Å or less, so a σ of ~0.09 Å indicates a
measure of 'static' as opposed to 'thermal' disorder. One interpretation is that upon oxidation, all Fe-Fe distances in nitrogenase become more disordered, with the average value at 2.65Å. A simple alternative is that the 'P-cluster' Fe-Fe interactions have all expanded while the cofactor interactions have remained the same, so as to give an overall average of 2.65Å.

Examination of the radial distribution function derived from the resting nitrogenase crystal structure [5,6] suggests dividing the short Fe-Fe interactions into two subgroups, one with an average Fe-Fe coordination number N=1.6, accounting for Fe-Fe interactions in the 'M center', and another with N=1.6 corresponding to Fe-Fe interactions in the 'P-cluster'. Splitting the radial distribution is also chemically reasonable, since the 3-coordinate Fe in the 'M center' might be expected to have stronger Fe-Fe bonding interactions and significantly shorter distances. Previous EXAFS analyses of isolated FeMo-cofactor also found relatively shorter average Fe-Fe distances than for the intact protein [11].

With the current range of data, using the resolution criterion that \( \Delta R = \pi/2\Delta k \) [27], we can not truly resolve backscatterers that have similar atomic numbers and that have distances that differ by less than 0.14Å. We nevertheless explored a simple 'split-shell' model, allowing for two different short Fe-Fe components, while constraining as many other parameters as possible. Although the fit did not improve if the \( \sigma_{\text{Fe-Fe}} \) values were
constrained at 0.057 Å (the value found for the [Fe₆S₆Cl₆]³⁻ prismane complex [25]), the fit did improve somewhat with unconstrained ρₚₑ-Fₑ values (Table I). The constrained five component fit (Table I) found short Fe-Fe interactions at 2.59Å and 2.70Å. Although part of the improvement is expected because of the additional degrees of freedom introduced by the new interaction, the distances are chemically reasonable. With 15 different types of Fe in nitrogenase, the true radial distribution is no doubt more complex than this simple model.

The previously reported [9] resting enzyme and thionin-oxidized enzyme Fe EXAFS were reinterpreted with the new model (Table I). As expected, the thionin-oxidized spectrum, which produced the largest ρₑ-Fₑ values in the 4-shell fits, gave the largest difference in Fe-Fe distances when fit with the ‘split-shell’ model, with an average ‘M-center’ short Fe-Fe of 2.61Å, compared to a ‘P-cluster’ short Fe-Fe of 2.74Å. The 2.74Å Fe-Fe distance is the same as that seen in a synthetic Fe₄S₄ cluster [28], while the 2.61Å distance compares favorably with the 2.64Å value reported for isolated FeMo-co [11]. Split-shell analysis of the resting enzyme Fe EXAFS also gave a relatively short ‘M center’ Fe-Fe distance of 2.58 Å and a ‘P-cluster’ average of 2.67Å, compared to respective crystallographic values (at room temperature) of 2.60Å and 2.71. As noted by others, the ‘M-center’ distances are near the bond length range for Fe-Fe bonds [29].
**Singly Reduced MoFe Protein.** Mo and Fe EXAFS spectra and Fourier transforms, illustrating the extraction process for obtaining the reduced E₁ spectra, are shown in Figure 3. The noise level for the pure E₁ spectrum is increased; this is expected for a spectral subtraction, and the contribution from the ±2.5% error in the E₀+E₁ is small enough to be neglected in the subtraction. To provide additional constraints for the more complex Fe analysis, we first fit the Mo EXAFS data. The Mo EXAFS Fourier transform was filtered to select the region from 1-3Å and backtransformed. The fits yielded Mo-(O,N), Mo-S, and Mo-Fe distances of 2.13, 2.36, and 2.65 Å respectively (Table II). Of these distances, the most significant result is the apparent 0.06 Å contraction in the Mo-Fe distance. This Mo-Fe distance and the associated σ of 0.063 Å were then used as constraints in the analysis of the Fe EXAFS of the E₁ enzyme (P/M).

For the Fe EXAFS of E₁, the dominant transform feature is still the ~2.3Å Fe-S interaction. The 2.7Å (Fe-Fe plus Fe-Mo) peak that is resolved in the E₀ transform is only a shoulder in the E₀+E₁ mixture, becoming even less visible in the pure E₁ transform. However, in the 3-5Å region, the Fe-Fe interaction at ~3.75Å from ‘cross-cluster’ cofactor interactions is still obvious in the pure E₁ spectrum, which helps maintain confidence in the subtraction procedure.
Figure 3:  a) Fe EXAFS of the $E_0+E_1$ mixture overlayed with the resting protein EXAFS (shown dashed) b) Result of subtraction shown with individual data points and the resulting filtered EXAFS  c) Mo EXAFS of the the $E_0+E_1$ mixture overlayed with the resting protein EXAFS (shown dashed). d) Result of subtraction shown with individual data points and the resulting filtered EXAFS. The Fourier transforms for the corresponding EXAFS are shown on the right.

To help limit the number of free parameters in the curve fitting analysis, two regions were filtered from the initial Fe EXAFS Fourier transform, an inner shell region from $\sim 1-3.5\text{Å}$ and an outer shell from $3.2-4.5\text{Å}$. For the shorter distance region, we then conducted the same kind of single Fe-Fe shell and split Fe-Fe shell analyses described for the IDS oxidized protein, but now fixing the Fe-Mo distance and $\sigma$ at the 2.65 Å and 0.06 Å values from the Mo EXAFS on $E_1$. The results are summarized in Table I and
Figure 4. Using a single short Fe-Fe interaction, we found Fe-S and Fe-Fe distances of 2.33 Å and 2.60 Å respectively. Allowing for a split Fe-Fe distribution gave subshell average distances of 2.54 and 2.66 Å. The outer shell fit to an Fe-Fe interaction at 3.72 Å, only slightly shorter than the 3.74 Å distance seen in resting enzyme. In order to truly determine the presence of long range structural changes within the M-center, an examination of the ~5 Å Mo-Fe distance previously reported [10b] would be valuable, unfortunately, this distance was seen in single crystal nitrogenase samples oriented in such a way as to optimize this interaction. With the concentrations presently available for these reduced samples and the noise introduced by the subtraction, an observation of this interaction is unlikely at this time.

The overall trends observed between 4 different oxidation levels of the nitrogenase Mo-Fe protein are summarized in Figure 5. Many of the individual changes are on the order of typical EXAFS error bars, which are generally considered +/- 0.02 Å for simple, well-behaved systems [30]. Still, meta-analysis of the overall data reveals 2 clear trends - a contraction of the calculated metal-metal distances as the enzyme becomes more reduced, and an expansion in the Fe-S distances.
Figure 4: *Top:* Fe EXAFS and Fourier transform for the filtered data (shown solid) and the fit (shown dashed) *Bottom:* Mo EXAFS of the filtered data (shown solid) and resulting fit (shown dashed)

We have illustrated the degree of 'M-center' 'breathing' between oxidized and reduced forms, implied by the EXAFS analysis, by constructing a symmetrized model based on the crystallographic geometry (Figure 6). Of course, there is no reason for all the 'M center' short Fe-Fe distances to be the same, and the structure in the protein may be distorted from this idealized picture. For example, the central iron cage could elongate or flatten, and one possible distortion that is consistent with the EXAFS is also illustrated.
Figure 5: Plots showing the trends in metal-metal interactions during protein reduction/oxidation. Top: the variation in Fe-Fe distances as the protein goes from fully oxidized ($P^2+/M^+$) to reduced (P/M). The center plot indicates the variation in the 4 component fits while the outer data points indicate the trend demonstrated in the split-shell fits. Bottom: trend in the Fe-Mo interaction for different redox states of the protein.

Since the publication of a crystallographic model for the MoFe protein, much attention has been paid to location of possible N2 binding sites; this is essential to understanding the mechanism of enzymatic activity. The current model can be thought of as creating a sort of 'cage' surrounded by Fe. In the
resting structure, this cage is ~0.5Å too small for N₂ to enter, so it has been suggested that the cluster breaks open to accommodate dinitrogen [31]. Deng and Hoffman have considered the expansion of the cage required to accommodate an interior N₂, they suggest that the Fe-Fe distances would have to expand to ~3.0 Å [32]. They and others have also considered binding sites on the outer surface of the cage [5,32,33]. Our data, ranging from thionin-oxidized (3-electron oxidized per αβ subunit) to the E₁ form (1-electron reduced) show that, at least over this range of reduction, the average Fe-Fe distance seen by EXAFS does not expand, rather it contracts slightly.

The significance of the current results can be interpreted in two different ways. On one hand, the general similarity of all of the Mo and Fe EXAFS for oxidized and reduced nitrogenase suggests that profound transformations have not occurred. For example, the persistence of the long ‘cross-cluster’ 3.75Å Fe-Fe peak in all of the Fe EXAFS Fourier transforms suggests that these interactions, and hence the overall ‘M center’ structures, are similar in resting, oxidized, and 1-electron reduced forms. Although this result is not very surprising, rearrangements were certainly possible. There are numerous examples of clusters which rearrange their polyhedral geometries upon electron transfer [34]; The potential influence of valence electrons on the molecular geometry of clusters has been appreciated for more than 30 years [35].
The ~0.07 Å contractions proposed for Fe-Fe distances between thionin-
oxidized and 1-electron reduced forms are chemically reasonable in
magnitude. For example, a 0.06 Å contraction with "change of electron count"
occurs when S2Ni3(C5H5)3, with a mean Ni-Ni distance of 2.80 Å [36], is
converted to 2.74 Å in the recently isolated monocation [37], a further
contraction to 2.53 Å occurs in (C5H5)3Ni3(CO)2, with 4 fewer electrons for
Ni-Ni interactions from the original cluster [38]. Another example of
shortening on removal of an electron is the complex SFeCo2(CO)9 [39], where
the average metal-metal distance is 0.08 Å shorter than the 2.64 Å distance in
SCo3(CO)9 [35]. These changes can be rationalized by an electron counting
scheme formulated by Lauher for trinuclear clusters that considers the
highest 3 of the 27 molecular orbitals formed from the metal atomic orbitals
as antibonding [40].

Instead of expanding, metal-metal distances do sometimes contract
with addition of electrons. For example, in aqueous Mo chemistry, the Mo-
Mo distances shorten from ~2.6 Å for Mo(V)-Mo(V) dimers to ~2.5 Å in the
Mo(IV) trimer all the way to 2.12 Å in the Mo(II) dimer [41]. However, most
such examples occur for early transition metals which are initially lacking
sufficient d-electrons for metal-metal bonding. The contraction we observe in
Fe-Fe and Mo-Fe distances upon reduction is thus surprising and perhaps
important. Both in [Fe4S4]n+ clusters, where n = 1, 2, 3, and in [Fe6S6]n+
clusters, where n = 1, 2, 3, and in [Fe6S6]n+L6
prismanes, where \( n = 2, 3 \), addition of electrons results in expansion of the Fe-Fe distances [42]. Also, in the \([\text{Fe}_6\text{S}_6^{n+}\text{L}_6(\text{Mo(CO)}_3)_2]^{n-}\) capped prismanes where \( n = 2, 3 \), the more reduced species has longer Mo-S and Mo-Fe distances [25].

![Diagram of structural rearrangements](image)

**Figure 6:** Two possible structural rearrangements of the M-center in the singly reduced state. The models have been symmetrized using distances derived from EXAFS and the arrows indicate the direction of change in atom positions.

Since the majority of documented metal clusters expand as electrons are added, the observed contraction in EXAFS average distances begs for some
explanation. The clusters certainly catalyze special chemistry, so there could be something special about the bonding of the 3-coordinate Fe centers in the 'M center' cage. There is one alternative explanation that we cannot yet refute, related to EXAFS artifacts from asymmetric distribution functions. Eisenberger and Brown observed an anomalous apparent contraction with increasing temperature in Zn metal EXAFS [43]. They found that in the case of an asymmetric distribution function that tails to longer distances, the EXAFS is disproportionately sensitive to the sharp leading edge of the distribution and yields distances shorter than the arithmetic average. The same effect might occur for particular distortions of the 'M center' and 'P cluster'. For example, if the 'M center' expanded along its 3-fold axis, while contracting for 2 of the Fe-Fe distances in the planes perpendicular to the long axis, a broad asymmetric distribution could be created. Calculations performed by Deng and Hoffman indicate the possibility of asymmetry where the MoFeS fragment of the 'M-center' may exhibit a contraction, while the FeS end of the 'M-center' may undergo a small expansion [44].

Asymmetrical structural changes are well documented not only for biological [Fe4S4] clusters and their models, but in other small molecules such as the [[Fe(μ-3-S)Cp]4] series [34c]. The neutral cluster has 2 short (2.64 Å) and 4 long (3.36 Å) Fe-Fe distances [45], going to 2 short (2.64 Å), 2 medium (3.19 Å), and 2 long (3.32 Å) Fe-Fe distances upon 1 electron oxidation [46] and 4 short (2.83 Å) and 2 long (3.25 Å) Fe-Fe distances with the next oxidation [47]. Thus,
although the cluster volume and average Fe-Fe distance expands with reduction, the leading edge of the Fe-Fe distribution function actually moves to shorter distances. Relevant to possible distortions in hexanuclear clusters, we note that in Co$_6$C(CO)$_{12}$S$_2$, the Co-Co distances along the long axis of the trigonal prism are 2.67 Å compared to the 2.44 Å distances in the planes perpendicular to the long axis [48]. In the [Fe$_6$C(CO)$_{18}$]$^{2-}$ complex, the short Fe-Fe distances range from 2.55 to 2.72 [49]. The shortest metal-metal vectors in both cases are perpendicular to the approximate 3-fold axes. In this spirit, we again divided the Fe-Fe component for the reduced Fe EXAFS (P/M) and got distances of 2.56 Å (N=1.1, σ=0.00263 Å$^2$), 2.66 Å (N=1.6, σ=0.00311 Å$^2$) and 2.84 Å (N=0.5, σ=0.00115 Å$^2$) with a factor of two improvement in the quality of fit value (F, see table I). Although there are far too many variables for this type of fit to be definitive, it does help to illustrate that there are many possible distortions that may be masked within our resolution limits.

Whether or not the especially short Fe-Fe distances represent arithematic averages, it is clear that at least some of the Fe-Fe distances are especially short. The proposed reduced 'M-center' value of 2.54 Å (a -0.04 Å contraction from the resting protein) is similar to Fe-Fe distances in clusters with Fe-Fe bonding. The Fe-Fe distances proposed for the 'M-center' are close to the 2.52 Å interaction in Fe$_2$(CO)$_9$, where metal-metal bonding has been proposed [50] (or denied [51]). There is also a strong analogy with the cluster
S2Fe3(CO)9 [35] which contains Fe-Fe distances of 2.59 Å (ave) and 3.37 Å.

The possible expansion of the ‘P-cluster’ upon oxidation may also be significant, but the lower symmetry makes it harder to model. For the IDS oxidized MoFe protein, for which only the ‘P-cluster’ changes oxidation state, we observed an expansion of the overall average short Fe-Fe distance from 2.62 to 2.65 Å. Using the split-shell model (although the data does not allow unambiguous resolution of ‘P-cluster’ and ‘M-center’ distances), one interpretation is that the average ‘P-cluster’ Fe-Fe distance expands from ~2.67 to ~2.72 Å (these numbers are arrived at by taking the average distances from the thionine and IDS oxidized results and the average of resting and reduced results). Recent crystallographic modeling of the MoFe protein has also indicated that, when exposed to agents capable of oxidizing ‘P-clusters’, there is an expansion in the average Fe-Fe distances in the ‘P-cluster’ [52].

**Summary**

The metal clusters in nitrogenase ‘breathe’ slightly upon reduction or oxidation. Contrary to expectations, a significant fraction of the average Fe-Fe distances contract as the enzyme becomes more reduced. Comparison with known cluster models compounds suggests that rearrangement during further reduction of the enzyme may be significant and deserve additional study.
<table>
<thead>
<tr>
<th>Table: Azotobacter vinelandii nitrogenase Fe-K edge EXAFS fitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>**N R.A. σ&lt;sup&gt;2&lt;/sup&gt;Å&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>3.6 2.29 555</td>
</tr>
<tr>
<td>3.2 2.66 988</td>
</tr>
<tr>
<td>0.2 2.72 443</td>
</tr>
<tr>
<td>1.3 3.73 369</td>
</tr>
<tr>
<td>0.41 0.41 0.41</td>
</tr>
</tbody>
</table>

<sup>a</sup> Fe<sup>-</sup> defined by E<sub>Fe</sub>-K=8 keV, b E<sub>Fe</sub>-K=8 keV, c E<sub>Fe</sub>-K=10 keV
Table II: *Azotobacter vinelandii* nitrogenase Mo K-edge EXAFS fitting

<table>
<thead>
<tr>
<th>Thionine Oxidized ( (P^{2+}/M^+)$</th>
<th>Mo-O/N (^b)</th>
<th>Mo-S (^c)</th>
<th>Mo-Fe (^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (\bar{R},\text{Å}) (\sigma^2\times10^5,\text{Å}^2)</td>
<td>N (\bar{R},\text{Å}) (\sigma^2\times10^5,\text{Å}^2)</td>
<td>N (\bar{R},\text{Å}) (\sigma^2\times10^5,\text{Å}^2)</td>
</tr>
<tr>
<td>Thionine Oxidized ( (P^{2+}/M^+)$</td>
<td>3.0 2.17 317</td>
<td>3.0 2.38 399</td>
<td>3.0 2.72 435</td>
</tr>
<tr>
<td>Resting ( (P/M)$</td>
<td>3.0 2.20 283</td>
<td>3.0 2.36 340</td>
<td>3.0 2.71 310</td>
</tr>
<tr>
<td>Reduced ( (P/M)$</td>
<td>3.0 2.13 263</td>
<td>3.0 2.36 178</td>
<td>3.0 2.65 397</td>
</tr>
</tbody>
</table>

\(^a\) \(F\) is defined by \(\sum |\chi_{\text{exp}} - \chi_{\text{calc}}| / \text{npts}\

\(^b\) \(\Delta E_0=3.3\text{eV}\)

\(^c\) \(\Delta E_0=-14\text{eV}\)

\(^d\) \(\Delta E_0=-10\text{eV}\)
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Chapter VII

Characterization of the Apodinitrogenase protein

from *Azotobacter vinelandii* using EXAFS

ABSTRACT

The cofactorless apodinitrogenase protein from *Azotobacter vinelandii* MoFe protein has been investigated using EXAFS spectroscopy. We have found Fe-S and Fe-Fe distances of 2.34 Å and 2.85 Å along with a second Fe-Fe interaction at 3.05 Å. The first shell Fe-Fe distance is much longer than what is typically found for other Fe-S clusters. Comparison with simulated EXAFS generated for the two current crystallographic models for the Fe-S 'P-clusters' shows no spectral homology. Although it is possible that the metal centers in Apo I are arranged differently than intact P-clusters, it is more likely that the metal clusters are extremely disordered. With a wide range of Fe-Fe distances, the amplitudes and distances found by EXAFS could be significantly in error.

---

**Introduction**

Biological nitrogen fixation is catalyzed by the nitrogenase enzyme system, which consists of a smaller (~65 kDa) Fe protein and a larger (~220 kDa) MoFe protein [1]. A 4Fe-4S cluster in the Fe protein transfers electrons to the MoFe protein, coupled with ATP hydrolysis. Inhibitor [2], and presumably substrate binding occurs at the MoFe$_7$S$_9$ ‘M-center’ cluster [3] in the MoFe protein. This protein is an $\alpha_2\beta_2$ tetramer whose peptide is encoded by the $nifK$ and $nifD$ genes. The MoFe protein also contains a structurally unique 8Fe:8-9S P-cluster [4].

![Scheme 1: Two proposed models for the MoFe protein P-cluster. (left) model proposed by Kim and Rees, a disulfide bond joining the two Fe-S cube fragments. (right) The model proposed by Campobasso and Bolin, a single sulfur is joining the two cube fragments.](image)

Crystallographic models for the wild type nitrogenase MoFe protein have been published [5,6]. Although there is general agreement on the structure of the M-center, there is still some discrepancy in the structures proposed for the P-clusters. The current model of Kim and Rees suggests two 4Fe-4S cubes bridged by two cysteiny1 sulfurs and a disulfide bond, while the model of Campobasso and Bolin involves a single sulfur joining the two 4Fe-
4S fragments (Scheme 1).

**Scheme 2:** Overall schematic of nitrogenase biosynthesis. The nifB, NifQ and nifV gene products are probably involved in FeMo-co biosynthesis and homocitrate synthesis. The nifN and nifE genes form a scaffold protein with a tetrameric structure. Apodinitrogenase does not contain FeMo-co, but does contain the NifY product. Upon addition of FeMo-co, NifY dissociates and leaves intact MoFe protein. From ref [8].

Several nif genes, including nifQ, -B, -V, -N, -E and -H have been implicated in the construction, and possibly insertion, of FeMo-co [7,8] (Scheme 2). Among these, a protein resulting from strains with a mutation in the nifB gene has been purified [9-11]. This protein, referred to as “Apo 1”, does not contain the M-center but apparently possesses intact P-clusters. Apo I protein by itself does not reduce dinitrogen, but is activated in vitro upon addition of purified FeMo-co in a regenerating mixture containing Fe protein.
and MgATP [11].

In an early attempt to purify the Apo I protein from *Klebsiella pneumoniae*, the highest specific activity achieved was ~500 nmol C$_2$H$_2$ reduced/(min-mg protein) [9]; compared to >2000 nmol C$_2$H$_2$ reduced/(min-mg protein) for wild type MoFe protein. Another purification involving *Azotobacter vinelandii* reported specific activities of 1900 nmol C$_2$H$_2$ reduced/(min-mg protein), but only 70% purity [10]. In 1990, Paustian and co-workers [11] devised a purification protocol for *Azotobacter vinelandii* which gave >95% purity and specific activity of ~2200 nmol C$_2$H$_2$ reduced/(min-mg protein), comparable to those achieved with wild type MoFe protein. They also demonstrated that Apo I copurifies with a small, tightly bound ~20 kDa protein, resulting in an $\alpha_2\beta_2\delta_2$ hexamer. Later studies [12] have shown that this additional $\delta$ protein is the product of the *nifY* gene and dissociates from the hexamer upon activation by FeMo-co, resulting in the $\alpha_2\beta_2$ tetramer found in wild type MoFe proteins.

High purity and high activity Apo I, has not yet been spectroscopically characterized. Previous MCD studies of *Klebsiella pneumoniae* nifB-mutants showed some similarities to wild type MoFe protein during redox titrations, but an EPR signal in the resting state was attributed to a contaminating species [13]. A better understanding of Apo is important for
understanding the mechanism of MoFe protein construction. Also, a better understanding of the Apo I protein may allow the properties of the P-cluster to be studied spectroscopically without interfering contributions from the M-center.

**Experimental Procedures**

*Protein Purification and Characterization.* Apo 1 was purified by methods previously described [12]. Assays for dinitrogenase activity and activation of Apo 1 have also been previously described [11]. Apo 1 used in these experiments had a specific activity of 1400-1500 nmol C₂H₂ reduced/(min·mg protein). Protein levels of Apo 1 were measured by quantitative amino acid analysis by the Microchemical Facility at the University of Minnesota (Minneapolis, MN). Metal content of the purified samples was determined with an Applied Research Laboratories 34000 Inductively Coupled Plasma-Atomic Emission Spectrophotometer at the University of Wisconsin Soil and Plant Analysis Laboratory (Madison, WI). Purified Apo 1 had ~13 Fe and ~0.02 Mo atoms per hexamer, while analysis of a purified control dinitrogenase MoFe protein (specific activity = 2300 nmoles of ethylene produced/min/mg) showed ~27 Fe and ~1.8 Mo per tetramer. EXAFS samples were loaded into lucite cuvettes, previously washed in dithionite, under anaerobic conditions. The cells are 3mm high and 1 mm deep. A 6μm polypropylene film was used to seal the cuvettes.
XAS data collection: To reduce and bracket experimental errors, three XAS data sets were collected from different sample preparations on two different beamlines using different monochromator configurations: 1 set on National Synchrotron Light Source beamline X10C, with a Si(111) monochromator configuration and running in focussed mode; and 2 sets on Stanford Synchrotron Radiation Laboratory beamline 7-3 with Si(220) monochromator configuration and running in unfocussed mode. For harmonic rejection on beamline 7-3, the second monochromator crystal was detuned to 60-70% of maximum intensity. A mirror feedback system was used for harmonic rejection on beamline X10C [14]. Beam spot size was maintained at less than 1 x 7 mm either by adjustments to hutch slits (BL 7-3) or adjustments to beamline focussing optics (X10C). Beam intensity was monitored by nitrogen filled ion chambers. The absorption edge for an iron metal foil was collected in parallel with protein data using a three ion chamber configuration (Scott, 1985), and the energy was calibrated by defining the first inflection point energy of the foil spectrum as 7111.2 eV.

XAFS spectra were collected in fluorescence mode using a Canberra Industries 13-element Ge solid state array detector [16]. Single channel analyzer windows were set to collect the Fe Kα emission and total incoming count rates were kept below 35 KHz. The amplifier shaping times were 0.5µs. Samples were loaded under cryogenic conditions and maintained at ~10 K in an Oxford Instruments CF1208 liquid helium flow cryostat.
EXAFS analysis procedures: EXAFS oscillations were extracted from the raw data with a cubic spline and Victoreen normalization by routine methods [17]. Scans were deglitched using single point removal, if necessary, and all deglitching was performed prior to spline removal to minimize the introduction of spurious oscillations. A value of 7131 eV was used to define the initial magnitude of the photoelectron wave vector \( k=\left(8\pi^2 m/\hbar^2\right)(E-E_0)^{1/2} \). Individual EXAFS data sets were then overlayed and compared over the full range of data. After confirming reproducibility, data sets were interpolated onto identical k-space grids and averaged together.

EXAFS spectra were fit to the single-scattering, curved wave functional form of the EXAFS equation [18] using a Marquardt curve-fitting algorithm [19]:

\[
\sum_i N_i \gamma f_i(k, R_i) e^{-2\sigma^2} \frac{1}{kR_i^2} \sin[2kR_i + \phi_i(k, R_i)]
\]

where the summation is over all backscatterers at a distance R, with root mean square distance deviation \( \sigma^2 \), and coordination number N. The energy and distance dependent phase \( \phi(k, R) \) and amplitude \( f(k, R) \) functions were derived from general use, single scattering FEFF5 [20] calculations and tabulated in the spirit of the commonly used McKale tables [18] for these functions. The amplitude reduction factor, \( \gamma \), was held fixed at 0.9 to account
for intrinsic processes which reduce the EXAFS amplitude. Values for small threshold energy shifts, $\Delta E_0'$, were derived from fits performed on an $(\text{EtN})_3(\text{Fe}_6\text{S}_6\text{Cl}_6)\text{CH}_3\text{CN}$ prismane [21] using the methods just described and fixing distances and coordination numbers at well defined crystallographic values.

**Results**

Figure 1 compares the Fe K-edge of Apo I with that of the resting wild type MoFe protein. The overall edge structures are very similar - a relatively strong 1s$\rightarrow$3d transition at $\sim$7112 and a relatively broad overall peak about 20 eV higher. The shape does not show sharp features present in oxidatively damaged MoFe protein [22]. The strength of the dipole forbidden 1s $\rightarrow$ 3d pre-edge feature consistent with a non-centrosymmetric Fe geometry [23-24], present in resting MoFe protein at $\sim$7113 eV is also visible in the Apo I sample.

The EXAFS spectrum for Apo 1 is shown in Figure 2. Unlike other Fe-S protein EXAFS, there is no clear beat pattern. The Fourier transform is dominated by a peak at $\sim$2.3 Å with weaker peaks in both the long and short distance sides. The tentative Fe-Fe peak at 2.8 Å in the Fourier transform is small compared with that in other 2Fe and 4Fe systems [25]. Surprisingly, the EXAFS is more like that reported for a 2Fe plant ferredoxin than for a 4Fe cluster [25].
Figure 1: Comparison of the Fe K-edges for Apo I (solid) and wild type MoFe protein (dashed).

For comparison with the Apo I data, the EXAFS and corresponding Fourier transform for a 4Fe-4S ferredoxin (Figure 2) are also shown. The normal 4Fe-4S cluster exhibits a beat pattern in the EXAFS around $k = 7 \ \text{Å}^{-1}$, and the Fourier transform shows two peaks corresponding to the Fe-S interactions at $\sim 2.3 \ \text{Å}$ and Fe-Fe interactions at $\sim 2.7 \ \text{Å}$. For additional comparison, we calculated theoretical EXAFS based on current models for the P-cluster deposited in the Brookhaven Protein Databank by Kim, et. al. [26] and a model proposed by Campobasso and Bolin [6]. The spectra were simulated by averaging the contributions from each Fe site in the crystallographic P-cluster models (Figure 2). Because of the relatively wide variation in Fe-S and Fe-Fe distances, the model put forth by Kim and Rees shows reduced amplitude in both the EXAFS and Fourier transform. There is not a strong beat pattern in the EXAFS and the $\sim 2.8 \ \text{Å}$ peak in the Fourier
transform is much smaller than the ~2.3 Å Fe-S peak. In contrast, simulations using the P-cluster model proposed by Campobasso and Bolin [6] show a strong beat pattern in the EXAFS and two nearly identical peaks in the corresponding Fourier transform. This is because the latter model is far more regular in Fe-S and Fe-Fe distances, similar to the 4Fe-4S ferredoxin.

Figure 2: (top) EXAFS and Fourier transforms for nitrogenase Apo I. (middle) EXAFS and Fourier transform for a 4Fe-4S ferredoxin (courtesy of Dr. Graham N. George, SSRL). (bottom) EXAFS and Fourier transforms for the crystallographic models proposed by Kim and Rees (solid) and Campobasso and Bolin (dotted).

For curve fitting analysis the EXAFS for Apo 1 was filtered and backtransformed on the range R=0.5-3.3 Å. After filtering, the dominant peak
in the Fourier transform was modeled as a single shell of 4 Fe-S interactions at ~2.3 Å (Table I). By holding this interaction fixed and adding a second Fe-Fe shell with \( \sigma^2 \) and \( \Delta E_0 \) set at reasonable values, the fit quality for various combinations of N and R can be measured. Using this method, an Fe-Fe shell was added, with \( \Delta E_0 \) derived from the model cluster, \((\text{EtN})_3(\text{Fe}_6\text{S}_6\text{Cl}_6)\text{CH}_3\text{CN}\) [21]. Two search profiles were generated - one with \( \sigma^2 \) from the \((\text{EtN})_3(\text{Fe}_6\text{S}_6\text{Cl}_6)\text{CH}_3\text{CN}\) model compound and a broader distribution was simulated by approximately doubling this value. The resulting search profiles for both distributions are shown in Figure 3. After inserting the minimum values for N and R, the component was allowed to float to further reduce fit error. Before optimization, the search profile found the best Fe-Fe distance at 2.85 Å, which did not change significantly upon refinement. The resulting fit and accompanying Fourier transform is shown in Figure 3.

With the first two shells fixed, a search profile was generated to examine the possibility of another interaction at a longer distance. The contour plot that was generated for this search profile is also illustrated in Figure 3. Two results are immediately clear - (1) there is no minimum found in the immediate vicinity of 2.7-2.9 Å, indicating that the single Fe-Fe interaction modelled in the second shell is sufficient, (2) The only minimum in this particular space is when the third Fe-Fe shell has an N~0.6 and R~3.06. When this component was added back into the fit and the values of R and \( \sigma^2 \)
were allowed to float and stabilize, the fit showed an improvement of 27% (Table I) and the resulting fit is shown in Figure 2 (bottom). By comparison with the two shell fit, one can see the three shell fit demonstrates much better behavior at high k and the low k region of the EXAFS shows some improvement.

![Graphs and plots](image)

**Figure 3**: (top) Fe K-edge EXAFS of nitrogenase Apo I filtered data (solid) and the resulting fits (dashed). (top) Fit results for a single Fe-Fe interaction. (bottom) Fit results for two separate Fe-Fe interactions. (top, right) Search profiles for the first shell Fe-Fe interaction using a large $\sigma^2$ (left) and small $\sigma^2$ (right). (bottom, right) Search profile for a second Fe-Fe interaction.

**Discussion**

From what is already known about P-cluster structure, one would expect that the EXAFS from Apo I would be similar to the EXAFS of 4Fe clusters (Figure 2), at least in the range below 3Å. Examination of both the direct EXAFS and the Fourier transforms (Figure 2) shows that this is not the case.
Unfortunately, there are several possible explanations for this discrepancy. Since the Fe-Fe peak is weak, one obvious explanation is that Apo I does not possess bridged 4Fe clusters, but rather has Fe arranged in some type of 2Fe-2S geometry. However, power saturation EPR studies of this Azotobacter vinelandii Apo I indicate that the metal centers may behave as 4Fe-4S clusters [27]. Furthermore, quantitative fitting of the EXAFS results in an Fe-Fe distance of 2.86 Å, which is much longer than the 2.7-2.8 Å Fe-Fe distances reported for other 2Fe-2S clusters [28]. The Fe-S distance of 2.34 Å is comparable to distances found in these systems.

The fits allow for a second long Fe-Fe component at ~3.06 Å (Table I). The possibility that this interaction could be attributed to the carbons coordinated to $S_{\text{cys}}$ ligands was investigated. The resulting quality of fit was 17% worse than Fe-Fe fit for 1.6 carbons at ~3.15 Å. A search profile was also generated for the possibility of an O/N ligand at ~2 Å and no minimum was found.

Previous EXAFS studies of wild type MoFe protein from Azotobacter vinelandii [29] gave an overall average Fe-Fe distance of 2.64Å. A recent Fe K-edge EXAFS study tried to separate the contributions from the two metal centers and results implied that the average P-cluster Fe-Fe distance is ~2.68 Å [30]. This value is close to that in the crystallographic P-cluster model put
forth by Campobasso and Bolin [6] which has a relatively narrow distribution of Fe-Fe distances with an average of 2.69 ± .03 Å. In contrast, the crystallographic model proposed by Kim and Rees [26] has a very broad distribution of Fe-Fe distances with an average of 2.96 ± 0.20 Å. Examination of the simulated EXAFS and Fourier transforms from these two models are very different from the spectra resulting from Apo I.

The low oxidation state proposed for the P-clusters (all Fe$^{2+}$) [31] may have something to do with the flexibility and possible distortions of these clusters. Although model systems at the Fe$^{2.5+}$ oxidation level are relatively symmetrical [28], we note that for [Cp$_4$Fe$_4$S$_4$]$^0$ [32], the Fe-Fe distances range from 2.63 Å to 3.37 Å. So, it is plausible that the cluster in Apo I is still topologically an 8Fe center, but with a multitude of Fe-Fe distances. In such a case, the EXAFS values may not give a true arithmetic average [33].

Although we cannot make a definitive statement as to the true nature of the Apo I metal clusters, the data does show several things of interest. The Fe-Fe distances are much longer than what is found in typical Fe-S clusters [28,32]. However, it is probable that the metal clusters in Apo I are highly disordered, so an unambiguous coordination and distance assignment is not possible. It is clear that the Apo I metal clusters show little to no structural homology with the two models currently proposed for the wild type MoFe protein P-cluster. Since EPR signals arising from oxidized P-clusters in wild
type MoFe protein have been characterized [34], further studies of this high purity Apo I protein in these oxidized forms may provide further information about the Fe-S clusters in Apo I.

### Table I: Results of Fe K-edge EXAFS Fitting of Apodinitrogenase

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>R (Å)</th>
<th>$\sigma^2$ (Å²×10⁵)</th>
<th>Fc</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-component</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-S²</td>
<td>4.0</td>
<td>2.34</td>
<td>464</td>
<td>0.55</td>
</tr>
<tr>
<td>Fe-Fe¹</td>
<td>1.0</td>
<td>2.85</td>
<td>720</td>
<td></td>
</tr>
<tr>
<td>3-component</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-S²</td>
<td>4.0</td>
<td>2.34</td>
<td>469</td>
<td>0.40</td>
</tr>
<tr>
<td>Fe-Fe¹</td>
<td>1.0</td>
<td>2.85</td>
<td>440</td>
<td></td>
</tr>
<tr>
<td>Fe-Fe'¹</td>
<td>0.4</td>
<td>3.05</td>
<td>769</td>
<td></td>
</tr>
</tbody>
</table>

*a ΔE₀=-1.8 eV

*b ΔE₀=-7.2 eV

*c as defined by $(\Sigma |f_{\text{expt}}-f_{\text{fit}}|^2k^6)/\text{npts}$
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Chapter VIII

Introduction to XMCD:
The Biological Experiment

ABSTRACT

Over the past decade, there has been great progress made in the field of x-ray magnetic circular dichroism (XMCD) at soft x-ray energies (300-1000 eV). Applying this experiment to biological systems requires several problems be overcome. The problems with dilute samples and methods of detection, similar to the problems encountered in biological soft x-ray XAS, are compounded by the presence of a magnetic field. To help maximize the XMCD effect, the ratio of the magnetic field to sample temperature must also be maximized. Early results from this group have demonstrated the effect on a biological sample, but future experiments will utilize ultra-low temperature apparatus and better sources of circular polarization.
**Introduction to XMCD**

An extension to the current array of XAS experiments is the relatively new technique of X-Ray Magnetic Circular Dichroism (XMCD). By magnetizing a sample in an external field, one can generate a difference in the x-ray absorption by left and right circularly polarized light. First theorized for rare earth materials [1] and later demonstrated for 3d transition metals [2], this technique offers significant advantages over typical XAS. XMCD is sensitive only to magnetic interactions and it can resolve overlapping features allowing identification of individual types of a particular element. Furthermore, since XMCD examines the magnetic, as well as electronic properties of a sample, knowledge of the coupling and exchange properties of mixed-metal and mixed-spin clusters can be gained. This work will deal primarily with the XMCD experimental techniques at soft x-ray energies, examining the L-edges of the first-row transition metals. However, since XMCD is an extension of XAS, experiments at both hard and soft x-ray energies are possible.

Recall the transition for a first-row transition metal L-edge: \( 2p^63d^n \rightarrow 2p^53d^{n+1} \). The selection rules for this regular XAS experiment are \( \Delta J=0,\pm 1 \) [3]. In the presence of a magnetic field, the degeneracy of the \( M_J \) levels will be lifted and, with left and right circularly polarized light, the selection rule is modified to become: \( \Delta J=0,\pm 1 \) and \( \Delta M_J=-1 \) for right circularly polarized (RCP).
light and $\Delta M_j = +1$ for left circularly polarized (LCP) light [4]. Unfortunately, there is a slight discrepancy in these selection rules. Depending on how the initial and final state transitions are defined [5], the selection rules can also be stated as $\Delta M_j = +1$ for RCP and $\Delta M_j = -1$ for LCP, which are different only in sign. In order to overcome these differences, the general 'rule of thumb' is to subtract the spectra in such a way (LCP-RCP or RCP-LCP) that the majority spin for the element being examined gives rise to a negative $L_3$ absorption.

The theoretical treatment for XMCD has been incorporated into the same methods used for analysis of standard soft x-ray XAS of first row transition metals described earlier: the initial state is described in spherical symmetry and then the crystal field is incorporated in order to account for the chemical surroundings of the absorbing atom. The primary difference being that the initial and final states need to be described in the presence of a magnetic field and the final spectra are reported as the difference between two polarized spectra.

The XMCD effect is best illustrated with an example. Consider the $L_3$ absorption of a copper ion in spherical symmetry, an almost full d shell, spin $S=1/2$ and at an ideal temperature, $T=0$. In the Cu(II) configuration, the initial state is $2p^6 3d^9$, which has orbital momentum $L=2$. With coupling, the total momentum $J=L+S$ can take on values of $J=3/2$ and $J=5/2$. When a magnetic
field is applied to the system, the degeneracy in the \( M_J \) levels will be lifted, and the lowest energy level will be \( | J=5/2, M_J=-5/2 > \). In the final state configuration, \( 2p^53d^{10} \), the d-shell is now full, but the hole in the 2p orbital needs to be considered. This final state has \( L'=1 \) and \( S'=1/2 \) which couple to form \( J'=1/2 \) and \( J'=3/2 \) final states. Examination of the selection rules shows that the only formally allowed transition from the lowest energy state is \( \Delta J=-1 \), giving a final state of (without considering field effects) \( | J'=3/2, M_J'=(3/2,1/2,-1/2,-3/2) > \). In the case of left circularly polarized light, the transition is to \( | J'=3/2, M_J'=-3/2 > \). For right circularly polarized light, the final \( M_J \) state would be \(-7/2\), which is not possible for the given \( J' \) and so there is no absorption for this helicity. If the XMCD spectrum is reported as the difference between left and right polarizations, the resulting \( L_3 \) spectrum would be a single negative peak. For an actual system, these results would be modified to account for local symmetry and for temperature \( >0 \) K.

Figure 1 illustrates the steps involved in simulating the XMCD for a 2 Fe system composed of antiferromagnetically coupled Fe(II) and Fe(III). This type of system can be seen in bacterial ferredoxins and is indicative of the type of analysis that will occur for complicated mixed-valence clusters. At the top of the figure, the two simulated Fe L-edge spectra for Fe(II) and Fe(III) are shown. It is important to note the peak shift that is present, it is this shift in energy between different oxidation states that can separate overlapping
**Figure 1:** Demonstration of XMCD analysis for a theoretical 2Fe system. *(top)* Simulated Fe L-edge XAS for Fe(II) and Fe(III) atoms. *(middle)* Two plots showing the simulated XMCD for Fe(III) and Fe(II) atoms. *(bottom)* By adding these two contributions together, the resulting XMCD for an antiferromagnetically coupled 2Fe system is generated.

structure and give rise to the features present in an XMCD spectrum. In the middle two plots of Figure 1, the multiplet simulations for the XMCD are shown along with the simulated spectra. Since we are dealing with an antiferromagnetic system in this example, the Fe(III) spectra is inverted\(^1\). The XMCD spectrum of this coupled system is obtained by adding the two middle

\(^1\) As a consequence of the XMCD selection rules used to generate this figure, the XMCD was calculated as LCP-RCP so that the L\(_3\) absorption edge will give a negative XMCD for the majority spin Fe(III). This is consistent with the simple Cu(II) example presented earlier.
spectra to form the bottom plot in Figure 1. Notice the positive and negative features that are introduced and how the presence of the peak shift between the two oxidation states has helped to produce these features.

**Magnetization and the Field/Temperature Ratio**

In order to observe the XMCD effect, the sample must be magnetized. All magnetic domains must align parallel or antiparallel to the applied magnetic field. In previous XMCD work on non-biological systems, the samples were of a ferromagnetic or ferrimagnetic nature, so sample magnetization was a simple matter using low magnetic fields. Biological metal clusters are generally paramagnetic and so stronger fields and/or lower temperatures must be used to properly magnetize the sample.

To understand the requirement for temperature and magnetic field, a quick look at the theory of paramagnetism is in order. Qualitatively, a paramagnetic system is composed of many domains which can exhibit

---

**Figure 2:** Illustration of the different types of magnetism. (a) ferromagnet, with all domains oriented parallel, (b) ferrimagnet, all domains oriented parallel or antiparallel with a net moment, (c) antiferromagnet, domains oriented as in a ferrimagnet, but with no net moment, (d) paramagnet, domains present, but randomly oriented with no net moment.
magnetic properties, but due to random orientations of these domains, the bulk system does not exhibit magnetic properties. Ferromagnets contain magnetic domains which are oriented so that there is an overall magnetic moment to the system. Ferrimagnets contain domains which are oriented both parallel and antiparallel to the net magnetic moment of the system. If the magnitude of the parallel and antiparallel magnetic domains were equal, a simple antiferromagnet would result (Figure 1).

For an ion in free space, the magnetic moment is given by:

$$\vec{\mu} = -g\beta \vec{J}$$  \hspace{1cm} (1)

where \( \vec{J} \), the total angular momentum, is the sum of the spin (\( S \)) and orbital (\( L \)) momentum components, \( \beta \) is the Bohr magneton (defined as \( e\hbar/4\pi mc \), sometimes shown as \( \mu_B \)) and \( g \) is the Landé factor, taken as 2.00 for the free electron.

The total magnetization for the system can be written as:

$$\vec{M} = N \cdot \left< \vec{\mu} \right>$$  \hspace{1cm} (2)

which is the number density, \( N \), multiplied by the average of the magnetic moments in the sample. This shows how the bulk, macroscopic magnetization is related to the molecular magnetic moments contained in the system.
For a magnetic system, the energy levels are given by:

$$U = -\bar{\mu} \cdot \mathbf{H}$$  \hspace{1cm} (3)

where $\mathbf{H}$ is the applied magnetic field. By substituting in the magnetic moment defined in equation (1) and considering the projection along the magnetic field, the energy levels reduce to:

$$U = m_j g \beta H$$  \hspace{1cm} (4)

where $m_j$ is the azimuthal projection of $\mathbf{J}$ (values of $J_-J$). If one considers a single electron without any orbital moment ($J=1/2, m_j=\pm1/2$), this results in a two level system with a spacing of $2\beta B$ between the two levels (Figure 3).

![Figure 3: Schematic illustration of the energy levels resulting for an S=1/2 system.](image-url)

To examine the field and temperature dependence of a paramagnetic system, consider the equilibrium populations of this two level system in a magnetic field. Treating the populations of each level as Boltzmann distributions:

$$\frac{N_+}{N_{\text{tot}}} = \frac{\exp \left( \frac{\beta H}{kT} \right)}{\exp \left( \frac{\beta H}{kT} \right) + \exp \left( -\frac{\beta H}{kT} \right)}$$  \hspace{1cm} (6)
\[
\frac{N_+}{N_{\text{tot}}} = \frac{\exp\left(-\frac{\beta H}{kT}\right)}{\exp\left(-\frac{\beta H}{kT}\right) + \exp\left(-\frac{\beta H}{kT}\right)}
\] (7)

\(N_+\) represents the populations of the two spin states and \(N_{\text{tot}}\) is the total population of both states. Utilizing the general term for the magnetization, given in equation (2) (where \(x=\beta H/kT\), \(g=2\), \(J=1/2\)):

\[
\bar{M} = (N_+ - N_-)\beta = N_{\text{tot}}\beta \frac{e^{-x} - e^{-x}}{e^{x} + e^{-x}} = N\beta \cdot \tanh(x)
\] (8)

It is equation (8) that demonstrates the relationship between the total magnetization to the applied magnetic field and the temperature of the

**Figure 4:** Demonstration of magnetization curves. *(left)* Magnetization curves for several different spin manifolds showing that for higher spin, magnetic saturation is achieved with a lower \(B/T\) ratio. The dashed line is for a \(B/T\) ratio of 1.5 and the percentage of saturation is shown at the intersection of the corresponding curve. *(right)* The magnetization curve for a \(S=1/2\) system shown with several different points representing various \(B/T\) ratios. The dashed line demonstrates the high percentage of magnetization for a \(B/T=2\) ratio.
sample. The XMCD arises from the unequal occupation of these Zeeman split magnetic sublevels which result with high magnetic field and/or low temperature. It is important to note that magnetization is required to maximize the XMCD for a given system, but the absolute magnitude of the effect (LCP-RCP/LCP+RCP) depends on the transitions involved. By measuring the XMCD effect at several different magnetic field values, equation 8 (and its analogs derived for higher spin manifolds) can be used to determine the actual temperature of the surface of the sample, or in the case where the temperature is known, the magnetic ground state can be calculated. It should be noted that for ferromagnetic systems, the inherent orientation of the magnetic domains can be explained by considering an internal magnetic field within the system. This eliminates the need for a strong external field to achieve magnetic saturation.

Figure 4 shows a comparison of the magnetization curves for various spin manifolds. From this illustration it is clear that for higher spin manifolds a smaller B/T ratio is required to achieve magnetic saturation. A dashed line is shown for a B/T ratio of 1.5 and the percentage of magnetization is shown where this line intersects the different magnetization curves. This ratio would result for a 6 Tesla magnetic field and 4 Kelvin temperature, which we have achieved using a superconducting magnet and liquid helium cryostat [6]. Although with a system of this kind one could readily do XMCD experiments on S=7/2, 5/2 and even 3/2, but for a simple
Figure 5: (left) schematic views of the split coil magnet system showing the orientation of the field, detector and sample location in relation to the photon beam. (right) The effect magnetic field on detector resolution and overall count rate.

S=1/2 system, the percentage of magnetization is significantly reduced. The magnetization curve for a S=1/2 system, described by equation 8, is shown in Figure 4 (right). Shown along the main curve are representative data points for various field/temperature ratios. From this curve, it can be seen that in order to obtain ~87% or greater magnetization, a B/T ratio of >2 must be obtained.

The Biological Experiment

In order to perform the biological XMCD experiment, several issues needed to be addressed in addition to the general considerations for running a soft x-ray experiment such as ultra-high vacuum and low energy x-rays. The
issue of signal detection came up early in our experiments. In general, proteins are very dilute samples with millimolar metal concentrations, whereas the samples used for inorganic XMCD consist of thin films or powders. Just as with the biological soft x-ray XAS experiments described earlier, bulk sensitive detection techniques do not allow for sufficient signal throughput. The resulting method of choice is still fluorescence detection, since it is capable of collecting a small signal with minimal interference from the large, slowly varying absorption background.

The first experiments with XMCD utilized a superconducting magnet capable of reaching fields as high as 6 Tesla and a liquid helium cryostat which could reach temperatures of 1.5 K [6]. The magnet is a split-coil design which allows us to insert our fluorescence detector and sample into the point of maximum field (Figure 5, left). Unfortunately, the Ge solid-state array detectors utilized for these experiments are sensitive to high magnetic fields as illustrated in Figure 5. The figure is a histogram of MCA channels, which relate directly to energy. Examination of Figure 5 shows that with no magnetic field the peak is nicely resolved from the 1/f noise present at the left edge of the graph. As the field is increased, however, the peak starts to reduce in amplitude and becomes less and less resolved from the noise.

In order to correct this problem, the magnetization curve must be revisited. To achieve complete magnetization, and therefore optimize the
XMCD effect, there is the option to increase the magnetic field or lower the temperature. Since the detector demonstrates significant error above 2 Tesla, the temperature must be reduced. As shown in Figure 4 (right), in order to achieve >87% magnetization, the temperature of the sample must be reduced below 1 K (B/T=2). This temperature is lower than what can be readily achieved with typical liquid helium techniques, such as our original cryostat used.

Despite these issues, XMCD was demonstrated for the metalloprotein rubredoxin from the thermophilic bacteria *Pyrococcus furiosis*. This was an ideal candidate for the early XMCD studies since it could be prepared in a very concentrated form and the single Fe site allows for simple interpretation. The results of XMCD studies of Fe rubredoxin [7] are shown in Figure 6. Here, the Fe is in the oxidized form, Fe(III), with S=5/2. Recall that with higher spin manifolds, a lower B/T ratio is required for optimum magnetization. So even with relatively warm temperatures and poor thermal shielding, a significant XMCD effect can be observed. For this particular case, an XMCD effect of ~30% (lcp-rcp/lcp+rcp) was observed.

Although the effect was quite pronounced for Fe rubredoxin, it was still smaller than the calculated 43% effect, possibly due to the fact that the actual surface temperature was probably warmer than 1.5 K. This temperature deficiency becomes readily apparent when the apparatus is used to measure
the XMCD of a 2Fe sample. The particular ferredoxin used contains a mixed valence, antiferromagnetically coupled Fe pair giving a total $S=1/2$. Although the individual Fe atoms have higher spin manifolds, the coupling makes the sample more difficult to magnetize.

![Image](image.png)

**Figure 6:** Results of XMCD studies of Fe rubredoxin. *(top)* absorption edges at two different polarizations showing the change in amplitude. *(middle)* the subtracted spectrum showing the magnitude of the effect and any spectral features. *(bottom)* multiplet simulated XMCD showing strong agreement with the experimental results.

The XMCD resulting from an early attempt at a 2Fe ferredoxin is shown in Figure 7. The XMCD results in a small $\sim 12\%$ effect and a single negative going peak in the $L_3$ edge. Recalling the calculation in Figure 1, it is readily apparent that the ‘down-up’ pattern calculated for the theoretical 2Fe is not
observed in this case. One probable explanation is that the temperature of the sample was not low enough to adequately magnetize the sample and demonstrate a noticeable XMCD effect. The lack of the ‘down-up’ features can be attributed to poor signal statistics arising from such a small effect.

The results above make it clear that in order to expand experimental horizons and optimize the XMCD effect, an ultra-low temperature experiment must be developed capable of lowering the sample temperature below 1 K. In order to achieve these temperatures, different cryogenic
techniques have to be exploited and the system needs to be designed for optimum thermal conductivity to the sample while maintaining minimal thermal load from other experimental parameters. The paramount result from these experiments should be to demonstrate the actual temperature of the sample surface. Knowledge of this temperature would allow one calculate the amount of magnetization in the sample and can assist a thorough analytical treatment by yielding information about the occupation of the zeeman split sublevels.

By incorporating a $^3$He cryostat into the 6 Tesla magnet described earlier, we have demonstrated the first ultra low temperature XMCD and these results will be discussed in chapter X. Shielding has been developed that allows the x-ray beam to reach the sample and fluorescence emission to exit and be collected by a detector. This shielding has been able to successfully shield the sample from the room temperature heat load of the beamline and liquid nitrogen cooled detector face. The description of this system and accompanying shielding will be given in the next chapter.

**Sources of Circular Polarization**

While we have been developing better techniques of data acquisition, in a parallel fashion, sources of polarized light have been improving dramatically. This combination is making biological XMCD an 'almost routine' experiment. As new insertion devices are commissioned
experimenters are no longer confined to a few bend magnet beamlines for their experiments. As newer generation synchrotron sources offer brighter light, the signal throughput is increased allowing better data to be collected in a shorter time.

The intensity distribution of a bend magnet is such that the dominant intensity is in the plane of the electron storage ring. This distribution can be described over all angles and all frequencies in the following form [8]:

\[
\frac{d^2I}{d\omega\,d\Omega} = \frac{e^2\omega^2}{4\pi^2} \left| -\hat{e}_1 A_1(\omega) + \hat{e}_2 A_2(\omega) \right|^2
\]

where the two polarization components are given by the orientation of the electric field vector parallel or perpendicular to the plane of the electron orbit. These amplitudes (A(\omega)) can be calculated and the following equation results:

\[
\frac{d^2I}{d\omega\,d\Omega} = \frac{e^2\omega^2}{3\pi c^3} \left(\frac{1}{\gamma^2} + \psi^2\right)^2 \left[ K_{2/3}^2 (\xi) + \frac{\psi^2}{(\gamma^2) + \psi^2} K_{1/3}^2 (\xi) \right]
\]

where the two terms in brackets are still separated by polarization. The angle \( \psi \) is the angle of the observation point above the plane of the ring and \( K_n^2 \) are the modified Bessel functions, with the argument:

\[
\xi = \frac{h\nu[I + (\psi\gamma)^2]^{\frac{1}{2}}}{2h\nu_c}
\]
where $h\nu$ is the photon energy and $h\nu_c$ is the critical photon energy which, as described earlier, is a property of the specific photon source. These two polarization amplitudes are plotted in Figure 8. It is apparent from the equations above and Figure 8 that the greatest intensity is in the plane of the ring, and as one moves out of this plane (increasing $\psi$) the intensity falls off very quickly. At $\psi=0$, the beam is purely linearly polarized, and as $\psi$ increases, the overall intensity falls off and a perpendicular component starts to become significant. Bend magnet theory predicts that the parallel and perpendicular components of radiation are phase correlated. By moving above (or below) the plane of the ring, thus introducing more perpendicular character, the light becomes elliptically polarized.

![Graph showing polarization intensity as a function of angle](image)

**Figure 8:** Curves showing the amplitude of parallel and perpendicular polarization as a function of angle above the plane of the ring.

To obtain this circularly polarized light from a bend magnet, one must
optimize the beamline optics to collect light above or below the plane of the electron orbit. This also means that the experiment will suffer a significant loss in flux, which can be a critical problem when studying dilute biological samples. To conquer this problem, insertion devices have been developed which have the high brightness and bandwidth characteristics of wigglers and undulators, but also deliver high purity circularly polarized light.

The standard insertion devices mentioned in an earlier chapter will deliver intense light, but it will be polarized in the plane of the ring and optimized in such a way that circular polarization is not possible. However, it is possible to design a multiple-pole device which can generate a periodic magnetic field that causes the electron beam to travel in a helical path through the device. This motion of the beam, in turn, produces high intensity circularly polarized light.

There are several different designs for both wigglers and undulators which can deliver high flux circular light. These designs essentially utilize the same ideas to arrive at the final result and so to keep the discussion relevant to this work, I will focus on the design implemented by Carr and Lidia [9]. This device, known as the elliptically polarizing undulator (EPU), has been commissioned at the Stanford Synchrotron Radiation Laboratory. We have collected XMCD data at this beamline and the results will be described in chapter X.
The EPU consists of four rows of permanent magnets, each row occupying one quadrant around the electron beam path (Figure 9). The two
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**Figure 9:** One period of the SSRL EPU showing the orientation of the gap and row phase in relation to the electron beam. The arrows within the blocks indicate the direction of the magnetic field for the permanent magnets.

magnet rows above and below the plane of the electron beam can move relative to each other and the gap between each of these pairs can also be adjusted. As is typical with most undulators, by adjusting the gap between the two pairs of magnet rows, the energy of the beam fundamental can be adjusted. Adjusting the magnet rows in the second and fourth quadrant (in the same direction) the so-called ‘row phase’ (shown as $\Delta$ in Figure 9) is adjusted and the helicity of the electron trajectory, and hence the x-ray beam, is changed. If $\Delta=\lambda/2$ the magnets will align like a typical undulator and the light will be polarized horizontally, for $\Delta=0$, the light will be polarized vertically and all intermediate values for helicity will be between these two
extremes. For this device, at any given value for the undulator gap, there is a 'row phase' that results in circularly polarized light and the inverse of this phase will result in light circularly polarized in the opposite sense.

**Conclusions**

To perform XMCD on paramagnetic, biological samples is a non-trivial task. Although experiments have been performed using high fields and relatively high temperatures, it is clearly apparent that ultra-low temperatures must be used and the magnetic field lowered in order to optimize the effect and lessen detector field effects. Alongside this experimental development, new and better sources of circularly polarized light are being brought on line. The combination of these things are making the XMCD experiment much easier. The next two chapters will discuss the operation and set-up of the $^3$He cryostat/magnet system and the following chapter will demonstrate the device on a protein sample.
References


Chapter IX

Operation of the Ultra-Low Temperature

$^3$He Cryostat and 6-Tesla Magnet System

ABSTRACT

This chapter describes the operation of the $^3$He cryostat and superconducting magnet system. It discusses the function of all the parts of both portions of the system and includes all the relevant data and figures required to maintain ultra-low temperature for an optimal time period.
Part I: Description of the System

Introduction

The superconducting magnet is of the split-coil design. This consists of two wire wound toroidal magnets with the geometry optimized so that the field is uniform at the midpoint between the two toroids. The magnetic field is effectively horizontal between these two toroids (see Figure 1, also Appendix A) and parallel to the beam path. This split between the coils allows insertion of a fluorescence detector, sample changing apparatus and the $^3$He cryostat into a region of uniform field. The coils are submerged in their own liquid He dewar during operation. Surrounding this dewar, in ultra high vacuum, is a liquid nitrogen cooled shield. This whole apparatus is enclosed in the outer vacuum dewar/chamber (Figure 2, Appendix A).

![Figure 1: Schematic of the split coil design showing a cross section of the two toroidal magnets with the field and beam path orientation.](image)

The cryostat is of the single-shot, sorption pumped $^3$He design. The body of the cryostat is insulated from external heat loads by being inserted
down the middle of the magnet liquid helium dewar (shielding at the sample cold finger will be discussed later). Figure 2 shows a schematic of the cryostat and its orientation inside the magnet. The cryostat consists of four isolated spaces: the $^4$He bath for condensing $^3$He and thermal insulation; the exchange space which is used to thermally isolate (or thermally short) the $^4$He bath from the $^3$He space; the $^3$He space, containing a charcoal sorption pump; the $^3$He pot, location of liquified $^3$He and the coldest point in the system during operation. When the system is at cryogenic temperatures and the exchange space evacuated, the $^3$He space, $^4$He bath and $^3$He pot are all thermally isolated from each other. If the pressure is lowered in the $^4$He bath, the liquid temperature can drop to below the condensation point of $^3$He (Appendix B).

Figure 2: (left) Overhead schematic view of the magnet, detector and shielding layout. The sample is located in the very center, within the 1.5 K shielding. (right) Schematic diagram of the $^3$He cryostat and sample mount.
If $^3$He gas is slowly released from the charcoal pump, this gas can contact the Cu exchange coil which is in direct contact with the low temperature $^4$He bath. This gas then condenses into the $^3$He pot. Once the condensation is complete, the charcoal pump can be re-cooled thus lowering the pressure above the liquid $^3$He, and lowering the temperature to $\sim 300$ mK.

System Tour

Cryostat (refer to Appendix A): The $^3$He space is identified by a sealed bellows needle valve and a pressure gauge. Opening this valve will cause the release of the $^3$He gas and/or introduce contamination into the system. When the system is at room temperature, this gauge should read $\sim 240$ psi (there will be some variation with ambient temperature). This pressure will also change during the experiment as the gas is absorbed and condensed. Although the $^3$He pot is thermally isolated from this space (as described above), it is at the same pressure as this $^3$He space. This is an important point, as during the experiment there will be times when the pressure in this area will be large enough that the thermal isolation between these two spaces will not be as effective.

There is a second port on the top of the cryostat which has a sealed-bellows needle valve, and also an overpressure release valve. This is the exchange space access. During operation, this space should only contain He gas or be pumped out to vacuum. There is an 8 pin electrical feedthrough on
this port that allows monitoring of the charcoal pump Si diode and pump heater control (see Appendix F).

Finally, there is an ~1.0” port coming out of the side of the cryostat with an overpressure release valve. This is the pumping port for the ^4\text{He} bath. The fill port is the threaded opening at the very top of the cryostat. There is a 4 pin electrical feedthrough attached to this space which is used to monitor the 14” liquid He level sensor. There is a 19 pin electrical feedthrough just below this 4 pin feedthrough which is used to monitor the experimental thermometry. This does not actually enter the cryostat, but allows for wires to be run on the outside of the cryostat ^4\text{He} bath, which is in ultra-high vacuum during the experiment.

Traveling down the polished body of the cryostat are several thin manganin wires which are used for the temperature sensors and shield heating (attached to the 19 pin electrical feedthrough just described). There are also several stainless steel baffles along the body which are used to help align the cryostat within the magnet and to help minimize convective conduction. Emerging from the bottom of the cryostat is a fragile, thin-wall stainless steel tube connected to the Cu ^3\text{He} pot. It is this tube, with its poor thermal conduction and low cross section that provides the thermal isolation between the ^3\text{He} pot and the rest of the ^3\text{He} space. Screwed onto the bottom of the ^3\text{He} pot is a copper sample holder with a four-lead Ge resistance
thermometer inserted.

Around this sample holder is shielding that attaches to the bottom of the \(^4\)He bath (Figure 3), on which a 1000 Å Al window is mounted for beam throughput, and a heater installed to keep water from condensing on the window during cooldown. This shielding is in two parts: the portion that has the heater wrapped does not need to be removed from the \(^4\)He bath, while the bottom portion will need to be removed to allow access to the Cu cold finger. During operation, this shielding is connected to the \(^4\)He bath which will be at ~1.5 K.

Figure 3: The 1.5 K shielding attached to the bottom of the \(^4\)He bath. The heater wire and Si diode are shown on the top portion and a cross section (right) shows the position of the \(^3\)He pot and Cu sample holder.

Connected to the bottom of the magnet liquid helium dewar is a
movable shield. This shield can be moved up or down by use of a vacuum feedthrough on the bottom of the vacuum chamber. The semi-circular shape of the shield (see Figure 2) allows the beam to enter and the detector to move close to the Al window unobstructed. When this shield is lowered, there is access to the 1.5 K shield and all the viewports will have optical access. During ultra-low temperature operation, this shield can be moved into the up and locked position. This connects the shield to the 4 K magnet reservoir and shields the 1.5 K shield from heat loads generated by the sample changing port and 77 K viewport windows.

*Magnet (refer to Appendix A):* At the very top of the magnet is the 4.625” conflat flange port where the cryostat is inserted. The black vacuum fitting is a rotation stage that allows for rotation of the cryostat/sample during the experiment under vacuum conditions. The bolts must not be overtightened as they can put enough pressure on the rotation flange that the cryostat can no longer rotate. There is also a 19 pin electrical feedthrough on the neck of the dewar, just below the cryostat flange. This feedthrough is for the magnet liquid He level sensors (there are two, in case one fails), persistent switch heating and voltage sensing. Coming out of the neck of the dewar is the magnet quench valve. This is a spring loaded o-ring seal that will open in the case of overpressurization within the sealed, magnet liquid helium dewar.

On the top flange of the magnet are the two threaded ports for liquid
helium filling (and venting). There is also a Swagelock assembly that holds the two high current leads for the magnet. This lead assembly has a pressure relief valve above the two high current lugs. It is very important that this not be blocked, since the leads for this system are cooled by the vapor from the liquid helium reservoir flowing through this lead assembly. Heat build-up at these leads can lead to excessive boil-off from the liquid helium reservoir and a local hot spot at the base of these leads can lead to a magnet quench.

Near the outside of this top flange is an overpressure foil in the case of overpressure in the vacuum space. If the vacuum space should overpressurize, this foil will tear on the sharp jaws and pressure will release (be careful around this fitting, it can be punctured very easily). If vacuum should be lost during operation a serious safety hazard will result and the system may be damaged as all the suddenly heated cryogenic reservoirs violently boil-off. A common practice has been to place a thin strip of tape over the top of this fitting. It should be tight enough to be protective, yet loose enough to allow pressure to escape in the event of a vacuum failure.

The second port near the outside of this top magnet flange has a Convectron gauge attached. This gauge is only useful at high pressures (~$10^{-3}$ - 999 torr), but it can be used to monitor the initial magnet pumpdown and a slow bleed up to atmospheric pressure (~760 torr).
The top flange is attached to the rest of the dewar by a bolt pattern at the outside of the flange. In order to access the inner radiation shields and liquid helium dewar, this indium seal must be opened first and procedures for this will be discussed later. About halfway down the outer jacket is a welded lifting flange that is used for mounting the magnet into its table. It can also be used to stabilize the system during shipping.

At the bottom of the outer dewar are the conflat access ports to the magnet bore and split. Three of these are 4.625" flanges, while the fourth is a 6.0" conflat for the detector. There is also a small viewport window located just above one of the 4.625" conflats and at a 30° angle to allow optical access to the bore of the magnet. At the very bottom of the dewar is another 4.625" flange which goes through the center of the split between the magnets.
Part II: Operation of the Cryostat and Magnet System

Initial Set-Up

If the system is being unpacked, the shipping spacers must be removed before operation can begin. To do this, an overhead crane or winch will be required, and all ‘UHV clean’ procedures should be observed. First, open the indium wire seal at the top of the magnet (Figure 4) and remove the whole assembly from the outer vacuum jacket. At the bottom of the liquid nitrogen shield will be the first set of shipping spacers to be removed. Then, remove the liquid nitrogen shield at the point shown in Figure 4. This will expose the sealed liquid helium dewar that contains the magnet and the movable 4 K shield. At the bottom of this dewar are the inner shipping spacers that need to be removed.

This is the proper time to clean any components that will later be sealed in vacuum. This is also the time to confirm that the liquid nitrogen shielding is all in place. Figure 2 shows the current arrangement used on the liquid nitrogen shield. The port opposite the beam path should have a quartz window or blank disk in place. The beam port should have a liquid nitrogen cooled collimator attached (note: this may need to be placed loosely and then firmly attached after the vacuum jacket is sealed). The detector port should be free of obstruction, although some Al tape shielding can be used to minimize the size of the shield opening. The sample loading port can be sealed or be
left open. All of these items are attached to the shield with compression flanges. All surfaces should be clean and some indium wire placed between the mating surfaces to assure good thermal contact.

![Diagram of vacuum chamber components]

**Figure 4:** Schematic showing the location of the shipping spacers inside the vacuum chamber and flanges that need to be opened for access to the spacers.

To obtain an ultra-high vacuum compatible seal for the outer vacuum jacket an indium wire seal must be used. To prepare for this seal both mating surfaces and the new indium wire (0.040" dia) must be thoroughly cleaned and old wire removed. **DO NOT** use metal instruments to do this, as they may gouge the machined surface and inhibit the seal. Try using a wooden applicator stick. Once the old sealing wire, dirt, dust and grease has been
removed, the new indium wire can be carefully placed into the groove. Be very careful, as indium wire is soft and easily kinks. Nicks or thin spots can result in seal failure. It is very important that the point where the two wire ends come together is made in such a way that when the flanges are bolted together, the seal will remain strong. Once the wire is in place, the inner cryogenic dewars can be slowly lowered into the vacuum can. The two flanges must come together slowly and evenly. This must be done carefully since the seal CANNOT be redone once the flanges come together. When the flanges are together, the bolts can be installed finger tight. The bolts MUST then be tightened EVENLY around the entire flange. The following tips should help to obtain a good seal:

· A recommended bolt tightening pattern is to tighten bolts in pairs on opposite diameters.

· Do not tighten all at once, go around the flange several times.

· Cut wire with a sharp razor, be careful not to pull the wire as this leads to thin spots.

· Do not rotate the flange to align the screw holes when in contact with the wire - This can tear the wire and the seal will fail.

· Since this flange will experience many different temperature variations during operation, lock washers should be used to keep the seal tight during metal expansion and contraction.

· Indium wire ‘flows’, so the seal should be left for approximately
half an hour and then the bolts checked again for tightness.

With the main flange sealed, all other external connections to the chamber can be made (i.e. gate valves, detector, feedthrough connection to movable 4 K shield, etc.). The cryostat can now be prepared for insertion into the magnet bore. All appropriate shielding for the cryostat must be in place, including the shield heater and Si diode. To assure good thermal contact to the sample, all copper surfaces should be cleaned with acid to remove oxide layers. This is especially critical for the threads that the sample holder will be screwed into. A small amount of conductive apiezon or vacuum grease can also be applied to these threads. With the sample holder clean, the lower portion of the radiation shield can be installed. A small amount of conductive apiezon or vacuum grease should be applied to this mating surface to assure good contact. At this point, the temperature sensors should be briefly connected and checked for accuracy (Si diodes ~ room temp, Ge sensor ~1-2 Ω, see Appendix C). Great care must be exercised not to damage the thin wires outside the cryostat as they are very fragile.

When ready to install the cryostat, the 1000 Å Al window can be installed. This must be done with extreme care, these windows are very fragile. Rough handling and strong air currents can shatter the window. If possible, a small amount of conductive apiezon or vacuum grease should be placed behind the frame and on the compression ring to assure adequate
thermal contact with the radiation shield. Once the window is installed, any beam phosphor should be placed on the outer radiation shield to allow for later beam alignment. With this done, the cryostat can be carefully installed into the top of the magnet. Be careful when tightening the bolts that hold the cryostat to the rotation flange. If overtightened, the flange will not rotate.

With the vacuum can sealed, a pump can be attached and the system slowly evacuated. Remember, the 1000 Å Al window must be treated with care. Pumping too quick will cause a current of air to rupture the window. It is recommended that the pumping speed, as monitored with the Convectron gauge, be no more than 1 torr/sec. When the vacuum is in the high \(10^{-2}\) range, full pumping speed can be used and the window should be safe. When the pressure is adequate, a thorough He leak check should be performed, paying close attention to the indium seal at the top of the magnet. Hopefully, the pressure in the magnet will drop down in the mid-\(10^{-5}\) torr range after several hours.

Once the pressure has dropped into the \(10^{-5}\) range and the system leak checked, the cryogenic spaces can be prepared. When cooling begins, any water and/or contaminants (even air, in the case of liquid helium) inside these spaces will freeze and can inhibit the proper operation of the system. It is very important that the vacuum chamber be evacuated when these procedures begin. If a cryogenic space is evacuated (i.e. the magnet liquid
helium reservoir) while the vacuum chamber is pressurized, the dewar can collapse.

Make sure that the gauge on top of the $^3\text{He}$ space still reads ~240 psi (with some variation depending on ambient temperature). The exchange space should be thoroughly evacuated (preferably with a turbo pump) and then purged with helium gas. This procedure should be repeated at least three times and then the space filled with an overpressure of helium gas. This same procedure should be used for the main cryostat reservoir ($^4\text{He}$ bath). The magnet helium reservoir should be pumped to below 10 torr and then purged with helium gas. This procedure should also be repeated at least three times and then the magnet sealed.

**Pre-Cooling the System**

In order to conserve liquid helium and more efficiently cool the system, liquid nitrogen is used to fill all the cryogenic spaces first. This liquid will then be removed, after the initial cooling, and liquid helium put into the appropriate reservoirs. Care must be taken to remove ALL the liquid nitrogen, otherwise it will freeze when liquid helium is introduced.

The order in which liquid nitrogen is introduced can also be important. In this case, the cryostat will be cooled last in an attempt to condense all water remaining in the vacuum space on the magnet and nitrogen shield, and not
on the thin Al window. Since soft x-rays have very short penetration depths, it only takes ~1 micron of water to completely absorb the x-ray beam.

WHENEVER HANDLING CRYOGENIC MATERIALS - WEAR SAFETY GOGGLES AND GLOVES!

With all temperature sensors and heaters wired per the diagram in Appendix D, set the heater level for the cryostat radiation shield to ~280 K and leave it on. This will keep the window warmer than the freezing point of water during pre-cooling. Now, slowly introduce liquid nitrogen into the magnet liquid nitrogen reservoir. Liquid nitrogen can be filled quickly, but large amounts of splattering should be avoided. Once this reservoir is full, the openings can be sealed with rubber stoppers or just aluminum foil. A cover should be used, as this will reduce the rate of consumption and stoppers will minimize the amount of condensation that occurs around the fill and vent ports.

The magnet reservoir should be filled next. This will require ~60 liters of liquid nitrogen. Check again to make sure that all water and air are removed from this space, and purge with helium gas. The nitrogen should fill through one of the liquid helium ports and the other port should be fully open for vapor venting. It is a good idea to stick a piece of copper tube into the vent opening to direct the flow of gas away from the rotation flange. It is
also advisable to use a small piece of wood or soft material to hold the quench release valve open. The magnet has a large thermal mass and filling this space will take some time and generate a large amount of boil-off vapor. In order to monitor this fill (as well as the liquid helium filling) the resistance across the magnet leads (on the top flange of the magnet) can be monitored, using the table below:

<table>
<thead>
<tr>
<th>Room Temp.</th>
<th>21-22 Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid Nitrogen</td>
<td>16-17 Ω</td>
</tr>
<tr>
<td>(&lt;-10 K)</td>
<td>0 Ω</td>
</tr>
</tbody>
</table>

Once the magnet reservoir is completely full (this may not be the same time that the magnet resistance goes to ~16-17 Ω) the liquid nitrogen fill can be removed from the magnet. All the openings should be sealed and the quench valve closed. The system should now be left for several hours. This allows thermal equilibrium to be reached and for all the water to be plated out of the system. The quench relief and vapor cooled leads will allow any pressure from boil-off to be released.

After several hours of cooling the magnet with liquid nitrogen, the cryostat can now be pre-cooled. The radiation shield heating must be turned off at this time. It is critical that all water be removed from the system here
also. The cryostat has much less volume than the magnet so cleanliness is even more important. The cryostat should be filled to the top with liquid nitrogen and then sealed. Make sure that the release valve on the side of the pump-out port is not blocked by ice. If it is, use a heat gun to defrost it. The temperature of the radiation shield, sample cold finger and charcoal pump should be monitored throughout this process. Since helium gas is in the exchange space, the charcoal pump should read 77 K almost immediately while the radiation shield will cool more slowly. The cold finger resistance will change very slowly. It will take ~12 hours for the cold finger to cool to ~110 K or less. The vacuum should have improved dramatically by this time, to the low 10^{-7} torr or less. As the \(^3\)He space cools, the pressure gauge should also drop down to ~70 psi.

Once the system is cooled to liquid nitrogen temperature, the liquid can be removed. If not already installed, the magnet initial-fill tube should now be installed. This is a short tube extension to the helium transfer lines, it screws into a tube on top of the magnet that goes to the bottom of the magnet dewar (Appendix A). The vapor cooled lead relief valve should be sealed to allow for dewar pressurization. If pressure (from dry \(N_2\) or \(He\) gas) is applied to the other helium fill port, liquid nitrogen will be pushed out of the initial-fill tube. CAUTION liquid nitrogen will come out quickly. Be ready to collect this or transfer it into the liquid nitrogen reservoir. Once all the liquid is removed, the reservoir should be pumped and flushed as before. The
pressure should be brought down below 10 torr and then the reservoir purged with He gas. If pumping stalls at ~95 torr, this implies that all the liquid has not been removed. This pump and flush procedure should again be performed at least three times and then the dewar should be sealed under vacuum. This same procedure should be used to clear the liquid nitrogen out of the cryostat and purge the $^4$He bath.

**Liquid Helium Transfer**

With the magnet and cryostat pre-cooled to liquid nitrogen temperatures and evacuated, liquid helium can now be introduced. The magnet should be filled first. Since this will be the first liquid helium fill, the initial fill tube should be in place and the shorter 90° transfer line used. Just as with the liquid nitrogen filling, a piece of copper tubing should be placed at the vent port to direct the cold vapor from freezing the rotation flange. The transfer line should be lowered into the liquid helium dewar slowly, making sure the dewar does not reach a dangerous overpressure. Once a very cold spray is observed at the other end of the transfer line (evidenced by the visible presence of ‘fog’) the transfer lines can be coupled together.

Liquid helium should be filled slowly to minimize consumption. If the space is filled too quickly, there will be tremendous boil-off after filling as the system comes to thermal equilibrium. By slow filling, the boil-off vapor cools the rest of the dewar and once condensation occurs, the fill will progress
rapidly. Monitor the liquid level by using the 22" level sensor readout on the power controller. Also, the resistance between the leads can be monitored using the table previously given. It can take almost 20 minutes before condensation starts to occur (or resistance goes to zero). Some important helium levels are shown in the table below:

<table>
<thead>
<tr>
<th>Sensor Reading</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0&quot; - 0.5&quot;</td>
<td>Condensation Starting</td>
</tr>
<tr>
<td>0.5&quot;</td>
<td>Bottom of Magnet</td>
</tr>
<tr>
<td>9.5&quot;</td>
<td>Top of Magnet Coil</td>
</tr>
<tr>
<td>11.3&quot;</td>
<td>Top of Persistent Switch</td>
</tr>
<tr>
<td><strong>12.5&quot;</strong></td>
<td><strong>Minimum Operating Level</strong></td>
</tr>
<tr>
<td>22&quot;</td>
<td>Maximum Level</td>
</tr>
</tbody>
</table>

Once the magnet is filled to the maximum 22" level, vent the liquid helium dewar and remove the transfer lines. The initial fill tube should also be removed at this time (it will no longer be needed if the magnet level is kept above 11"). Both fill and vent ports should be sealed with Goddard fittings and make sure that all relief valves are free from ice blockage.

The chamber vacuum should have improved into the $10^{-9}$ torr scale by this time. There will be a sharp pressure drop when the helium first condenses and then the pressure will go down slowly. After 24 hours, the magnet should be <5x10^{-9} torr or better. The surfaces cooled to liquid helium
temperature are very large, the magnet will act as a very powerful cryopump. The turbo pump being used to pump out the main vacuum will probably need to be removed (Experience has shown that this effect starts to become noticeable around $3 \times 10^{-8}$ torr, but this value will vary depending on the pump being used). This should be checked as soon as possible to avoid pulling any oil or air into the system.

A similar procedure should be used to fill the cryostat $^4$He bath. There may be some difficulty in getting the long $90^\circ$ transfer line down the cryostat. Gentle rotation with soft pushing will bring the transfer line to the bottom of the cryostat. The process of filling the cryostat can now begin and the temperature of the Si diodes should show the temperature dropping rapidly before the 14" level meter shows any condensation. Once the cryostat is filled, the transfer line can remain, (it is too difficult to continuously remove and re-insert) but should be sealed as well as the pump-out port. Make sure the overpressure release valve is clear of any ice blockage.

Because the Cu cold finger/$^3$He pot is thermally isolated from the rest of the system it can take a significant amount of time to cool. The charcoal sorption pump has its highest pumping speed at $\sim 4$ K and will expel $^3$He gas at $\sim 40$ K. With liquid helium in the cryostat, the charcoal will pump out all $^3$He gas and effectively isolate the $^3$He pot. In order to allow some type of thermal exchange between the $^3$He pot and the copper coil, the charcoal must
be warmed up. The charcoal will expel $^3$He gas which will serve as a conduction medium between the copper coil and the $^3$He pot (Figure 2). To do this, the exchange space must be thoroughly evacuated first (preferably with a turbo pump). When the exchange space is at high vacuum, thus isolating the $^3$He charcoal pump from the $^4$He bath, the charcoal pump should be heated to 45 K. This will allow the maximum amount of $^3$He gas to be released for thermal conduction. It can take several hours for the copper cold finger to reach cryogenic temperature (~4-6 K). During this time, it may also be necessary to top up the level of liquid helium in the cryostat. Experience has found that if the exchange space is properly evacuated, the charcoal pump will remain at ~20 K without any heating. If nothing is going to be done with the magnet during this time, the level sensor should be turned off. The level sensor uses a current to measure resistance, so a small heat load is introduced when the sensors are being read.

**Magnet Tests**

With the system stabilized at liquid helium temperatures, tests of magnet operation can be run. Make sure that all relief valves are free and not frozen in place. Also, strong magnetic fields will be generated, so metal objects should be removed from the area or firmly secured. Confirm that all wiring is in accordance with Appendix D. The power controller should always be turned on first, then the magnet power supply (when de-activating, turn off the power supply first) to avoid power spikes.
Using the power controller, activate the persistent switch heater. When the persistent switch is activated, a light on the front of the power supply will illuminate. This magnet system uses voltage sensing, this means that the power controller monitors the voltage and polarity at the bottom of the vapor cooled leads. It is VERY IMPORTANT that these leads be connected properly, if reversed, they will damage the power supply. When charging the magnet, a positive voltage should ramp positive current, if this is not the case IMMEDIATELY turn off the power supply to stop the charging procedure. The system is set up to charge at maximum of 3.0 V, for higher currents (>35 A), it is recommended that 2.5 V be the maximum. DO NOT EXCEED THE MAXIMUM CURRENT RATING OF 87 AMPS. The magnet produces a maximum field of 6 Tesla, a good rule of thumb is '15 amps per Tesla'.

Check magnet operation by ramping to various fields/currents at both positive and negative polarities. Try maintaining a high current for several minutes at both polarities. To check the superconducting integrity, ramp the magnet to a fixed current/field and then deactivate the persistent switch. This puts the superconducting magnet into persistent mode, the power supply is no longer supplying the coil. After 30 minutes, adjust the power controller back to the original current (if it was changed, the persistent switch will not activate if there is a large difference in the magnet current and
supplied current). Turn the persistent switch back on. If the switch activates and there is not an appreciable change in the supplied current, the magnet is operating properly in persistent mode.

**Operation of the Cryostat**

Once the copper cold finger has reached liquid helium temperatures, the operation of the $^3$He cryostat can begin. It is best to start the process with the cryostat filled with liquid helium. The heater should be turned off (if on) and the exchange space should remain at high vacuum. The Ge sensor is calibrated from 6 K to 0.3 K, so at these temperatures the temperature controller can read either Kelvin degrees or sensor resistance.

In order to minimize thermal loads on the cold finger, the liquid nitrogen cooled detector should be moved into the magnet, at least within a few inches of the 1.5 K shield. Also, the movable 4 K shield attached to the bottom of the magnet should be moved into the closed/locked position.

A mechanical pump can now be attached to the cryostat pumpout port and the temperature of liquid helium slowly reduced to ~1.5 K (~3.6 torr). It is very informative to have some type of pressure gauge attached in line, since the charcoal pump thermometry is thermally isolated when the exchange space is evacuated. Appendix E is a plot of the relationship between pressure and temperature. It will take several minutes to reach this low pressure, and
slow pumping will consume less liquid helium. During this process, the charcoal can be slowly warmed to 25 K. The Ge sensor should show a corresponding temperature drop as $^3$He gas starts to condense at the copper exchange coil (Figure 2).

The gauge at the top of the $^3$He space should show a slight vacuum as the heater is first turned on and the temperature of the $^4$He bath is not yet <3.4 K. Around 3 K, the gauge will start to read high vacuum (bottom of gauge), the condensation of $^3$He has begun. After 15-30 minutes, the temperature of the cold finger should be ~2 K and the $^3$He pressure gauge should still be reading high vacuum. At this point, the charcoal can be slowly heated to 45 K. It is advisable to use low heater power settings and adjust the temperature in steps (i.e. 25K->30K->35K->40K->45K). There may be an increase in the cold finger temperature as the heater temperature is raised. This is due to the sudden release of warm $^3$He gas not condensing and heating up the $^3$He pot. Thermal equilibrium should re-establish quickly and the temperature should start dropping again after a minute or so.

The condensation should be allowed to proceed for at least 45 minutes. During this time, the sample cold finger can go as low as 1.5 K. A good indicator of when all the $^3$He has condensed is that the temperature will tend to level out and show small oscillations.
When all of the $^3\text{He}$ has condensed, the charcoal heater should be turned off. A very small amount of He gas (i.e. a quick open/close of the needle valve) should then be added to the exchange space. The charcoal pump will then quickly cool to thermal equilibrium with the 1.5 K $^3\text{He}$ bath. This will also result in a large loss of liquid helium in the cryostat. The temperature of the sample cold finger should start to rapidly decrease. As the charcoal cools to 4 K and the charcoal pumping speed increases, the temperature will drop faster. Soon, the ultimate base temperature of ~300-400 mK will be reached.

Once this condensation has begun and the charcoal is pumping on liquid $^3\text{He}$, the cryostat pump can be deactivated. This might be necessary, since the cryostat may need to be refilled after the condensation process. Prior experiments have found, however, that lower temperatures are achieved when the $^4\text{He}$ bath is kept under low pressure.

Some important Tips:

- Keep the exchange space very clean. Contaminants in this space lead to large liquid helium consumption and poor condensation.

- If you need to refill during the condensation, bring the pressure in the cryostat up slowly with He gas. Then fill quickly and pump back down. The temperature will increase during the fill
if the charcoal pump warms up, but it should recover as the charcoal cools back down.

- Pumps attached to the system should have their vibrations damped. Excess vibration will add heat load to the cold finger.
- The times given above are very approximate, and vary each time a condensation is performed. It is better to monitor the temperature and pressure without considering the time.
- Although the cold finger should go down to 1.5 K in theory, it rarely does this in practice. Low temperatures of 1.9-2.2 K are more typical. When a temperature in this range is reached for several minutes, the charcoal pump should be heated up to 45 K.
- Finally, operation of the charcoal pump during condensation tends to require a certain amount of 'feel', so experimenters should practice with the system prior to installation at a beamline.

During the conduction of the experiment, it is important that all cryogenic levels are maintained, especially in the magnet dewar. NEVER go below 12.5" in the magnet, the magnet can quench. The topping up process of the magnet and cryostat is essentially the same as the fill process. Since there is liquid helium above the magnet, it is more efficient to fill from the top of the dewar, so the initial fill tube is not needed. It is also advisable to refill the magnet from the opposite side of the initial fill. Since the $^3$He pot is
thermally isolated from the rest of the cryostat, after condensation, the level of the $^4$He bath can drop to zero\% for a short period before any effect is observed on the cold finger.
Appendix B: Cryogenic Information

Nitrogen
Boiling Point (at 1 atm) - 77 K
Heat of Vaporization (J/cm$^3$) - 160

Helium-4
Boiling Point (at 1 atm) - 4.2 K
Heat of Vaporization (J/cm$^3$) - 2.6

Helium-3
Boiling Point (at 1 atm) - 3.4 K
Heat of Vaporization (J/cm$^3$) - 0.48
Appendix C: Ge Resistance Values

- Using LakeShore Ge sensor #26404.
- For Temps <8 K, see sensor calibration chart.
- These values are from experiment, and should only be used for rough approximations.

<table>
<thead>
<tr>
<th>Resistance (Ohms)</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.39</td>
<td>~285</td>
</tr>
<tr>
<td>2.32</td>
<td>77.2</td>
</tr>
<tr>
<td>3.25</td>
<td>64.3</td>
</tr>
<tr>
<td>4.59</td>
<td>43.4</td>
</tr>
<tr>
<td>6.62</td>
<td>37.3</td>
</tr>
<tr>
<td>8.19</td>
<td>33.1</td>
</tr>
<tr>
<td>12.01</td>
<td>28.8</td>
</tr>
<tr>
<td>51.46</td>
<td>4.20</td>
</tr>
</tbody>
</table>
Appendix D: Wiring Diagrams - Magnet

Diagram:
- Persistent Switch Heater
- Sense Leads
- High-Current Leads
- Magnet 22" He Level Sensor
- 'Phone' Cable
- D9 Type Conn.
- Power Supply
- Power Controller
Appendix E: Pressure vs. Temperature for Liquid $^4$He
Appendix F: Pin-Outs and Magnet Specifications

Cryostat Pin-Outs for Electrical Feedthroughs

8-Pin Connector:

Pin A - I+

Pin B - V+  (For Charcoal Si Diode)

Pin C - I-

Pin D - V-

Pin E -

Pin F -

Pin G - 25 Ohm heater

Pin H - 25 Ohm heater

4-Pin Connector:

Pin A - V-

Pin B - V+  14” Active Length He Level Sensor

Pin C - I-

Pin D - I+
Appendix F: Pin-Outs and Magnet Specifications

19-Pin Connector:

Pin A -
Pin B -
Pin C -
Pin D -
Pin E - I+
Pin F - V+  #26404 Ge Resistance Sensor
Pin G - I-
Pin H - V-
Pin J - I+
Pin K - V+  Radiation Shield Si Diode
Pin L - I-
Pin M - V-
Pin N - Rad Shield Heater
Pin P -
Pin R -
Pin S -
Pin T -
Pin U - Rad Shield Heater
Pin V -
Appendix F: Pin-Outs and Magnet Specifications

Magnet 19-Pin Connector:

Pin A - V-

Pin B - V+ 22" Active Length Helium Level Sensor

Pin C - I-

Pin D - I+

Pin E - V-

Pin F - V+ 22" Active Length Helium Level Sensor (spare)

Pin G - I-

Pin H - I+

Pin J - -S Magnet Voltage Sense Lead

Pin K - +S Magnet Voltage Sense Lead

Pin L - **Persistent Switch Heater**

Pin M - **Persistent Switch Heater**

Pin N -

Pin P -

Pin R -

Pin S -

Pin T -

Pin U -

Pin V -
Magnet Specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Central Field @ 4.5 K</td>
<td>60 kG (6 T)</td>
</tr>
<tr>
<td>Rated Max Current</td>
<td>87.95 Amps</td>
</tr>
<tr>
<td>Maximum Test Field @ 4.2 K</td>
<td>63.4 kG (6.34 T)</td>
</tr>
<tr>
<td>Field to Current Ratio</td>
<td>682.2 G/A (0.0682 T/A, 14.7 A/T)</td>
</tr>
<tr>
<td>Homogeneity over 1 cm</td>
<td>±0.5%</td>
</tr>
<tr>
<td>Inductance</td>
<td>31.35 Henries</td>
</tr>
<tr>
<td>Persistent Heater Current</td>
<td>46 mA</td>
</tr>
<tr>
<td>Persistent Heater Resistance</td>
<td>65.8 Ohms</td>
</tr>
</tbody>
</table>

**NEVER EXCEED MAXIMUM RATED CURRENT**

**DO NOT OPERATE SYSTEM WITH LESS THAN 12.5" LHE IN MAGNET**
Chapter X

X-Ray Magnetic Circular Dichroism at Temperatures < 1 K: Demonstration with the Blue Copper Site in Plastocyanin

ABSTRACT

We have demonstrated the first XMCD to be taken at ultra-low temperatures (< 1K) using a $^3$He cryostat. By measuring the XMCD at a fixed temperature and varying fields, we have been able to plot a magnetization curve for the $S=1/2$ Cu site in the protein plastocyanin. This magnetization curve allows us to definitively calculate the temperature at the surface of the sample and remove any ambiguity related to the system thermometry. These experiments at low temperature open the door to further study of more complicated systems by optimizing the observable XMCD effect and allowing us to reach a wide range of field and temperature combinations.

---

Introduction

X-ray Magnetic Circular Dichroism (XMCD) is the differential absorption of left and right circularly polarized X-rays in the presence of a magnetic field. This technique can provide element and oxidation state specific information about the magnetic properties of isolated metal centers, complex clusters, or multilayers. As the number of synchrotron sources capable of providing high photon flux and variable photon helicity grows, the XMCD technique is getting an increased amount of attention.

XMCD was first predicted for the $M_{4,5}$ edges of rare earth elements [1] and a linear dichroism effect was demonstrated experimentally at the Tb edge in a terbium-iron garnet [2]. The theory was then used to predict XMCD for the 3d transition metal $L_{2,3}$ edges [1,3] and demonstrated for several ferromagnetic and ferrimagnetic systems [4]. Soft XMCD was first demonstrated for a paramagnetic, biological system by probing the Fe site of rubredoxin from Pyrococcus furiosus [5]. Unlike the ferromagnetic or ferrimagnetic systems studied previously, a paramagnetic system requires a much stronger field and lower temperature to align the magnetic moment.

The blue copper protein, plastocyanin, has been the subject of intense interest and study due to its importance in biological systems as an electron transferase [6]. The active site consists of Cu in a $C_{3v}$ distorted $T_d$ Geometry [7] with a short thiolate $S$(cys)-Cu (2.07 Å), a long thioether $S$(met)-Cu (2.82 Å),
and two normal N(his)-Cu (~2 Å) bonds [8]. It exhibits unique spectral features, including an intense blue color which Gray and coworkers predicted [9] to be a S(cys)-Cu charge transfer transition in a distorted tetrahedral site. These unique spectral features have been shown to arise from a highly covalent site [10]. More recently, Cu L-edge XAS has been used to quantify the high covalency of the copper site [11]. Using a sum rule relating the integrated L-edge intensity to the number of d-vacancies, it was shown that about half of the formal d vacancy is filled by charge transfer from the ligands.

Other sum rules developed by Carra [12], Thole [13] and Altarelli [14] relate the integrated XMCD intensity to the orbital angular momentum. Plastocyanin is an ideal candidate for testing these sum rules, since it consists of a single, paramagnetic S=1/2 Cu center with well understood electronic structure. The sample concentration is sufficient for good signal to noise. Furthermore, Arrio and coworkers [15] have developed analytical expressions that relate the XMCD to crystal field strength and spin-orbit splittings.

In this paper, we present the first XMCD experiments performed at very low temperatures, using the copper site in plastocyanin as a test system. By incorporating a 3He cryostat into our split-coil superconducting magnet [16], we have been able to conduct XMCD experiments at temperatures <1 K, as demonstrated by the field dependence of the magnetization curve. The success of these experiments opens the door to further study of other
complex metal clusters of both chemical and biological interest.

**Experimental**

*Sample Preparation:* Plastocyanin was isolated from spinach by previously published methods [17] to a final concentration of ~0.8mM in 250mM potassium phosphate (pH=7) buffer. The sample was dehydrated onto a gold-plated, copper sample holder that was tightly screwed into a threaded opening with a tapered end on the sample cold finger. To guarantee good thermal contact, all copper contact points between the sample holder and cold finger were cleaned with an HCl/ZnCl flux to remove any oxide layers and thermally conductive grease was applied to the tapered end to ensure good contact at all points. During the experiment, the beam position on the sample was changed frequently, to minimize damage from photoreduction.

*Experimental Set-Up:* Experiments were conducted at the Stanford Synchrotron Radiation Laboratory on beamline 5-2 [18]. This beamline is ideal for these experiments due to the newly installed elliptically polarized undulator [19]. This insertion device is capable of producing the high brightness of an undulator, with the added advantage of being able to produce photons of left and right circular polarization, under control of the experimenter. In principle, only the photon helicity is changed as the insertion device magnet phase is swept, the beam path through the optics and the beam position on the sample are preserved throughout the experiment.
This inherent stability eliminates any errors introduced by adjusting entrance slits or changing tilt of the entrance mirrors to swap polarization, as is typically done with bend magnet beamlines [20].

The XMCD apparatus used a superconducting split-coil magnet, enclosed in a UHV compatible chamber which connects directly with beamline vacuum to eliminate absorbing windows in the light path [16]. A windowless, liquid nitrogen cooled, 13 element solid-state Ge array detector [21] is inserted between the two coils, perpendicular to the photon beam path (Figure 1). A $^3$He cryostat is inserted from the top of the chamber and the cold finger sits at the center of the split between the two coils in the region of

**Figure 1:** (left) Overhead schematic view of the magnet, detector and shielding layout. The sample is located in the very center, within the 1.5 K shielding. (right) Schematic diagram of the $^3$He cryostat and sample mount.
uniform field (Figure 1).

The cryostat is a single-shot, pumped charcoal $^3$He design [22] (Figure 1, bottom right). The temperature of the sample cold finger is monitored by a Ge resistance thermometer located ~3 mm behind and ~5 mm above the center of the sample surface. This sensor indicated temperatures of ~0.3 K when the cryostat was fully cooled in the absence of a magnetic field. In order to shield the sample from heat sources, several shields were used (Figure 1, top left). Surrounding the sample cold finger is an Al shield which is attached to the cryostat’s liquid He reservoir which operates at 1.5 K, Figure 1: (top, left) Overhead schematic view of the magnet, detector and shielding layout. The sample is located in the very center, within the 1.5 K shielding. (bottom, right) Schematic diagram of the $^3$He cryostat and sample mount although higher temperatures were measured on the outside of the shield during the run. The front of this shield has a thin (1000 Å) Al window which lets the x-ray beam enter and the fluorescence emission exit to the Ge detector. There is a 50 ohm heater wrapped around the top of this shield to help prevent icing of the thin Al window during cooldown. There is another shield that surrounds approximately 80% of the 1.5 K shield that is connected to the magnet 4.2 K liquid He supply and can be dropped down to allow for optical access to the interior of the magnet bore. Viewports at the rear of the magnet and opposite the detector are sealed at the liquid nitrogen shield by cooled quartz windows. Heat source input from the beampipe was
minimized by attaching a liquid nitrogen cooled aluminum collimator with a 9.5 mm opening.

Data Acquisition: Data were collected in two ways: spectral comparison and single energy counting. In both cases the detector amplifiers were set to 6 μs shaping time and count rates were kept in a linear range. For the spectral comparison method, the detector was set to count on the Cu L emission peak for the duration of the scan. Then, either the magnetic field or beam polarization was switched. Accompanying spectra taken without any magnetic field and alternating beam polarization were also taken to check for zero field effects and changes in energy calibration. All spectra for a given configuration were then compared for the presence of increased photoreduced Cu. None of the spectra collected showed any evidence for a change in the amount of photoreduction in a data set. Spectra for each field and/or polarization were then compared and the peak integrated to get the total peak intensity and the resulting XMCD effect is reported as $I_p-I_r/I_p+I_r$.

The second method employed was that of single energy counting. In this configuration, the detector would accumulate counts for 120 seconds in two windows, one set for the O Kα and the other for the Cu L emission while the energy was fixed at 942 eV. The energy was then moved to 938 eV and a 'background' taken by accumulating counts as before. The ratio of these two (peak-baseline) signals at different fields and polarizations can then be used to
calculate the XMCD effect at that single energy point.

**Results and Discussion**

The XMCD in the L$\textsubscript{3}$ edge of plastocyanin in a 1 Tesla field is shown in Figure 2. A strong, $\sim$40\% effect is clearly visible$^2$. Data of this type was collected for several fields and the temperature was held fixed at a measured value of 0.3 K at the cold finger.

---

$^2$ The rapidly rising baseline at the high energy side of the scan is due to transitions to 4s and continuum states and possibly to the presence of photoreduced protein. There were not any detectable changes in amplitude for all the scans used to generate this data. Since protein in the Cu(I) state does not contribute to the 2p$\rightarrow$3d L$\textsubscript{3}$ transition, a modest fraction of photoreduced Cu(I) protein does not interfere with the magnetization curve measurements.
All of the data collected were then graphed on a magnetization plot showing the size of the effect versus the field/temperature ratio. For an isotropic $S=1/2$ system, it has been shown that the XMCD should be of the form [23]:

$$XMCD = A \cdot \text{Tanh} \left[ \frac{g \mu B}{2kT} \right]$$

(1)

where $A$ is a normalization constant, $\mu/k$ is the ratio of the Bohr magneton and the Boltzmann constant, $g$ is the electron g-factor ($\sim 2.00$ for this case) and

![Graph showing XMCD vs B(Tesla)]

**Figure 3:** The magnetization curve for Cu Plastocyanin at a monitored temperature of $\sim 300\text{mK}$. The solid black diamonds indicate data points derived directly from the individual data sets while the open circles are from data collected by the single energy counting method.
the ratio $B/T$ is the field/temperature ratio. By fitting this functional form to the data with known $B$ and optimized $A$ and $T$, the temperature of the sample surface can be accurately determined. Knowledge of the true sample surface temperature is important, since temperature sensors located elsewhere within the system will probably monitor a lower temperature than that actually present on the surface. Due to their chemical composition, protein samples such as plastocyanin are not good thermal conductors, and the short penetration depth of soft x-rays means that the surface of the sample is receiving a higher radiation dose and heat load.

The results of this curve fitting are shown in Figure 3. The points shown as solid diamonds represent the data points taken by spectral comparison, the open circles represent points taken using the single energy counting method. A nonlinear least-squares fit to equation (1) yields a temperature of $0.55 \pm 0.05$ K.

By using the following equation for thermal conductivity:

$$k(\Delta T) = \left( \frac{\dot{Q}}{\Delta T} \right) \left( \frac{l}{a} \right)$$

(2)

where $a$ is the area and $l$ is the length of the flow of heat, $\Delta T$ is the difference in temperature between the two sides of the sample and $dQ/dt$ represents the heat flow with respect to time, a rough calculation can be performed for the
thermal conductivity of the protein sample. Assuming that the total heat load impinging on the surface of the sample is on the order of ~10^2 microwatts and beam dimensions of ~5 mm^2 with an approximate sample thickness of ~50 microns, a thermal conductivity can be derived that is on the order of 10^{-2} milliwatts/cm/K. This value can be compared to the thermal conductivities at ~1K for high purity copper metal, ~7×10^3 mW/cm/K and stainless steel, ~10^{-1} mW/cm/K [22]. For the energies used in these experiments, the photon flux of ~10^{11} photons/second, only introduces ~15μW to the overall sample heat load. As new insertion devices are commissioned which promise substantial increases in photon flux, this contribution will rapidly become very important in calculations of this type.

**Summary**

These results have established that XMCD can be recorded in modest magnetic fields at temperatures < 1K. This sets the foundation for further experiments on more complex systems. Magnetization curves of S=1/2 systems establish a precise temperature at the surface of the sample and can be used as a calibration for future experiments. By using lower magnetic fields, there is less interference with fluorescence detection equipment and maximum signal throughput. These are critical factors in experiments on dilute metalloprotein systems. Ultra-low temperature XMCD should allow characterization of very weakly coupled magnetic systems.
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