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ABSTRACT OF THE DISSERTATION

Ultra-short Pulse Off-axis Digital Holography and Kerr Effect Ballistic Imaging in Highly Scattering Environments such as Formation Region of Diesel Sprays

By

Ali Ziaee

Doctor of Philosophy in Mechanical and Aerospace Engineering

University of California, Irvine, 2016

Professor Derek Dunn-Rankin, Chair

Liquid fuel injection in combustion systems involves multi-phase flows generated by fuel sprays. Studying the fluid mechanical phenomena integrated in these flows that influence the fuel’s combustion, such as liquid jet break up into droplets, can benefit from experimental approaches for imaging them. Such information can help with design choices to control stability and increase the efficiency of combustion systems. However, the high optical scattering from the cloud of small droplets obscures traditional imaging methods. In addition, conventional imaging does not provide depth information that is often critical in spray understanding. Digital holography (DH) is a well-established and powerful technique for high-resolution 3D imaging. Monochromatic laser beams and digital cameras are used in this technique to record digital holograms (diffracted object wave interfered with the non-diffracted reference wave) of the 3D objects. The object field is then numerically reconstructed using the digital hologram recorded on a CCD detector but it is not clear how the light scattered from small particles, as in the spray situation, will complicate the hologram analysis. Consequently, the current work examines the use of
ultra-short laser pulses for digital holography in multi-phase flows of combustion interest. A state-of-the-art Ti-Sapphire amplified laser system is used, with pulses as short as 100 fs and up to 1mj per pulse energy. Using this system creates the opportunity for coherence filtering and time-gating filtering, which can improve signal-to-noise ratio in highly scattering media like dense sprays. In this work, scattering media with optical conditions similar to the condition in combusting dense sprays is replicated with hydrosols. USAF resolution chart is used as test target to demonstrate quantitatively the imaging resolution and contrast of the system. The atomizing spray diagnostics literature study shows that optical Kerr effect (OKE) time-gating is the only promising technique that has been demonstrated to image the liquid structure inside the transient diesel sprays. Experimental results presented in this dissertation show high potential of ultra-short pulse DH for microscopic imaging though highly scattering media with competitive resolution and quality compared to OKE time-gating, and holography provides the additional feature of resolving the internal structure of dense sprays in 3D. The technique can potentially image an intact liquid core of diesel sprays, veiled behind the optically deep cloud of droplets, which has never been done before.
INTRODUCTION

Fuel injection systems can play an important role in sustainable combustion of fossil fuels. For example, modifying the fuel injection process in power generating systems like diesel or gas turbine engines can increase the efficiency and stability of their combustion.

Atomization and injection of liquid fuel into the combustion chamber of power generation systems produces a dense spray (Connon et al. 1996 and Kohse-Hoinghaus et al. 2002). These sprays are formed when an injected liquid fuel jet breaks up into small droplets in several stages due to the instability which occurs at the interface of gas-liquid flow. The process is complex and so most practical device design relies on empirical correlations. Improved understanding is possible with the fluid mechanical theories that have been developed over many years to explain how the process of liquid jet break up into droplets and atomization occurs (e.g., Sirignano 1999). Experimental data is used to validate these theories, but some controversy remains, particularly regarding the presence of a liquid core in diesel sprays and similar injectors (Paciaroni 2004). This is partly because for most dense sprays it is not possible to look at the core liquid column while it is veiled behind the thick cloud of very small spray droplets surrounding the center column of the liquid.

Photography and holography, which have been used for many years in such research (Trolinger et al. 1977 and Cai et al. 2003), have failed to provide clear views because optical noise from multiple scattering obscures the signal needed to acquire a useful recording (Trolinger et al. 2011). This dissertation aims to develop an optical imaging method based on short pulse laser holography to resolve this obscurity challenge.
Technically, the complexity of imaging the core jet is caused by the turbid characteristics of the surrounding cloud. Almost every photon of any imaging beam that penetrates this thick cloud is scattered many times by different droplets on its way out of the spray and therefore is no longer useful to construct an image of the core liquid jet. As a result, advanced imaging technologies need to be designed and developed for this specific application. Among different methods that are used, so called “ballistic imaging” has shown promising outcomes during many years of effort on imaging dense sprays. The idea of ballistic imaging is to make use of the statistically very few photons of the imaging beam that go through the dense spray without being scattered by the mist surrounding the core jet of the dense spray (ballistic photons). The difficulty is, however, that the population of this group of photons is very low (just a fraction of a percent even in the best cases) compared to the enormous number of multiply scattered photons. This causes abysmally low signal to noise ratio for imaging the liquid core. One solution to this problem is to somehow filter the object (imaging) beam in order to block the multiple scattered photons and increase the ratio of clean imaging photons to the noise. In order to accomplish this, we need to use specific characteristics of the ballistic photons that are different from the majority of multiple scattered photons. Two basic characteristics that can be used to filter out the multiple scattered photons are polarization and diffraction angle. Provided that the imaging beam is perfectly collimated before being diffracted by the spray, photons that are not diffracted at all or are just diffracted once or twice, deviate less than those photons scattered many times. Polarization of the multiple scattered photons is also more randomized compared to that of the ballistic photons, provided that a polarized optical beam is used for the imaging. Considering these two characteristics, it is possible to use
relatively simple spatial filters and polarizers to filter out the multiple scattered parts of the beam and to provide a condition that ballistic photons survive for the purpose of imaging the core jet. The most effective filtering technique for ballistic imaging on dense sprays, however, is believed to be time-gating (Linne 2013). The fact that multiple scattered photons travel a longer path through the spray, makes them exit it later than the ballistic and snake photons (snake photons refer to those singly-scattered with negligible path difference from ballistic photons). A typical ballistic imaging setup is described in more detail later, but briefly the idea is to use the Kerr effect of some materials like carbon disulfide, along with ultrashort pulse laser systems, to time-gate the diffracted imaging beam in order to only allow the first groups of photons transiting the spray to proceed to the camera and block most of the diffuse (multiply scattered) photons.

The other complication for imaging the liquid core of the dense sprays is its 3D nature. It is not possible to bring all parts of the jet and its associated ligaments and primary droplets in focus even with traditional ballistic imaging (because this imaging will be a shadowgraph). This is why taking advantage of a 3D imaging technology like digital holography has the potential to improve the visualization outcome significantly. Using digital holography creates the opportunity to record the diffraction pattern of the liquid core and to numerically reconstruct the image of it at various depths. In this way three-dimensional information of the core break up process can be extracted from a single planar record and this information can then be used for fluid mechanics studies of the problem without interpretation of slicing or line-of-sight integrated effects. The other benefit of using digital holography for imaging dense sprays is the natural coherence filtering it provides. The
fundamentals of holography are described in detail later but simplistically digital holograms are interference patterns between a diffracted imaging (object) beam and a reference beam. In the case of using ultrashort pulsed laser systems, the only part of the imaging beam that contributes to the interference fringes, is the part that overlaps with photons from the non-diffracted reference beam; the rest of the stretched imaging beam just causes background noise that degrades the signal but does not eliminate it.

Although pseudo-ballistic imaging (which refers to soft time-gating that permits some snake photons), coherence filtering, and digital holography are proven diagnostics tools in particle and spray research, very little work has been reported in digital femtosecond holography, and only one published work describing the combination of these methods has appeared (Trolinger et al. 2011). The promising result of this earlier work is the starting point and motivation for the current research. In particular, we have seen that the sacrifice of spatial resolution of the digital hologram for the higher signal to noise ratio as a result of filtering the image beam raises an important question about the capability of producing high quality digital holograms with femtosecond pulses. The intention of the current work is to investigate the capability of applying ultra-short pulse digital holography for imaging dense sprays and to study the feasibility of using femtosecond pulsed lasers in order to accommodate this technique for imaging through high scattering media such as dense sprays. In this dissertation the capability of femtosecond digital holography for 3D imaging through highly scattering media similar to diesel sprays is demonstrated and the effectiveness of the technique for filtering multiple scattered noise is examined in
comparison with Kerr effect time gating, which is believed to be the most promising existing method for imaging the formation of diesel sprays.

In the following chapters the fundamental background of the techniques used in this research are discussed, along with experimental results, analysis, and a comparison of their effectiveness for typical proposed applications. In chapter 1 a brief review of fluid dynamic theories that describe spray formation and the difficulties of studying dense sprays is covered. Chapter 2 is a brief literature study of different optical diagnostic techniques that has been tried to look at the formation region of dense sprays. Chapter 3 is dedicated to the theory of digital holography and digital reconstruction in general, and ultra-short pulse off-axis digital holography specifically. Chapter 4 covers Kerr effect ballistic imaging in theory and its application in dense sprays diagnostics. It is in chapter 5 that the characteristic experimental results of different techniques are presented along with discussion and comparison of their effectiveness for imaging through highly scattering media. Chapter 6 summarizes the effort in this research and concludes with the most effective techniques for different conditions, including the proposition of some useful research follow-up for the future.
CHAPTER 1

Spray Formation

Sprays are formed when liquid jet begins to disintegrate into small droplets dispersed into a surrounding gas phase as a result of interaction between inertial, aerodynamic, surface tension, and viscous forces in the flow. Under specific conditions the liquid jet faces perturbations and oscillations which results in complete disintegration of the liquid jet into droplets. Instabilities result from growth of disturbances on the liquid surface that occur when the liquid penetrates the gas phase. Primary breakup, which is the disintegration of the liquid core into ligaments and droplets, is a result of these gas-liquid interfacial instabilities. The harmonic fluctuations of the liquid jet breaks into irregular shaped large droplets (dense region). If the primary droplets are too large, secondary breakup takes place and smaller droplets are formed. Figure 1 shows an illustration of liquid jet breakup.

The liquid volume fraction (LVF) in sprays is close to one adjacent to the injector tip, which shows the presence of the liquid core and decreases in the axial and radial directions, and the LVF is usually smaller than 0.1 in the dispersed regions (Faeth 1995; 1996). Figure 2 shows the LVF measured (Tseng 1992) and predicted based on a Favre-averaged turbulence model under the assumption of Locally Homogeneous Flow (LHF) (Ruff 1989). It’s observable that the liquid core length, which is in order of a few millimeters, is decreased as the ambient pressure goes from 1 to 8 atm. The decreasing core length suggests better atomization. In some sprays, like the hollow cone sprays running at high
injection pressure, the atomization begins right at the nozzle tip, and a distinct liquid core is not noticeable. In some other cases, like sprays used in diesel engines, the surrounding fog of atomized droplets is so optically thick that it is not possible to image the internal structure of the liquid phase inside the dense region. The inability to unequivocally image this inner core zone has perpetuated a controversy about the presence of an intact liquid core (Linne 2006).

Figure 1- Illustration of the spray structure in the atomization regime (adapted from Faeth et al. 1995).

Figure 3 shows some examples of sprays operating at different conditions (Berrocal 2006). In Figure 3(a) photographs of hollow-cone sprays are generated at 1.2 bar injection pressure for several liquids are presented. It can be seen that the shape of the cone is largely affected by the liquid properties and in particular by the liquid viscosity (Mulhem 2004). In Figure 3(b), shadowgraph images of a diesel spray running at different initial injection pressures are illustrated at 20 ms after injection (the ambient gas is set to 20 kg/m³ density and 20 C temperature) (Suzzi et al. 2004). Contrary to most other sprays,
automotive sprays run in a single injection regime so that their steady state is never reached. That is, each injection event is short enough in time that the startup and shutdown transient portion of the spray encompasses a majority of the overall injection period. Figure 3(c) shows the influence of the nozzle geometry on the spray pattern of superheated liquids (100-150°C). The use of superheated liquids allows the generation of droplets of a few micrometers while maintaining moderate velocities (Rossmeissl and Wirth 2004). Finally, the sequence of ballistic images in Figure 3(d) shows the effect of the initial jet diameter and gas velocity on a jet in cross flow (Linne et al. 2005).

![Figure 2](image)

Figure 2- Time averaged liquid-volume fraction along the axis of round pressure-atomized water spray at various pressures for fully developed turbulent liquid flow at the nozzle exit (Tseng et al. 1992).

These examples show that the properties of the injected fluid, environment gas, and nozzle geometry determine the quality of atomization. Viscosity, which is the most effective fluid property on spray disintegration, resists against fluid flow, so by increasing viscosity the
flow rate decreases and the liquid core instabilities are hindered, which results in narrower spray angle, larger droplets and longer liquid core length (Berrocal 2006). As the viscosity decreases with temperature increase in most of the liquid fuels, the atomization is improved in most of the cases with heated liquids (Lefebvre 1989). Surface tension, which is the second most important fluid property in spray generation, resists against the fluid expansion and makes liquid disintegration harder. As surface tension usually is reduced with temperature increase, the atomization is easier at higher temperatures. Effects of liquid density on spray break up have not been studied as comprehensively as the effects of viscosity and surface tension, but some researchers show weaker atomization for more dense liquid as the inertial forces in the liquid core resist against disintegration and ligament formation (Rizk 1976).
Figure 3- Example of sprays generated at different operating conditions (Berrocal 2006).
The injection pressure and jet velocity are among the fluid flow properties that affect the spray atomization the most. Higher pressure and velocity results in more instability induced in the liquid core and therefore in higher atomization. The turbulence régime of the flow inside the nozzle also influences the atomization quality considerably. Turbulence of the fluid flow contributes to disturbance of the liquid core of the spray and helps the atomization. Reynolds number, which indicates the ratio of inertial forces to viscosity, determines the turbulence regime of the fluid flow. In general, internal flows are considered to be turbulent for Reynolds higher than 2320 (Shiller 1922).

\[ R_e = \frac{l_i \rho_l U_l}{\mu_l} \]

\( l_i \) is the characteristic length of liquid flow, \( \rho_l \) is the liquid density, \( U_l \) is the liquid flow velocity, and \( \mu_l \) is the viscosity. Most practical nozzles have internal flows with Reynolds number in the turbulent regime.

Properties of the environment gas, like velocity, density, temperature etc. affect atomization as well. Denser ambient gas results in smaller droplets, shorter liquid core and shorter penetration, but wider spray angle. In order to investigate the effect of different parameters on atomization, several characteristic dimensionless numbers are defined. The most famous is the Weber number, which indicates the ratio of inertial forces that tend to break up the liquid flow and surface tension that resists this break up:
We = \frac{l_l \rho_l U_l^2}{\sigma_l}

\sigma_l \text{ is surface tension of the liquid. Weber number has been useful for predicting the breakup regimes. Table 1 shows different regimes of the spray breakup at various Weber numbers. Figure 4 shows how spray breakup regimes depend on Reynolds and Weber numbers. The third important dimensionless number for characterizing atomization is the Ohnesorge number which indicates the ratio of viscous forces to surface tension forces: }

Oh = \frac{\sqrt{We}}{Re} = \frac{\mu_l}{\sqrt{l_l \rho_l \sigma_l}}

At high Oh numbers there is more resistance against break up and more inertial forces are required for atomization to occur.

As suggested by the dimensionless numbers, depending on different conditions of the spray generation, the liquid phase breakup into the gas phase has been divided in the classical spray literature into different regimes:

1) Rayleigh Regime: At low jet velocities where the aerodynamic forces are negligible, surface tension plays the dominant role in droplet formation: As far as the wave length of axisymmetric disturbances on jet surface are smaller than initial circumference of the liquid jet (\Lambda_{min}), surface tension damps this
fluctuations. However, as soon as axisymmetric fluctuation wavelength exceeds $\Lambda_{\text{min}}$, surface tension amplifies them and the liquid jet finally breaks into droplets. Rayleigh calculated the fastest growing wave length to be $4.51 d_0 (\Lambda_{\text{opt}})$ for inviscid condition and the volume of the induced droplet to be equal to the volume of a cylinder of the same diameter as the nozzle ($d_0$) and length $\Lambda_{\text{opt}}$ which results in droplets of $1.89 d_0$ diameter. Tyler (1933) confirmed droplets of $1.92 d_0$ diameter experimentally. In 1931 Weber extended Rayleigh’s theory to viscous flow. He predicted minimum perturbation wavelength for the viscous jet to be the same as inviscid case. The fastest growing wavelength however, was predicted larger than inviscid case.

2) First-wind induced breakup regime: as the jet velocity increases, the aerodynamic forces enhance axisymmetric surface waves which eventually results in liquid jet breakup into droplets of the same diameter as the nozzle and the breakup occurs several diameters downstream of the nozzle.

3) Second wind induced breakup regime: at higher velocities aerodynamic forces become responsible for small wavelength harmonic waves which result in liquid jet breakup into droplets that are in average smaller than the nozzle diameter and have a wide size distribution. The breakup takes place several diameters downstream of the nozzle.
<table>
<thead>
<tr>
<th>Breakup regime</th>
<th>Picture</th>
<th>Schematic</th>
<th>Dominant droplet generation mechanism</th>
<th>Weber number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh</td>
<td><img src="image1" alt="Picture" /></td>
<td><img src="image2" alt="Schematic" /></td>
<td>Surface tension force</td>
<td>$We &gt; 0.4$</td>
</tr>
<tr>
<td>First wind</td>
<td><img src="image3" alt="Picture" /></td>
<td><img src="image4" alt="Schematic" /></td>
<td>Surface tension Dynamic pressure of ambient air</td>
<td></td>
</tr>
<tr>
<td>Second wind</td>
<td><img src="image5" alt="Picture" /></td>
<td><img src="image6" alt="Schematic" /></td>
<td>Surface tension Dynamic pressure of ambient air opposed by surface tension initially</td>
<td>$We &gt; 40.3$</td>
</tr>
<tr>
<td>Atomization</td>
<td><img src="image7" alt="Picture" /></td>
<td><img src="image8" alt="Schematic" /></td>
<td>Aerodynamic and shear forces Turbulence Expansion Surface tension force initially</td>
<td>$We \to \infty$</td>
</tr>
</tbody>
</table>
4) Atomization: finally at extremely high jet velocities the liquid breaks up right at the nozzle tip into a multiplicity of droplets much smaller than the nozzle diameter. In most combustion and industrial applications the sprays are designed to run in the atomization regime. In practice atomizers generate droplets from 1 to 500 micron, however, droplets larger than 100 micron are rarely found in sprays with 20 micron mean diameter. Figure 5 shows an example mean diameter distribution in a diesel spray at different times after injection.

![Graph showing classification of disintegration regimes](image)

**Figure 4** - Classification of the disintegration regimes as a function of the Ohnesorge number versus Reynolds number (Reitz 1978).

The physics of liquid breakup in the atomization regime is so complicated that is not still known in detail although different hypothetical models exist. For example, there is
significant disagreement among scientists regarding the existence (or lack) of a liquid core in the dense spray region in atomization regime (Paciaroni 2004). The difficulty in studying this region is that there is an optically thick fog surrounding the dense spray, which then requires special imaging techniques to look into the internal structure of the spray. The imaging objective of looking into the core region of an optically dense spray, which would then resolve the disagreement regarding the intact liquid core, is the focus of this dissertation. Hence, the optical environment that mimics an optically dense spray surrounding an opaque object (the liquid core) is the situation studied. The various technologies which have been applied toward the goal of imaging dense sprays are reviewed in the next chapter.

Figure 5- Example of Mean Diameter distribution in a diesel spray at different time after injection (Source: Labs and Parker 2006)
CHAPTER 3

Optical Diagnostics on Dense sprays

In the late 1990’s it was believed that the internal structure of the dense region of an atomizing spray could not be observed with non-intrusive diagnostics. The value of such a measurement was presumed to be so high, however, that by the end of the following decade various efforts had been made to use different techniques visualizing this visually impenetrable part of sprays (Linne 2013). First, Powell and his coworkers in Argonne National Laboratory managed to use synchrotron x-ray beam to detect absorption in near field of supersonic sprays (Powell et al. 2000). This technique is capable of providing quantitative information about the fuel mass which includes liquid core, ligaments, and droplets in the dense spray region in 2D and 3D (after reconstruction) and it can also be used to visualize flows inside solid flow channels. An example of results presented by this group is depicted in figure 6.

The next technique applied to dense sprays was Ballistic Imaging (BI), which refers to making use of the statistically very few ballistic photons that are not scattered by the surrounding thick fog of dense sprays for imaging the internal structure buried inside it. First Galland and his coworkers applied ballistic imaging in a very early spray study (Galland et al. 1995). Ballistic imaging had been vastly used in medical applications for imaging in turbid tissues even earlier but the technique had not been used in a two-phase flow enviroment. Alfano and his group suggested using time-gating in ballistic imaging first
(Demos et al. 1996). Later in the early 2000’s Linne and Paciaroni developed a new time-gated, fs laser-based single-shot ballistic imaging (BI) instrument for the dense scattering region of sprays, applying it first to a water spray undergoing turbulent primary breakup (Paciaroni et al. 2004). This technique is capable of capturing the liquid-gas boundaries buried inside the dense spray fog (Figure 7). Later, the same group showed that two successive images of a spray can be correlated in a way that velocity vectors of droplets and ligaments can be determined (Sedarsky 2006). Since then, ballistic imaging has been applied to a variety of sprays looking at their internal structure.

![Graph](image_url)

**Figure 6** - Measured fuel mass as a function of the radial position at three different axial positions. In this figure, the fuel mass was measured in the main body of the spray at time $t = 0.27$ ms. The curves are Gaussian fits to the data. The inset shows the calculated volume fraction at distances of 1 and 6 mm for the leading edge (upper panel) and main body (lower panel) of the spray. A volume fraction equal to unity implies the density of pure liquid fuel. The data shown were measured at 500 bar injection pressure and 300 ms injection duration using SF6 as the chamber gas (source: Powell et al. 2004).
In order to improve the spatial resolution of the x-ray technique, the group at Argonne National Lab used short pulsed x-ray beams to acquire single shot images of transient diesel sprays and to correlate successive images to calculate velocity (Wang et al. 2006). This technique, which is called phase contrast imaging, was originally developed for high-resolution electron microscopy, and it is now most commonly used in x-ray microscopy (Linne 2013). Figure 8 illustrates an example of images acquired of dense sprays using this technique. Investigating different results made with phase contrast imaging (PCI) shows that even at moderate visible light optical depth PCI images of the core are highly corrupted. X-ray radiography, however, is capable of providing precise quantitative measurements of the liquid fuel mass per unit area with high resolution in both time and space, and is a unique diagnostic in that manner. Unfortunately this technique has not been applied at high pressure (above 20 bar) and high temperature conditions due to technical limitations. Lab sources can be used for x-ray radiography, but the results are not even close to the quality of those made with a synchrotron like the Advanced Photon Source (APS) at Argonne National Lab, which is a US department of energy visitor facility. Another complexity for x-ray imaging is the need to seed the liquid with an absorber for there to be sufficient absorption. This seeding can change the other properties of the liquid such as density, viscosity, and surface tension, which disturbs studying behavior of the spray under realistic conditions.

The other technique originally used for medical imaging and recently applied in dense sprays by Kristensson, Berrocal and their coworkers is called structured laser-based illumination for planar imaging (SLIPI). This technique is a combination of computer
tomography (CT) and structured illumination. Samples are illuminated with sinusoidal intensity pattern and the multiple scattering is suppressed by local background correction after image acquisition. Therefore, the technique is limited to less optically deep media than those accessible to ballistic imaging and x-ray imaging. However, different kinds of signal filtering such as spatial filtering and time-gating can be integrated with SLIPI to improve the multiple scattering suppression (Kristensson 2012). For SLIPI, in order to reconstruct the extinction coefficient in 3D, at least three single shot images need to be recorded in very rapid succession. So three laser systems and a suitable recording system is required. An example of images made by this group is depicted in figure 9. SLIPI is limited by the dynamic range of current CCD architectures to flows with OD < 6 (Linne 2013). SLIPI is commercially available. It can be used with almost every kind of planar imaging system such as LIF in order to improve their access to optically deep regions of flows.

Figure 7- Image of a water jet taken 25 mm from the jet nozzle with first-harmonic OKE gating and a 400 nm spatial filter. The approximate extinction coefficient of the spray at this location is 5 (Source: Paciaroni et al. 2004).
Another potential limitation with SLIPI is that temperature gradients inside the flame can destroy the patterning of the laser sheet. Therefore, this method has not been used extensively for combustion studies as it may be used only for uniform flames.

Figure 8- Phase-contrast images (a–d) and the reconstructed 2D projected thickness maps (e–h) at a water flow rate of 2.4 ml/s or 7.0 m/s and under 0 kPa (a and e) and 68 kPa atomization air (b and f) and 110 kPa (c and g) and 137 kPa (d and h) atomization air pressures (Source: Wang et al. 2006).
The other novel technique introduced by Charalampous and his coworkers at Imperial College London is called optical connectivity (OC). This method is used to look at the intact liquid core inside the dense spray region and to measure its length. In order to do so, a fluorescing substance is added to the liquid fuel. A laser beam is then directed into the nozzle by means of an optical fiber. The intact liquid core of the spray acts like an optical fiber itself and the laser beam conducted in it excites the fluorescing substance. Recording the laser induced fluorescence (LIF) provides an image of the intact liquid core of the spray from the inside, and its length can be measured (Charalampous et al. 2009). As illustrated in figure 10, the imaged liquid core with OC is generally shorter than the length obtained by shadowgraphy, and this method works more accurately in spray conditions where the intact liquid core is relatively short. At longer liquid core conditions errors occur due to scattering of the induced fluorescence at the liquid gas boundary. However, it’s still promising for intact core length measurements in highly atomizing conditions like in diesel sprays.
Among the different diagnostics mentioned above, all of them are useful for providing specific information under specific conditions. Also, none of them is perfect and they all have limitations. Ballistic imaging, however, seems to be the most promising technique for looking at the liquid/gas interface of the larger structures buried in the dense region of atomizing sprays. BI is capable of generating a line-image of the liquid/gas interface just at the edge of the flow (black inside the flow, white in the gas). Voids at the edge of the flow, ligaments, and primary droplets, as long as they are larger than the size cut-off of the system point spread function, are detected in ballistic images of the spray formation region of atomizing sprays. Using image processing techniques on ballistic images makes it possible to do statistical analysis on interface curvature distributions; together with size distributions for voids, ligaments, and large primary drops. Image processing can also be used for obtaining the velocity vector field inside the spray in the two pulse BI. As time-gating BI is expensive and complicated, trying alternatives seems to be reasonable as long as the optical depth is not too high. For high optical depths (6<OD<15), however, there is no obvious alternative for BI to image the liquid core structure (Linne 2013). As the liquid phase appears black in ballistic images, another limitation occurs at high liquid flow rate when liquid-to-gas ratio (LGR) reaches its maximum. In that case the entire image of the internal structure of spray is blackened. This limitation raised the idea of integrating BI with a 3D imaging technique like digital holography, and this combination forms the basis for the work pursued in the current dissertation. The main purpose of using digital holography is adding the capability of resolving the spray structure at different depths and scanning through it by reconstructing the raw hologram at different depth. In this way
instead of having a blackened picture of the liquid core representing the integrated line of sight shadow, individual parts and ligaments at different depths can be resolved.

Figure 10- Comparison between simultaneous shadowgraphy and LIF imaging (source: Charalampous et al. 2009)

The above discussion demonstrates that the diagnostics choices for optically imaging in highly scattering environments, particularly those with high speed dynamics and multi-phase refractive interfaces, are extremely limited. At the same time, imaging is powerful source of insight into such flows, and so additional effort expended in developing new techniques is warranted. The following chapter introduces the fundamentals of how accessing the phase information in light waves can provide an opportunity to overcome the significant challenges described.
CHAPTER 3

Ultra-short Pulse Off-axis Digital Holography

Holograms are simply recorded interference patterns of two electromagnetic (usually monochromatic) waves. In the past, this interference pattern was recorded on photographic films, which are called traditional holograms now. On the other hand, if digital recording equipment, like a CCD camera, is used to record the interference pattern, we call it a digital hologram. Digital holography (DH) primarily involves recording digital holograms and reconstructing the original beams with numerical calculations, using previously recorded digital holograms and a computer to back-solve the electromagnetic wave transport equations. Traditional holograms used to be reconstructed physically by illuminating the developed film (hologram) with only one of the beams that had made the original interference pattern in order to resurrect the other beam. Figure 11 and figure 12 depict the apparatus and process of recording and reconstructing a traditional hologram, respectively. A special feature of holography is the capability it gives us to record and reconstruct 3D images as opposed to 2D recording in photography. The reconstructed object beam is identical to the original object beam and it therefore contains all the information the original beam had, including information from different depth planes of the object.

In digital holography, a digital recording device, like a CCD camera is used instead of the photographic film to record the hologram. Physical reconstruction is not common in DH.
Numerical Reconstruction of the virtual image and all the information contained in the original object beam, however, is possible with the aid of computer programming because Maxwell’s equations governing the propagation of light are reversible. Hence, the complete image phase/intensity information at any plane can, at least theoretically, be retraced to its source object. In this way we can compute the image of the object at different distances from the camera, which is equivalent to obtaining a 3-D image of the original object.

![Diagram of hologram setup](image)

**Figure 11- Recording a traditional hologram:** The laser beam is split into two identical beams. One is used as a reference beam which illuminates the photographic film after being expanded by the lens. The other beam, which is referred to as the “Object Beam”, illuminates the object after being expanded by a lens. The reflected object beam interferes with the reference beam on the plane of photographic film and creates an interference pattern, which we call a hologram (Source: Schnars et al. 2005).
Figure 12- Reconstructing the object Beam from a traditional hologram: Developed photographic film, on which the hologram was recorded, is illuminated by the original reference beam. This time there is no real object. However, as the reference beam is diffracted by the hologram, the original object is reconstructed such that an observer behind the hologram can see a virtual image of the original object identical to the real object both in shape and position (Source: Schnars et al. 2005).

Physical Optics Background

In order to understand the theory behind holography, we begin with some background in physical optics. The equations in the following development are adapted from the book “Digital Holography” (Schnars et al. 2005). As is well known, light is studied from two different points of views, particles and waves. Some phenomena related to light can be justified only by looking at light quanta as particles, called photons. On the other hand, phenomena like diffraction and interference, which are cornerstones in the theory of holography, are only explained by considering light as an electromagnetic wave. Maxwell’s
equations govern the relations that describe alternating electric and magnetic fields. The electromagnetic wave equation which is derived from Maxwell’s equations is as follows:

\[ \nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0 \]

E is the electric field, t is time, and c is the speed of light in this equation. The general solution to this equation is in the form of \( f(\omega t - \mathbf{k} \cdot \mathbf{r}) \). Since according to Fourier Transform Theory, every integrable function can be decomposed into harmonic function format, we consider the solution to the electromagnetic wave to be described as:

\[ E(x, y, z, t) = a \cos(\omega t - \mathbf{k} \cdot \mathbf{r} - \phi_0) \]

In this equation \( \omega \) is the temporal frequency of the wave, \( k \) is the wave number determining the spatial frequency and the direction of propagation of the wave, and \( \phi_0 \) is the initial phase. The following relations can be expressed between these parameters:

\[ c = \lambda f \quad \omega = 2\pi f \quad |\mathbf{k}| \equiv k = \frac{2\pi}{\lambda} \]

Intensity (I) is a scalar quantity we define to represent the time average of the energy which passes in space through unit area in unit time:

\[ I = \varepsilon_0 c \langle E^2 \rangle_t = \varepsilon_0 c \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} E^2 dt \]
In order to work with the wave function more conveniently, it is generally written as a complex exponential:

\[ E(x, y, z, t) = a \exp\left( i(\omega t - \mathbf{k} \cdot \mathbf{r} - \phi_0) \right) \]

The electromagnetic wave is the real part of these complex functions, but that understanding is implicit and reference to the real part is not written so that expressions are shorter and less complicated.

Since the time dependence of all waves in a monochromatic case (which we assume here for simplicity) is the same, we define the complex amplitude, as follows, and we also derive intensity in terms of it:

\[ A(x, y, z) = a \exp(i \phi) \]

\[ I = \frac{1}{2} \varepsilon_0 c |A|^2 = \frac{1}{2} \varepsilon_0 c A \ast A = \frac{1}{2} \varepsilon_0 c a^2 \]

\[ I = |A|^2 \]
Since holograms are the recorded interference patterns of two different light waves (monochromatic here), it is necessary to derive the interference pattern of two plane waves, when they are illuminating an object plane with different angles:

\[ \vec{E}(\vec{r},t) = \sum E_i(\vec{r},t) \quad i = 1,2,... \]

\[ A = A_1 + A_2 \]

\[ A_1(x,y,z) = a_1 \exp(i\varphi_1) \]

\[ A_2(x,y,z) = a_2 \exp(i\varphi_2) \]

\[ I = |A_1 + A_2|^2 = (A_1 + A_2)(A_1 + A_2)^* \]

\[ = a_1^2 + a_2^2 + 2a_1a_2 \cos(\varphi_1 - \varphi_2) \]

\[ = I_1 + I_2 + 2\sqrt{I_1I_2} \cos \Delta \varphi \]

The two different waves can be added directly since the wave equation is linear so that the sum of two solutions is itself a solution to the equation.

The intensity pattern of interference of two waves that is calculated here (which is the quantity detected by the human eye, a CCD, or any other optical detector), is a pattern of light and dark fringes that result from constructive and destructive interference of the two light waves. Minimum intensity occurs where the phase difference between the two waves is \((2n + 1)\pi\) (destructive interference), and maximum intensity occurs wherever the phase
difference of the two light waves is equal to $2n\pi$ (constructive interference). The space between two successive light (or dark) fringes in the interference pattern of two planar wave fronts with identical wavelength of $\lambda$ and angle of $\Theta$ between their directions of propagation is equal to:

$$d = \frac{\lambda}{2\sin\frac{\Theta}{2}}$$

The quantity that is detected by the eye or any other optical director is intensity.

Holograms are the recorded intensity of the interference between the reference beam and object beam, and this interference intensity can be calculated as:

$$E_{O}(x,y) = a_{O}(x,y)\exp(i\varphi_{O}(x,y))$$
$$E_{R}(x,y) = a_{R}(x,y)\exp(i\varphi_{R}(x,y))$$

$$I(x,y) = |E_{O}(x,y) + E_{R}(x,y)|^{2}$$
$$= (E_{O}(x,y) + E_{R}(x,y))(E_{O}^{*}(x,y) + E_{R}^{*}(x,y))$$
$$= E_{R}(x,y)E_{R}^{*}(x,y) + E_{O}(x,y)E_{O}^{*}(x,y) + E_{O}(x,y)E_{R}^{*}(x,y) + E_{R}(x,y)E_{O}^{*}(x,y)$$

The developed photographic plate (hologram) that is used in traditional holography to reconstruct the object beam is simply a transparent plate with a transmission function proportional to the intensity of the recorded interference pattern at each point:

$$h(x,y) = h_{0} + \beta \pi I(x,y)$$
Here $h$ is transmission at point $(x,y)$ of the developed film, $h_0$ is the transmission of un-illuminated points of the film after development, $\beta$ is a constant, and $\tau$ is the exposure time of the film.

While reconstructing the object beam by illuminating the developed film with the reference beam, the complex amplitude of the diffracted beam at each point of the film is the complex amplitude of the illuminating reference beam multiplied by a transmission function:

$$E_R(x,y)h(x,y) = [h_0 + \beta\tau(a_R^2 + a_O^2)]E_R(x,y) + \beta\tau a_R^2 E_O(x,y) + \beta\tau E_R^2(x,y)E_O^*(x,y)$$

So the diffracted wave front consists of three terms:

1- DC term: the first term on the right side of this equation is the reference wave, multiplied by a factor.

2- Cross term: the second term is the reconstructed object wave, forming the virtual image. The real factor behind it only influences the brightness of the image.

3- Conjugate cross term: the third term generates a distorted real image of the object.

In off axis holography (as is illustrated in figures 1 and 2) the object beam and reference beam propagate in different directions, so the virtual image, the real image and the undiffracted wave are spatially separated. For inline holography (which will be discussed later), however, they all overlap which causes some difficulty since they must then be separated using image processing techniques.
The most interesting part of holography and reconstruction is that although we only recorded the intensity of the interference pattern, and it looks as though we threw away the information related to the phase distribution, the complex amplitude of the object beam, which includes both intensity and its phase distribution, is fully reconstructed. This is possible because the intensity of the interference pattern at different points automatically includes both intensity and phase difference between the object beam and the reference beam at each point.

**Digital Holography**

In digital holography, however, we don’t reconstruct the object beams physically. Numerical reconstruction of the 3-D virtual image using the digitally recorded hologram is our interest. In order to numerically calculate what the virtual image would look like in the case of traditional reconstruction, we must determine the diffraction pattern of the developed hologram illuminated by the reference beam. Understanding this reconstruction requires further discussion of the diffraction phenomenon.

There are two famous (and fundamentally equivalent) interpretations of diffraction. The older one, which is named after Huygens is described as:

- Huygens’ principle: *Every point of a wavefront can be considered as a source point for secondary spherical waves. The wavefront at any other place is the coherent superposition of these secondary waves.*
Figure 13 - Huygens’ Principle (Source: Schnars et al. 2005).

This describes how we can obtain the diffraction pattern of an incident beam diffracted by the developed hologram. We can simply assume that every point on the illuminated hologram is acting like a point source with different amplitude related to the transmission function of each point on the hologram. Then the electric field (complex amplitude) at each point of space behind the illuminated hologram is obtained by integrating the electric field created by each of the point sources on the hologram at that specific point in space. This is exactly what the Fresnel-Kirchhoff integral (derived from Maxwell’s Equations), which is the other famous interpretation of diffraction explains:

\[
\Gamma(x', y') = \frac{i}{\lambda} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(x, y) \frac{\exp \left(-i \frac{2\pi}{\lambda} \rho' \right)}{\rho'} dxdy
\]

\[
\rho' = \sqrt{(x-x')^2 + (y-y')^2 + d^2}
\]

\[
Q = \frac{1}{2} (\cos \theta + \cos \theta')
\]
Here $\Gamma$ is the complex amplitude of the electric field at point $(\zeta',\eta')$ of a plane at distance $d$ from the aperture plane (developed film), and $A(x,y)$ is the complex amplitude of electric field at point $(x,y)$ of the aperture plane (developed film). We can replace $A(x,y)$ with a uniform plane reference wave times the transmission function of the hologram at point $(x,y)$:

$$\Gamma(\zeta',\eta') = \frac{i}{\lambda} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x,y) E_r(x,y) \exp\left(-\frac{2\pi}{\lambda} \frac{\rho'}{\rho'}\right) \, dx \, dy$$

Evaluating this integral numerically is possible. However, since $\rho'$ is inside the exponential, for high resolution holograms an enormous computational power is needed. Fortunately, in the case of large distance between the hologram and the object (or virtual image) compared to the dimensions of the hologram, it is very efficient to use Fresnel's approximation, based on a Taylor's series expansion, to evaluate the integral:

$$\rho = d + \frac{(\xi - x)^2}{2d} + \frac{(\eta - x)^2}{2d} - \frac{1}{8} \left[ \frac{(\xi - x)^3}{d^3} + \frac{(\eta - x)^3}{d^3} \right] + ...$$
If $d >> x, y$ we can neglect higher order terms:

$$
\frac{1}{8} \left( (\xi - x)^2 + (\eta - x)^2 \right)^{3/2} d^3 \ll \lambda
$$

$$
\rho = d + \frac{(\xi - x)^2}{2d} + \frac{(\eta - x)^2}{2d}
$$

$$
\Gamma(\xi, \eta) = \frac{i}{\lambda d} \exp \left( -i \frac{2\pi}{\lambda d} \right) 
\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_R^*(x, y) h(x, y) \exp \left[ -i \frac{\pi}{\lambda d} \left( (\xi - x)^2 + (\eta - y)^2 \right) \right] dx dy
$$

This equation provides the necessary computational framework with which to analyze digital holograms and extract from them the object information they carry. The following section describes the experimental aspect of the project that was developed to implement and test the analysis strategy described above.

**Inline Gabor Holography**

Inline holography refers to using a reference beam and object beam that are ideally parallel (though there is a very small angle between them in practice). Since the interference fringe spacing is $d = \frac{\lambda}{2 \sin(\frac{\theta}{2})}$, the very small $\theta$ between the directions of propagation of the two beams will help to produce a large enough fringe spacing to be detectable with available CCD resolution. The limitation that inline holography causes, is that instead of making holograms of the objects themselves, we can only make holograms of the shadow of the objects since the detector will be placed behind the object. This is not a problem for the
applications of interest since we focus on sizing objects and studying their phase change boundaries.

In Gabor holography, instead of using two beams as reference and object beam, only one beam is used. The part of the beam that is diffracted by the object’s boundary acts as the object beam. The rest of the beam, the undiffracted part, has the role of the reference beam. In this way we can avoid the difficulty of separating the beam and we can prevent the need for further adjustments and alignment. Gabor holography works only in media where a reasonable portion of the main beam remains undiffracted. In turbid media, like living tissues, where almost the entire beam is diffracted (often multiply scattered, in fact), using a separate reference beam is necessary. In figure 14 a schematic of a Gabor digital holography setup and example of a digital hologram recorded with it and the reconstructed image of a 400 micron needle is demonstrated.

Figure 14- Schematics of a digital inline Gabor holography recording optical setup, an example of a digital hologram recorded from a 400 micron needle using the same setup, and the numerically reconstructed image of the needle.
Figure 15 shows one example of the digital holograms and reconstructed images at different depth by the software. Two 500 micron plastic fibers are used as objects in this example. One fiber is placed approximately 3 inches away from the camera and the other one is placed approximately 6 inches away from the camera. The top left picture in figure 8 is the raw digital hologram recorded by the CCD. The other three pictures are reconstructed images of the same hologram but reconstructed in different depths as indicated above them. The picture in the top right corner is chosen to have the sharpest edges for the left fiber. The depth of reconstruction is 61.3 mm, which matches the distance between the closer fiber and the camera (3 inches = 76.2 mm). In this picture the left (closer to camera) fiber is in focus. The picture in the bottom left corner has a depth of reconstruction of 138.6 mm (this matches the distance between the right fiber and the camera of 6 inches = 152.4 mm). In this picture the right fiber (further from the camera) is in focus and has the sharpest detected edges. Finally, the picture at the bottom right corner is reconstructed at an arbitrary depth (77.1 mm) which does not match the actual distance of either of the fibers and therefore both are out of focus, with fuzzy edges.

One interesting fact about this technology (digital holography), is that in situations where focusing on objects is not possible or difficult while taking the picture (e.g., if many particles with different depths are in the picture) it is possible to make an out of focus hologram of all of them and later bring each of them individually into focus using a digital telocentric lens, which is the numerical reconstruction software.
Figure 15 - Example of a row digital hologram and reconstructed images at different depths.

In order to predict the resolution of these reconstructed holograms, we need to go back to the theory of interference of coherent light waves. As was mentioned before, fringe spacing for interference patterns between two plane monochromatic waves, at angle $\theta$ between the directions of propagation, is $d = \frac{\lambda}{2\sin(\theta/2)}$. While reconstructing a hologram, the largest $\theta$ is due to diffraction from the edges of the hologram which is approximately (when $d$ is large) equal to $\theta_{max} = \frac{L/2}{d}$ where $L$ is the length of hologram. This $\theta_{max}$ contributes to the highest spatial frequency in the reconstructed image. In digital holography $L$ is equal to the size of each pixel $\Delta x'$ or $\Delta y'$ times the number of pixels in the desired dimension $N$. According to the Nyquist Criterion, you need to sample the image with frequency at least twice the highest spatial frequency you want to recover. In other words, the size of the pixels we
need for a reconstructed image is half the fringe spacing. As shown in figure 16, we can summarize these relations as: \( \Delta x = \frac{\lambda d}{N \Delta x} \), \( \Delta y = \frac{\lambda d}{N \Delta y} \). For example, at 400 nm wavelength, recording on a 2000x2000 pixels CCD with 6.45 micron square pixel size, for a reconstructed image at \( d = 1 \) inch (25.4 mm), the resolution of the reconstructed hologram would be about 800 nm. These relations show that as we reconstruct the hologram at farther distances we obtain lower resolution in the reconstructed image. In addition, the larger the dimensions of the hologram, the higher the resolution we get in reconstruction. The digital holograms made and reconstructed by the described setup at UCI confirm these theoretically predicted resolutions.

![Diagram](https://via.placeholder.com/150)

Figure 16- Spatial frequency of the reconstructed hologram (Toal, 2011).

**Ultra-short Pulse Off-axis Digital Holography**

In the case of imaging through highly scattering media, since there is almost no light left unscattered from the object beam to use as an inline Gabor reference, using a separate
reference beam (off-axis holography) is necessary. To demonstrate the role of an off-axis reference beam, figure 17 illustrates a digital holographic system using an ultrashort pulsed laser. As illustrated in the figure, a diode seed laser followed by a Ti-Sapphire amplifier generates 100 fs pulses of light for hologram illumination. A beam splitter is used to generate a reference beam which goes around the object beam. The object beam goes through an adjustable delay line that is needed to match the path lengths between the object and reference light pulses since the laser pulse is too short to ensure coincidence at the CCD without this adjustment.

![Figure 17- Schematic of the off-axis digital holography setup at UCI.](image)

The object beam is then diffracted by a USAF resolution chart as a test target and goes through a glass cell containing hydrosol of polystyrene particles, which is simulating the scattering condition similar to diesel sprays. A second splitter is used to redirect the reference beam so that the two beams cross each other and interfere right on the CCD. Figure 18 illustrates the interference of the two beams on the CCD. In this case the USAF chart and the scattering cell are removed from the path of imaging (object) beam and the
pattern derives simply from the interference of two planar wave fronts with dark (destructive) and bright (constructive) fringes. In the spatial frequency domain (after fast Fourier transform) the three terms of the interference are separated.

\[ A_1(x, y) = a_1 e^{-i\varphi_1(x,y)}, A_2(x, y) = a_2 e^{-i\varphi_2(x,y)} \]

\[ |A_1 + A_2|^2 = (A_1 + A_2)(A_1 + A_2)^* = a_1^2 + a_2^2 + a_1 a_2 e^{-i\Delta \varphi} + a_1 a_2 e^{i\Delta \varphi} \]

At the time when the imaging wave is not diffracted by any objects or scatterers \( \Delta \varphi \) occurs only from the small angle between two almost planar wavefronts and the interference pattern looks like equidistant bright and dark stripes. When the imaging wave is diffracted by an object field an additional phase difference occurs on the top of the previous \( \Delta \varphi \). The striped pattern is still recognizable but there is an additional pattern visible on top of that (figure 19). In the FFT (frequency domain) of the recorded hologram (recorded
interference pattern) the cross term and conjugate cross term are still separated by the distances as in the interference of two planar wavefronts, but there is also an additional frequency component around the centers (figure 19) as a result of the imaging wave being diffracted by an object field. In order to reconstruct the image of the object field the cross term needs to be cropped from the frequency domain, inverse Fourier transformed, and then reconstructed in the same manner as an inline Gabor hologram, as was explained earlier. Figure 19 shows examples of inline and off-axis holograms recorded from a USAF resolution chart and their reconstructed images. In the case of inline holography all three terms of the interference pattern (hologram) are superimposed on top of each other at the center of the frequency (FFT) plane, whereas in off-axis holography the three terms are separated in the frequency domain and only the cross term is used for reconstructing the object image, as a result of which the reconstructed image looks sharper with less noise.

Figure 19 – example of inline and off-axis holograms recorded from a USAF resolution chart and their reconstructed images.
While the theoretical descriptions above are independent of the temporal features of the laser light, all of the holographic work in this dissertation is accomplished exclusively with an ultrashort pulsed laser. The most important limitation of ultrashort pulse holography is the coherence length of the light source. As mentioned earlier, for the results presented in this dissertation a Ti-Sapphire amplifier is used to generate pulses of 100 fs duration, 800 nm center wavelength, 1.2 mj energy, and 1 KHz repetition rate. A doubling crystal is placed at the output of the amplifier, which converts the 800 nm to 400 nm blue pulses with an efficiency of around 50%. The blue light is then used for recording the holograms. The pulse spatial thickness in air is around 30 microns (pulse duration times the speed of light). In the interference pattern of two planar wavefronts the phase difference between the two waves from one bright line to the next is $2\pi$. Since the wavelength is 0.4 micron, the maximum number of high contrast fringes is around 75 (30 microns divided by 0.4 micron). The fringe spacing on the CCD depends on the angle between the imaging (object) and the reference beam: $d = \frac{\lambda}{2\sin(\theta/2)}$. One limitation for $\theta$ is that fringe spacing $d$ cannot be smaller than twice the pixel size of the CCD (Nyquist criteria). The other limitation is the size of the hologram. If the fringe spacing is too small, the interference pattern of the two beams only covers a narrow band of the CCD, which is the effective size of the hologram. A narrow hologram limits the resolution of the reconstructed images and the size of the reconstructed image will be the same as the effective size of the hologram. If $\theta$ is too small and $d$ too large, on the other hand, the three terms of the reconstructed hologram become too close in the frequency domain and the effective separation of the cross term from the DC term is not possible. $\Delta x = \frac{\lambda d}{N\Delta x'}$ determines the resolution of the reconstructed image. In
the case of an off-axis digital hologram, N is limited to the size of the square around the cross term that is extracted from the hologram in the frequency domain (for example, the red square in figure 19). When the cross term is too close to the DC term as a result of θ being too small, the size of the extracted cross term has to be similarly small in order for the DC term not to be included in the extracted information, and that results in a low resolution reconstruction. Hence, the short coherence length of the laser pulse, as explained, causes a serious limitation for digital holography. In addition to the numerical reconstruction degradation, the alignment of such short pulses can be frustratingly difficult. In order for the interference to take place right at the CCD the path lengths of the imaging and reference beam must be precisely matched on scale of microns in addition to precise adjustment of θ.

Despite the limitations imposed by ultrashort laser pulses, there remains a significant benefit in their use, which is the opportunity for coherence filtering. As will be clear as the dissertation results are developed, this coherence filtering helps overcome the multiple scattering noise in cases of imaging through highly scattering media (OD > 5). Photons that are bounced many times off the scattering particles or droplets passing through the scattering environment are no longer coherent with the reference pulse and do not contribute to the frequency shifted cross term which is later extracted from the hologram for reconstruction. This is one other reason to make θ large enough to separate the DC and cross term in frequency domain in a manner that multiple scattering noise is not included in the extracted cross term. The holography setup at UCI is aligned in a way to create maximum separation of the terms in the frequency domain while making sure the effective
area of the recorded hologram is large enough to cover the region of interest for imaging and also wide enough for the reconstruction of the hologram with sufficient resolution. This combination of ultrashort pulsed laser and optimized hologram recording geometry is a unique configuration suitable for quantitative evaluation of holographic imaging performance through highly scattering media.
Kerr Effect Ballistic Imaging

As mentioned before, one main difficulty to image the internal fluid structure of the dense spray region, is the multiple scattering due to presence of small droplets of fuel in the imaging beam pathway. The Lambert-Beer equation which is a special form of the equation of radiative transfer, describes the propagation of light rays in a scattering medium up to a limiting density as follows:

\[ \tau = \frac{I_o}{I_i} = e^{-OD} \]

where \( \tau \) is the fractional transmission through the scattering medium, \( I_i \) is the irradiance (\( \frac{W}{m^2} \)) of the incident beam before entering the medium, and \( I_o \) is the irradiance of the non-scattered portion of the beam after passing through the medium. OD is the optical depth of the scattering medium which is defined as:

\[ OD = N\sigma_e l \]

\( N \) here is the number density of the scattering particles per unit volume (m\(^{-3}\)), \( \sigma_e \) is the extinction cross-section (m\(^2\)) which is the sum of absorption and scattering cross-sections, and \( l \) is the distance that light beam passes through scattering medium. Scattering cross-section of a particle is the area of the incident beam that contains the same power as the power scattered by that particle and can be smaller or greater than the actual cross-section.
area of the particle. Similar definition works for absorption cross-section as well. Optical depth of the drop cloud surrounding the near field of typical Diesel sprays is normally between 8 and 10 (Linne 2013). Measuring the optical depth of a medium can be very difficult when it is too dense since the order of the incident and the output irradiance may be so different that they do not stand in the linear range of a single power meter. OD 1-2, which happens usually in the far field of sprays, does not need any specific filtering technique for imaging and can be pictured using white light sources and high speed cameras with shutters fast enough to freeze the motion of the spray droplets. The optical depth of the surrounding cloud at the spray formation region of many different sprays, like hollow-cone sprays and jet in cross flow sprays, stands in a range between OD 2 and 5, where imaging the internal fluid structures requires much more effort. Looking through the dense regions of Diesel sprays with optical depths from OD 5 to 10 requires advanced imaging methods designed specifically for this purpose. The liquid core of some cold Diesel sprays in which the evaporation is slower compared to the sprays into hot air, is veiled behind droplet clouds with depth higher than OD 10 and no imaging technology has achieved to penetrate it so far (Linne 2013).

Depending on the OD of a scattering medium, different scattering regimes exist. For OD smaller than 1, the ballistic photons that have not been affected by the scatters are dominant and they exit the medium with the same solid angle as the incident beam. Almost all of the other photons are scattered only once and they exit the medium in directions different than the ballistic photons. This range is called the single scattering regime and it can be accurately solved using particle scattering equations. For $1 < OD < 10$, the average
number of scatters per photons and also the dominant order of scattering is close to OD. This means, for example, if the OD of an environment is 6, each photon is scattered 6 times on average and also the majority of the photons have been scattered exactly 6 times by the scatterers. This is especially true for relatively large diameter scatterers like spray droplets that usually range from 5 to 10 microns in diameter. This region ($1 < OD < 10$) is called the intermediate scattering regime, and no simplifying approximation can be applied in it. For optical depths greater than 10 there is no dominant scattering order and different orders of scattering seem to contribute the same way. The diffusion approximation, in which the medium is assumed as a uniform loss mechanism, can be applied in this region, which is called multiple scattering regime. The optical depth of most of the atomizing sprays in the spray formation region is greater than 6 and they mainly stand in the intermediate scattering region. Numerical simulations can be very helpful in this region and the most promising method is called Monte Carlo (MC) which is based on statistical approximations (Sobol 1974).

An 800 nm laser pulse with 1 mj energy, which is a common choice for ballistic imaging because it comes from a typical fs laser system, contains about $4 \times 10^{15}$ photons according to the Planck’s relation. Only a very small fraction of these photons (depending on OD) make it through a dense scattering medium (like surrounding droplet cloud of a dense spray) without being influenced (scattered) by the scatterers (small droplets). This group of photons, which are called ballistic photons, retain exactly the same characteristics, like polarization and direction, as the original incident beam. Ballistic photons exit the scattering medium with exactly the same solid angle as the incident beam without being
deviated from their original path. They also exit the medium first, since they have travelled the shortest possible path across the medium. Ballistic photons are coherent with the incident beam pulse, which means they are capable of being interfered with the original beam in order to construct interference patterns, which is a critical characteristic for holography. Although this group of photons has perfect characteristics for imaging a shadowgraph of the internal structure of a dense spray, their very low population is not sufficient for recording single shot pictures, which is necessary for studying a transient phenomenon like Diesel spray formation.

Figure 20- Time dependence of forward scattered light from 5 mm polystyrene spheres in a solution of water, simulated with Monte Carlo method for two optical collection half angles ($\theta_\alpha = 11.4$ and $5.7$ degrees) and three values of OD. Note that the individual orders do not add up to the total represented in black because not all orders are shown. The scattering phase function (logarithmic) for this size is shown in the lower right (source: Linne 2013).
The rest of the photons travelling across a dense scattering medium are scattered once or more by the scatterers. As illustrated in figure 20, for scatterers as large as spray droplets the scattering of visible light is dominant by the forward lobe (Linne 2013). Therefore, photons that are scattered once or only a few times, still exit the medium with a relatively small solid angle variation from the ballistic photons. These slightly scattered photons, which are called quasi-ballistic photons (also snake photons in some literature), deliver a distorted shadowgraph of the structures inside the medium (like intact liquid core is dense sprays) and their polarization is not very much rotated from the original state. Quasi-ballistic photons exit the medium right after the ballistic photons. The longer path they travel through the medium, the later they exit. Therefore, usually those photons which exit earlier, have gone through fewer scattering events, which means they are more capable of constructing high quality undistorted shadowgraphs.

The majority of those $4 \times 10^{15}$ photons that pass through the scattering environment, however, are scattered so many times that they are no longer useful for imaging internal structures of the medium. These randomly polarized photons, that are called corrupted photons (or diffuse photons in some literature), exit the medium with solid angles spread from zero to $2\pi$. Therefore, using small collecting angles and spatial filtering helps increase the signal to noise ratio by suppressing large fraction of corrupted photons. A similar improvement is possible from using polarizers in the path of the imaging beam (polarization filtering). In order to do a more effective segregation of useful imaging photons in cases of higher OD media, e.g. Diesel sprays, time-gating is believed to be a uniquely advantageous technique. A short laser pulse can be spread out to more than 40
times in time while travelling through a dense scattering medium, according to Monte-carlo simulations. A 100 femtosecond with wavelength of 800 nm laser pulse passing through a scattering medium with optical depth of 10 and scatterers as big as 5 microns in diameter, for instance, is spread out in time up to 4 picoseconds (figure 32). By mitigating a portion of the beam that is at the leading part of the beam and supressing the rest, the idea is to improve the signal to noise ratio and make a better use of quasi-ballistic photons for imaging the larger structure buried inside the medium.

A schematic of the first BI system applied in dense sprays designed by Paciaroni is depicted in figure 21. The output beam of an amplified Ti-Sapphire system with 100 femtoseconds pulse duration and 800 nm wavelength is split into an imaging and a switching beam. The imaging beam goes through a delay line consisting of four mirrors on an adjustable stage, in order to compensate for the extra path length that the switching beam travels going around the spray. A polarizer is placed at the path of the imaging beam right after the delay line in order to make sure the beam is perfectly polarized. A 45 degrees waveplate (rotator) rotates the original polarization of the beam before it is expanded by a set of lenses (telescope) and illuminates the spray. The output light from the spray is collected by a convex lens which focuses the imaging beam into a carbon disulfide (CS₂) cell, where it overlaps the switching beam. The strong switching beam causes the CS₂ dipoles to align along the polarization of the switching beam and create instantaneous birefringence which rotates the polarization of the imaging beam partially back to its original polarization. This non-linear optical behavior of some substances like CS₂ is called the optical Kerr effect. The duration of birefringence is limited to the duration of the switching pulse or the relaxation
time of the Kerr medium (1.5 to 1.8 picoseconds for CS$_2$ here), whichever is longer. There is a polarizer placed right after the Kerr cell allowing only the light with the polarization perpendicular to the polarization of the polarizer right before the Kerr cell. Using this configuration, 70% to 75% of the imaging beam is transmitted through the OKE gate while the gate is open. Using this setup, one can adjust the delay line so that the gate is open only when the first couple of picoseconds of the stretched imaging beam is passing, supressing photons that arrive later and are mainly corrupted. In this way, the ratio of quasi-ballistic photons (signal) to corrupted photons (noise) is improved and single shut shadowgraphs of the liquid core of the spray can be displayed on the screen and recorded by the CCD camera.

Figure 21- First OKE high-speed shutter experimental configuration applied to dense sprays, designed and set up by Paciaroni (Paciaroni et al. 2004).

Figure 22 shows a typical ballistic image of the first fuel spray studied with optical Kerr effect (OKE) time-gating BI which was a diesel jet injected into the atmosphere from a 155
microns diameter nozzle. The liquid phase appears black in ballistic images, mainly because the light that is scattered by the liquid phase is redirected from the main beam and is not collected for BI. The gas phase, on the other hand, usually appears white since the rays of the beam passing through entirely the gas phase are less deviated from the main beam and build a larger portion of quasi-ballistic photons that are used for BI. So, the gas/liquid interface of the internal structure of the spray is detectable in ballistic images as the boundary between dark and light regions. Looking at a BI shadowgraph like the one depicted in figure 22, one can observe periodic structures at the surface of the liquid fuel and also faint evidence of some ligaments. Formation of the primary droplets, however, is not observable, probably because they are smaller than the spatial resolution of the system (in order of 30 microns here). At the edges of the liquid phase there are some voids also detectable that probably exist all around the spray but the ones that are veiled behind the spray are not detected here (Linne 2013). So, although BI is capable of revealing different valuable details regarding the spray formation at the edges of the spray, the liquid core is still not detected in ballistic images currently made. Therefore there still exist serious doubts whether an intact liquid core inside the diesel sprays formation region, and how it might contribute to the primary breakup process. One significant advantage of digital holography over ballistic imaging is the capability of reconstructing the digital holograms made with ultra-short laser pulses, at various depths, instead of looking directly at the shadowgraphs obtained from BI. In this way, the 3D structure of the liquid core inside the transient diesel sprays is resolved and we can address the fundamental uncertainties regarding this region. The other benefit is that by using a separate reference beam, the coherence filtering nature of two beam holography improves the spatial resolutions of the
reconstructed images so that the formation of smaller primary droplets can be investigated as well.

Figure 22- A typical ballistic image of the first fuel spray studied by OKE time-gated BI which is a diesel jet injected into atmosphere with nozzle diameter of 155 microns (Linne et al. 2006).

In a recent review on imaging techniques in the optically dense regions of a spray, Linne lists different sprays that have been studied using ballistic imaging as follows (Linne 2013): “primary breakup of a turbulent water jet (Paciaroni et al. 2004); the liquid core in an atomizing Diesel spray issuing into air at ~1 bar (Linne et al. 2006 and Idlahcen et al. 2012), 10-15 bar (Linne et al. 2013), 20 bar (Parker et al. 2012), and at 60 bar (Falgout et al. 2013); a laminar water jet in a cross-flow of air (Linne et al. 2005 and 2010); a rocket injector (Galland et al. 1995 and Schmidt et al. 2009); and an effervescent spray (Linne et al. 2010).” He also mentions all the locations where ballistic imaging instruments exist in:
“Two existing systems are capable of acquiring two images in rapid succession so that the images can be correlated to provide velocity of the liquid gas interface. These are located at Air Force Research Labs in Dayton, Ohio (USA) and at CORIA in Rouen, France. Currently, Chalmers is setting up a system capable of acquiring three images in rapid succession, in order to acquire two velocity images. The errors in the velocity images have been shown to lie within 1%-4.5% (Sedarsky et al. 2009), meaning that the two such images could be used to extract acceleration of the liquid/gas interface. Single image systems exist at Iowa State University in the US, RWTH University of Aachen in Germany, and at the Colorado School of Mines (CSM) in Colorado (USA). All of these systems use time-gating and so most of them are based upon short pulse Ti:sapphire lasers (the picosecond Nd:YAG-based system at the Colorado School of Mines is the exception (Parker et al. 2012)).”

**Numerical Simulation of the Kerr Effect Time-gating**

After primary investigations on effectiveness of Kerr effect time gating, we realized that in order to reach a significant improvement in image quality, careful design of the Kerr cell optical configuration needs to be conducted. In order to design the OKE (Optical Kerr Effect) shutter, a numerical model of the OKE time-gating was developed.

At the first step birefringence inside the cell was simulated. As a result of the strong electric field of the switching pulse, CS₂ molecules align with the polarization of the switching pulse, which result is a difference in the propagation velocity of the imaging pulse along two orthogonal axis, one parallel to the polarization of the switching pulse and the other
normal to that. Equation (1) predicts the difference in the refractive indices at position $r$ as a function of time (Idlahcen 2012):

$$\Delta n(r,t) = n_2 \int_{-\infty}^{t} I_p(r,t) \exp \left[ -\frac{t - \tau}{\tau_0} \right] \left\{ 1 - \exp \left[ -\frac{t - \tau}{\tau_r} \right] \right\} d\tau,$$

(1)

where $n_2$ (m$^2$/W) is the nonlinear optical index; $\tau_r$ corresponds to the rise time (response time of the molecules to the pump pulse electric field) and $\tau_0$ to the relaxation time of the birefringence effect. $I_p$ is the time-averaged envelope of the pump intensity. The pump pulse is Gaussian in time and space can be written as equation (2). $I_{p0}$ is the maximum switching pulse intensity, and $r_p$ and $\tau_p$ are, respectively, the spatial radius and time width of the switching pulse.
Inserting equation (2) into equation (1) and replacing the position vector with a \((x,y,z)\) coordinates system in which \(z\) is the direction of propagation for the switching pulse, and calculating the integral results in equation (3).

\[
I_p(r,t) = I_{p0} \exp \left[ -\frac{r^2}{r_p^2} \right] \exp \left[ -\frac{t^2}{\tau_p^2} \right], \quad (2)
\]

\[
\Delta n(f,t) = \frac{\sqrt{n_2 I_{p0} \tau_p}}{2} \exp \left[ -\frac{x'^2 + y'^2}{r_p^2} \right] \exp \left[ -\frac{t - z'/v_p}{\tau_0} \right]
\]

\[
\times \left\{ \text{erfc} \left[ \frac{\tau_p}{2\tau_0} - \frac{t - z'/v_p}{\tau_p} \right] - \exp \left[ \frac{\tau_p^2}{4\tau_0^2} + \frac{\tau_p^2}{4\tau_r^2} + \frac{\tau_p^2}{2\tau_0\tau_r} \right] \right\}, \quad (3)
\]

\((x',y',z')\) here are deduced from any point \((x,y,z)\) in the cell by a rotation of angle \(\theta\) around axis \(y\) and \(v_p\) is the group velocity of the pump pulse, which can be calculated from equation (4) where \(c\) is the speed of light, \(n(\lambda)\) is the refractive index of CS\(_2\), and \(n_g\) is the group refractive index.

\[
v_p = \frac{c}{n(\lambda_1) - \lambda_1 (dn/d\lambda)_{\lambda_1}} = \frac{c}{n_g(\lambda_1)}, \quad (4)
\]
As a result of the birefringence inside the Kerr cell, a phase difference, $\Delta \Phi$, occurs between two components of the imaging beam electric field along the polarization of the switching beam and orthogonal to it. The portion of the imaging pulse which transmits through the polarizer after the kerr cell can be calculated using the integral described in equation (5).

\[ S(x,y,\Delta t) = \int_{t_1}^{t_2} I_i(x,y,t-z/v_1) \sin^2 \left[ \frac{\Delta \Phi(x,y,z,v,\Delta t)}{2} \right] dt, \]

(5)

The phase $\Delta \Phi$ difference is calculated using $\Delta n$ and integrating along the propagation path of the imaging pulse:

\[ \Delta \Phi(x,y,z,t,\Delta t) = \frac{2\pi}{\lambda_1} \int_{-\infty}^{t} v_1 dt' \Delta n(t', \Delta t), \]

(6)

The parameter which determines the performance of the Kerr gate is the spatio-temporal transmission profile of the gate, which predicts the portion of the imaging pulse transmitting through the gate with respect to the delay and spatial coordinate from the center of the cell:

\[ G(x,y,t) = \sin^2 \left[ \frac{\Delta \Phi(x,y,z,v,\Delta t)}{2} \right], \]

(7)

Figure 24 illustrates a calculated transmission curve of the imaging pulse through the Kerr gate we have been using in our experiments prior to the numerical simulations as a function of delay with respect to the switching pulse. At zero delay, when the imaging pulse
crosses the switching pulse right at the center of the cell, about 5% of the imaging pulse is transmitted through the Kerr cell. The parts of the imaging pulse that are delayed with respect to the switching pulse, which means they reach to the center of the cell after the switching pulse, are transmitted in a lower degree. The full width at half maximum (FWHM) of the transmission curve of the cell is 6 picoseconds, which is too long for effective scattering noise reduction, because most of the multiply scattered photons are still transmitted through the gate even though they are delayed for a few picoseconds because of the longer path they travel through the scattering medium. This finding indicated that it would be important to use different parameters for the cell in order to increase the peak transmission and reduce the temporal FWHM of the transmission curve.

Figure 24- Numerical calculation of the transmission curve of a Kerr gate. Switching pulse properties:
wavelength = 800nm, Energy = 0.5 mj, beam diameter = 5mm Imaging pulse wavelength: 400 nm, switching and imaging pulse duration: 2ps, CS₂ cell light path length = 10mm, Angle between imaging and switching beam = 10deg.
Figure 25 illustrates the same computations for Kerr gates with the same specifications except for shorter imaging light path length inside the Kerr cell. The results show that as shorter path lengths are used, the time for which the gate is open decreases, which is good for filtering scattering noise. However, the peak transmission also decreases, which results in smaller amounts of imaging light transmitting through the gate, and in the case of imaging through optically dense scattering medium this reduction might mean that there will no longer be enough light to be recorded on the CCD detector. We can go from FWHM of about 5 ps for a 10mm long cell to about 2 ps for a 2mm long cell, but at the same time the peak transmission goes from 6 down to 1 percent. One way to compensate for the poor transmission of the Kerr gate could be using shorter duration switching pulses. Using shorter or more focused pulses increases the peak intensity at each pulse, which results in a greater transmission of the imaging pulses.

Figure 25- Numerical Calculation of the transmission curve of a Kerr gate with properties the same as figure 1 but with shorter light path lengths.
Numerical simulation of the Kerr cell transmission using different switching pulse durations for a 2mm long cell with the same switching pulse energy of 0.5 mj and 5 mm beam diameter is illustrated in figure 26. It is clearly observable that using shorter pulses increases the transmission of the imaging pulse up to three times while the time window for which the gate transmits imaging pulses gets even narrower.

![Graph showing transmission of imaging pulse](image)

Figure 26- Numerical simulation of the Kerr cell transmission curve using different switching pulse durations for a 2mm long cell with the same switching pulse energy of 0.5 mj and 5mm beam diameter.

Another more effective way of increasing imaging pulse transmission through the Kerr gate is focusing the switching beam into the cell. In that situation the peak intensity of the switching pulse goes higher and results in higher transmission of the imaging pulse. As illustrated in figure 27, by focusing the switching beam down to 1 mm beam diameter, theoretically we should be able to get up to 90 percent transmission of the imaging pulse at the peak using a 2mm long Kerr cell and 1800 fs switching pulse. However, in addition to broadening the transmission window of the Kerr gate in time, focusing the switching beam
results in a smaller area of effective switching performance. In other words, as the switching beam cross section inside the Kerr cell gets smaller, we may need to focus the imaging beam inside the cell too in order to have a larger portion of it transmitted through the limited active switching area of the cell. This focusing action of both beams into the Kerr cell might result in sacrificing transmission of higher spatial frequency components of the imaging beam as they are positioned at further distances from the beam center while the imaging beam is focused into the cell, which is in fact performing a form of spatial filtering on the imaging beam. The inherent spatial filtering of this design can improve the scattering noise filtering, which increases the contrast of resolved images of the object field.

Figure 27- Numerical simulation of the kerr cell transmission curve using different switching pulse diameters for a 2mm long cell with the same switching pulse energy of 0.5 mj and 1800fs pulses.

All these numerical simulations demonstrated the value of a redesign of the Kerr gate setup in order to get higher imaging beam transmission and narrower transmission time window
for more effective filtering of the scattering noise. One improvement was to modify the Kerr cell from a glass precision cell to a design with glass flat windows and aluminum cell body with adjustable light path-length to test different cell length and find the optimum.

**Experimental Measurements of the Kerr Effect Time-gating**

Figure 28 demonstrates the experimental setup of Kerr effect ballistic imaging at UC Irvine. The light source is a Ti-Sapphire laser amplifier generating pulses of 800 nm center wavelength, 100 fs duration, and 1.2 mj energy with repetition rate of 1 kHz. A doubling crystal (DC) with conversion efficiency of about 50% generates pulses of the same duration but at center wavelengths of 400nm. Using these converted blue pulses for imaging has several benefits including improving the diffraction limit of the imaging system, but the most important reason to use two different wavelengths for imaging (400 nm) and switching (800 nm) is to be able to avoid the scattering light noise from the switching pulse inside the Kerr cell (KC) from degrading the image recorded on the CCD by placing a color filter (F) in the system, which only lets the blue light to transmit and reach the CCD while blocking the scattered IR light. M1-2 are the dichroic mirrors that are used to separate the blue light from the IR after the doubling crystal. Almost half of the original pulse (0.6 mj) is converted to blue light and is used as the imaging pulse, and the rest remains IR and serves as the switching pulse. Polarization of the IR beam coming out of the doubling box is mostly horizontal (p-polarized). Polarization of the blue light, on the other hand, is mostly vertical (s-polarized). Maximum transmission of the imaging pulse through the Kerr gate occurs when the angle between the polarization axis of the imaging pulse and switching pulse is 45 degrees. Therefore, a half-wave plate (WP) is used at the output of the doubling box to
rotate the polarization of the blue pulse 45 degrees. Mirrors M3-M5 are used to direct the imaging beam through the delay line. M4-5 are mounted on a translation stage (TS2) in order to adjust the pathlength of the imaging beam. P1-2 are Glan polarizers. P2 is adjusted 45 degrees from the plane of incidence and P1 is used to adjust the intensity of the imaging beam in order not to saturate the CCD. A USAF resolution chart is used as a test target with different spatial resolution components to be imaged on the CCD. A 1 cm long glass scattering cell (SC) is placed right after the test target in order to simulate the scattering condition in the formation region of a Diesel spray. The glass cuvette contains hydrosol of polystyrene particles. In the scattering cell depicted in figure 28, the 400 micron diameter metal needle at the center is veiled behind the scattering particles. The blue image on the right shows how the scattered beam hits a screen placed after the cell. The scattered slight is then collected with a lens (L1) which is placed twice the focal length apart from the USAF chart. There is an adjustable aperture (A) placed behind the lens to reduce collection of light scattered by the particles at larger angles (spatial filtering) and to adjust the numerical aperture of the imaging system. The light collected by the lens is then focused inside the Kerr cell (KC). The Kerr cell consists of an aluminum housing with two parallel glass windows. The space between the windows is filled with carbon disulfide (CS₂) liquid. A Glan polarizer (P3) is placed right after the lens allowing the transmission of light with polarization parallel to P2. Use of P3 is necessary since the lens slightly alters the polarization of the imaging beam whereas for Kerr effect gating we need the light to be perfectly polarized entering the Kerr cell. After transmitting through the Kerr cell, the imaging beam goes through another Glan polarizer (P4) which is set perpendicular to P3, as a result of which, the imaging beam is completely blocked in the absence of the
switching pulse. The switching beam is also directed through a delay line (TS1) and focused inside the Kerr cell. The path lengths of the two beams must be precisely matched using the delay lines in order for the imaging pulse and the switching pulse to cross each other inside the Kerr cell at the same moment. The strong electric field of the switching pulse aligns the CS$_2$ molecules with itself and the liquid acts like an instantaneous wave plate which rotates the polarization of the imaging pulse, as a result of which, some portion of the switching pulse transmits through P3 at the presence of the switching pulse. The detector used in this setup is a 1.3 megapixel cooled Hamamatsu CCD array.

![Figure 28- Schematic of the Kerr effect Ballistic imaging Setup at UC Irvine](image)

After conducting the numerical simulation studies on the Kerr cell design parameters we also investigated various cell design parameters experimentally to figure the most practical cell design. Figure 29 illustrates the transmission curve for Kerr cells with different imaging light path lengths. Glass cuvettes of various lengths were used as CS$_2$ containers. For all of the experiments the same switching pulse with 1800 fs pulse duration, 5 mm beam diameter, 0.5 Joules per pulse energy, and 800 nm center wavelengths were used.
The imaging pulse properties was also similar in all cases with the same 1800 fs pulse duration, 4 mm beam diameter, 100 μw beam power at open gate condition, and 400 nm center wavelength with a 10 degree angle between the switching and imaging beam. At this stage the lenses were removed from the imaging and switching beams’ path and the two beams crossed each other in the Kerr cell without being focused inside the cell. As expected from the simulations, decreasing the imaging light path lengths inside the cell from 10 mm to 1 mm reduces the peak power transmission from 25 percent to 2.5 percent while shortening the full width at half maximum (FWHM) transmission from 11 ps to 2 ps.

The pathlength inside the Kerr cell is especially important when the two waves have different wavelengths and therefore different group velocity in the CS₂ liquid. For the case of an 800 nm switching wave and 400 nm imaging wave the blue wave travels faster in the Kerr cell than the IR pulse and therefore the imaging pulse catches up with the switching pulse even when it is delayed. This phenomena results in a longer transmission window for the imaging wave through the Kerr cell. A short path length inside the cell helps to shorten this transmission window since the imaging pulse has only a short time and space to catch up and pass through the switching pulse inside the cell in CS₂ liquid.

A 2 mm Kerr cell seems to be a compromise choice with a maximum transmission of 11 percent and FWHM transmission of 4 ps. However, both the maximum and FWHM transmission still are poor compared to what is required for efficient scattering noise reduction. Therefore we decided to work on another critical design parameter which is the switching pulse duration. We had our Ti-Sapphire amplifier redesigned to shorten the
delivered pulse durations to 100 fs with the same pulse energy which makes the switching peak power more than 20 times higher than the previous design. As illustrated in Figure 30, with all the other Kerr gate design parameters the same as the previous design, we were able to get more than twice the transmission out of the Kerr gate using 100 fs pulses compared to the old design with 1.8 ps pulses. FWHM transmission at the same time is reduced by a factor of two which makes the 100 fs design a significantly more efficient choice for the highly scattering noise reduction time-gating.

![Figure 29 - Transmission curve of Kerr gates using 1.8 ps switching pulses and various cell lengths.](image)

In order to get even higher transmission rate out of the Kerr gate one further possibility is to reduce the effective switching area by focusing the two beams into the cell. Figure 31 demonstrates that by focusing the two beams into 1mm diameter cross section area the
transmission improves by a factor of 5, which is convenient especially for cases of imaging through ultra-high density scattering media where the amount of transmitted light can fall below that needed for single shot imaging in case of low transmission rate of the Kerr gate. The FWHM transmission time on the other hand is increased, which is a sacrifice in the case of high scattering noise.

Figure 30- Transmission curve of Kerr gates using 100 fs switching pulses and various cell lengths
The measured transmission of the final Kerr cell design with 1.33 mm cell length, 100 fs pulse duration and focused beams inside the cell, and the corresponding numerical simulation of it is depicted in figure 32. Maximum transmission of the imaging pulse is around 40% in both the simulation and experimental measurement, while the temporal FWHM transmission window is around 1.1 ps in both cases. This final design is used for imaging through scattering cells with various characteristics to investigate the effectiveness of Kerr effect ballistic imaging through highly scattering media and to compare the BI performance with other methods, such as spatial filtering and ultra-short pulse digital holography. The results of these methods and the comparison are presented in the following chapter.
Figure 32 – The measured transmission of the final Kerr cell design (right) with 1.33 mm cell length, 100 fs pulse duration and focused beams inside the cell, and the corresponding numerical simulation (left).
CHAPTER 5

Results and Discussion

In this chapter the results are presented of imaging a USAF resolution chart veiled behind highly scattering media contained in an optical cuvette cell. The media characteristics were varied, including scattering particles’ size, number density of scattering particles, and optical depths. Four different optical techniques were explored: (1) inline digital holography, (2) off-axis digital holography, (3) spatial filtering imaging using an optical lens and aperture, and (4) time gating with the optical Kerr effect for ballistic imaging with and without an aperture. The ultimate goal is, for the first time, to compare between the effectiveness of these techniques to overcome the scattering noise in different quantifiable light scattering situations. More than 10 different scattering cells using polystyrene particles of different sizes suspended in water were generated and used to obtain the results. This type of scattering media is commonly used in studying multiple-scattering effect of droplet clouds in the spray diagnostics community (Linne 2013) because they are steady, reproducible, and sufficiently uniform for theoretical analysis and prediction. The optical depths of scattering cells (OD) were determined both analytically, using the scattering cross-section of the polystyrene particles in water and their number density according to the Beer-Lambert law, and experientially, measuring the ratio of non-scattered transmitted light to the incident light using optical power meters. Due to the the inherent difficulties and errors of measuring the true local number density of scattering particles and the intensity of non-scattered light (e.g., separating forward scattered light
from unscattered light ending up at the same detector location), the measured optical depths have an error of up to OD $\pm 1$. Despite this absolute uncertainty (a characteristic rarely mentioned in the literature) these optically dense solutions provide a comparative environment capable of demonstrating the effectiveness of any of the tested techniques relative to each other as the very same scattering cells were used to obtain the results in all the techniques. The OD measurement inaccuracy makes it difficult to compare between the results of different experiments presented in the literature especially because the details of measurement methods used and error analysis for optical depth are rarely included. For example, one key characteristic of the scattering condition, in addition to the optical depth, is the size of scattering particles, which is not carefully addressed in most of the literature. All the above mentioned difficulties in creating absolute criteria for similar scattering conditions in laboratories, makes it extremely valuable to set up different techniques at the same laboratory in order to use the very same scattering conditions as the basis for comparison between the effectiveness of different imaging techniques. This inter-method comparison is one of the key contributions of this dissertation research.

**Ultra-short Pulse Off-axis Digital Holography in Scattering Media**

The first technique discussed here is ultra-short pulse digital holography. 100 fs doubled frequency (from 800 nm doubled to 400 nm wavelength) pulses of a Ti:Sapphire amplifier are used to record digital holograms of a USAF resolution chart on a CCD detector. A scattering cell disturbs the imaging (object) wave on its path from the target to the CCD to simulate highly scattering conditions. Figure 33 demonstrates examples of holograms and reconstructed images of USAF test target when no scattering cell is placed in the path of
imaging beam. A normal optical shadow lens image of the test target made with the same light source is also included for comparison. This comparison image is what typical optical camera approach would produce. The focal length of the lens is 50 mm and the target and the CCD are placed 100 mm from the lens on opposite sides (i.e., a 4f setup). In reconstruction of any inline Gabor hologram the out of focus twin (conjugate) image of the object degrades the contrast of the reconstructed image. In off-axis holography, however, the conjugate wave is eliminated by filtering in the frequency domain, which results in better contrast reconstruction.

Figures 34, 35, and 36 show a comparison between shadow imaging using an optical lens, inline Gabor digital holography, and off-axis digital holography, all using 100 fs pulses of
blue (400 nm) light, looking at the USAF test target through a highly scattering environment. Even though in the case of no scattering cell the shadow images made with the lens look clearly better compared to the reconstructed holograms (figure 33), when the scattering cell is added, holography results in a considerably better image contrast. The higher the optical depth of the scattering cell is (as a result of greater number density of scattering particles), the difference between holography and shadow imaging with a lens is more significant. Because there is relatively sparse literature in ultra-short pulse holography, the reason for the contrast improvement has not been discussed in detail. Based on the work contained in this dissertation, however, it appears that the ultra-short coherence lengths of the light source can explain the improvement in contrast. In imaging the shadow using a lens, the light scattered by the particles reduces the signal to noise ratio of the recorded image on the CCD, which results in poor contrast. Holograms are shaped when the imaging wave interferes with the undisturbed reference wave:

\[
I_{hot} = |Img + Ref|^2 + |S|^2 = |Img|^2 + |Ref|^2 + Ref^* \times Img + Img^* \times Ref + + |S|^2
\]
• Depths of reconstruction = 205 mm
• 0.6 micron scattering particles
• OD = 5

\[ f = 50\text{mm lens shadow image} \]

\[ \text{Figure 34} - \text{Holograms and reconstructed images of USAF test target veiled behind OD 5 scattering hydrosol of 0.6 micron polystyrene particles.} \]

\[ S \text{ in equation (1) is the light scattered by the particles which is assumed to be no longer coherent with the imaging and reference wave and therefore it is just added to the intensity recorded on the hologram and does not interfere with the other waves. In the case of off-axis holography } \text{Ref}^* \times \text{Img} \text{ can be separated from the other terms in the frequency domain (figure 19) and from there the imaging beam phase and amplitude can be retrieved and the image of the object can be reconstructed. In the case of inline Gabor holography there is no separate reference beam, but the imaging wave itself consists of a part diffracted by the object, Img}_o, \text{ and a part which is undisturbed that acts like a reference wave, Img}_R. \text{ These two parts of the imaging wave interfere with each other and form a hologram which is recorded on the CCD:} \]

\[ I_{hol} = |Img|^2 + |S|^2 = |Img}_R + Img}_o|^2 + |S|^2 \]
\[ = |Img}_R|^2 + |Img}_o|^2 + Img}_R^* \times Img}_o + Img}_R \times Img}_o + |S|^2. \]
This time though, as opposed to the off-axis hologram, the DC and conjugate cross terms are not separated in the frequency domain and they degrade the reconstruction. In low or moderate scattering condition \( \text{Im}g_R \) is relatively large compared to \( S \) and \( \text{Im}g_0 \). Therefore, all DC terms are relatively small compared to the terms that are multiplied by \( \text{Im}g_0 \). This explains how inline holography helps to improve the signal to noise ratio in low and moderate scattering conditions (figures 34 and 35). In cases of severe scattering conditions though, \( S \) is much larger than \( \text{Im}g \). This is when the use of a separate off-axis reference wave becomes necessary to increase the amplitude of the reference and to be able to separate the cross term in the frequency domain and filter out most of the scattered noise in the reconstruction process. In the case of OD 9 scattering (figure 36) the USAF chart is completely covered by the scattering cell when being imaged using a lens. Making an inline
Gabor hologram is not sufficient to retrieve the lost image of the object, even though it helps. Using a separate off-axis reference wave, however, significantly improves the contrast of the reconstructed image. Figure 37 demonstrates similar results for 6 micron diameter scattering particles. The most important difference between these particles and the 0.6 micron particles that were previously discussed for this problem is their Mie scattering profile. The size factor of 6 micron particles for 400 nm wavelength light is 15, whereas it is 1.5 for 0.6 micron particles.

Figure 36 – Holograms and reconstructed images of USAF test target veiled behind OD 9 scattering hydrosol of 0.6 micron polystyrene particles.
Figure 37 – Holograms and reconstructed images of USAF test target veiled behind OD 5 scattering hydrosol of 6 micron polystyrene particles.

Figure 38 – Holograms and reconstructed images of group 2 of USAF test target veiled behind OD 7 scattering hydrosol of 6 micron polystyrene particles.
This relatively large size factor results in a much greater forward scattering lobe in the Mie scattering profile of the particle. Forward scattered photons travel a shorter path through the scattering medium and many of them are still partially coherent with the undisturbed reference wave. These group of photons interfere with the reference wave and some of the other scattered photons, which makes the coherence filtering less effective. The speckles observable in both inline and off axis holograms and their reconstructed images are a result of this random interference. The other difficulty associated with relatively large scattering particles is their relative size with respect to the features in the object field (e.g. liquid core structure in Diesel sprays, or the USAF test target in the results presented here). Smaller ratios of target feature size to scattering particles’ size make spatial filtering inherent in the reconstruction process less effective to resolve the target. That is because, in the process of extracting the cross term from the recorded hologram in the frequency domain (figure 19), the size of the evaluation square area around the cross term signal in the frequency domain determines the smallest feature resolved in the reconstructed image. That is, the larger the square including the cross-term, the higher the resolution.

Therefore, the referred-to square should be chosen big enough to contain high frequency components of the object beam needed for resolving smaller target features in the object field. At the same time, higher frequency components, which contain noise from the scattering particles and speckles, should be avoided by not choosing a square larger than is needed. Choosing a properly sized zone of exclusion for extracting the cross term is not feasible if the ratio of target size to scattering particle is small especially when the scattering environment is very dense (OD > 6). Therefore in the result presented in figure 38, for instance, group 2 of the USAF resolution chart, which contains larger elements
compared to group 3, is used as a target. In comparison with lens shadow imaging and inline Gabor holography, the off-axis holography has resolved the target elements with a significantly higher contrast.

Going to higher optical depths (like OD 10) with 6 micron scattering particles, a 400 micron diameter needle is used as target in the results presented in figure 39. The problem of imaging through such a dense scattering environment is more than multiple scattering noise, which is mostly overcome with coherence filtering. The other barrier in such cases seems to be that the scattering media is so dense that the scattering 6 micron particles are placed close enough to each other that their collected clusters form an opaque wall that covers objects as large as a few hundred microns. That is, even if the multiply scattered photons are perfectly filtered, the single scattered photons off the scattering particles in such a dense environment cannot penetrate the larger composite obstacles, which prevents the image of the target object to be resolved properly. In the reconstructed image of the off-axis hologram in figure 39, only a vague shadow of the target needle is visible behind the randomly shaped threads comprised of scattering particles.
Coherence Filtering versus Spatial Filtering

As explained earlier, there is low pass spatial frequency filtering inherent in the process of reconstructing an off-axis digital hologram. On top of that, as a result of the limited size of an ultra-short pulse digital hologram (explained in chapter 4), the numerical aperture and resolution of the reconstructed image are also limited. In order to investigate how much of the improvement observed in DH (previous section) is because of the inherent low pass spatial frequency filtering in off-axis DH, and how much of it is a result of ultra-short pulse coherence filtering, shadow images of the USAF test target were recorded using an adjustable aperture placed at the optical lens plane. This permitted the system to match the numerical aperture of the lens images with that in the reconstructed digital holograms. Results demonstrated in figure 40 show the comparison between shadow images made
with the aperture, shadow images made without the aperture, and reconstructed digital holograms. The numerical aperture is matched for DH and aperture lens imaging. In addition to that, the same low pass filters have been applied in the frequency domain of all images in order to demonstrate a fair comparison between them. Using an aperture at the lens plane reduces the numerical aperture of the imaging system. The aperture used to capture the images in the 2nd is adjusted to a diameter of 2.25 mm. An optical lens with focal length of 50 mm is used to form the images. The test target and CCD detector are placed 100 mm apart from the lens at opposite sides, which forms a 4f imaging setup with magnification of 1 and numerical aperture of 0.01125. The size of the holograms used for reconstruction are matched with the diameter of the aperture, and the depth of reconstruction is matched with the distance between the lens plane and image plane (100 mm) in order to acquire the same numerical aperture as the aperture lens system. The angle between the object wave and the reference wave constructs a fringe spacing of 25 microns in the off-axis digital holograms, which is large enough for the interference pattern to cover all of the hologram. The Abbe diffraction limit \( d = \frac{\lambda}{2NA} \) for this imaging system is equal to 18 microns, which matches the size of the smallest element in group 4 of the USAF test target. Group 4 of the USAF chart is resolved in all cases in figure 40 showing that the imaging systems are diffraction limited. Using an aperture improves the contrast of images captured through highly scattering media compared to the ones made with no aperture. However, this improved contrast is achieved by sacrificing the spatial resolution, as some smaller elements of the test target are not resolved in aperture lens images. In reconstructed digital hologram images (bottom row), on the other hand, both good
contrast and diffraction limited resolution are achieved at the same time as a result of the coherence filtering inherent in off-axis DH, as explained earlier.

Figure 40– Holograms and reconstructed images of group 4 of USAF test target veiled behind scattering hydrosol of 0.6 micron polystyrene particles compared with shadow images made with a f = 50 mm lens (4f setup) and an aperture placed at the lens plane. Numerical aperture of both holograms and aperture lens system is matched at 0.01125.

Figures 41 and 42 demonstrate similar results made using 6 micron scattering particles and different groups of elements on the USAF resolution chart. The results show clearly that off-axis digital holography provides better contrast and resolution compared to shadow imaging using an optical lens with identical numerical aperture especially at harsh scattering conditions.
Figure 41 – Holograms and reconstructed images of group 2 of USAF test target veiled behind scattering hydrosol of 6 micron polystyrene particles compared with shadow images made with a f = 50 mm lens (4f setup) and an aperture placed at the lens plane. Numerical aperture of both holograms and aperture lens system is matched at 0.015.

Figure 42 – Holograms and reconstructed images of group 3 of USAF test target veiled behind scattering hydrosol of 6 micron polystyrene particles compared with shadow images made with a f = 50 mm lens (4f setup) and an aperture placed at the lens plane. Numerical aperture of both holograms and aperture lens system is matched at 0.015.
3D Imaging Capability of Digital Holography

One significant advantage of digital holography over optical imaging using a lens is the capability of reconstructing a single digital hologram at various depths and creating a 3D image of the object field. Figure 43 demonstrates a digital hologram of a field of 40 micron glass particles in water reconstructed at two different depths. At each reconstruction depth some particles are resolved in focus and others are out of focus. By detecting the depth at which each particle is in its best focus, a 3D model of the particle field can be reconstructed. While the top row in figure 43 is captured in a condition where only 40 micron particles are in the field, the bottom row is acquired at a condition where 40 micron particles are surrounded by 0.6 micron polystyrene particles which partially simulate the turbid medium of dense sprays. The number density of small polystyrene particles is much higher than for the larger glass particles. The optical depth generated by the small particles is measured to be approximately OD 8.

The results indicate that even in harsh scattering conditions the off-axis ultra-short pulse digital holography technology is capable of depth detection for the relatively large objects in the field. This 3D feature is especially important for looking at the 3D structure of the liquid core in the formation region of dense sprays.
Figure 43- reconstructing an off-axis ultra-short pulse digital hologram of a field of 40 micron glass particles in water at different depths.

Kerr Effect Ballistic Imaging in Scattering Media

As mentioned in previous chapters, Kerr effect ballistic imaging is the most promising state of the art technology being used at various research labs around the world for imaging the fluid structure inside the formation region of dense sprays (Linne 2013). Ultra-short pulse off-axis digital holography that is proposed for the same application in this dissertation has never been mentioned in the literature as an effective technology to overcome the multiple scattering noise in the formation region of dense sprays. In order to prove the effectiveness of the proposed technology, a state of the art Kerr effect ballistic imaging setup was designed and built at UC Irvine. The setup has been optimized using numerical simulations and experimental investigations in order to show the best possible performance for the
goal application (details in chapter 5). Figure 44 demonstrates images made with the ballistic imaging setup. A 4f imaging setup with magnification of 1 using a 1 inch diameter convex optical lens with focal length of 200 mm is used to record the presented images. The row on the bottom is made when the polarizers before and after the Kerr cell (P3 and P4 in figure 28) are set parallel and the switching beam is blocked before the cell. This mode of the system is called 'open gate', which means that most of the light transmitted through the scattering cell can continue on its path to the CCD detector. The ‘open gate’ mode is actually a shadow imaging system making use of an optical lens. An adjustable aperture is placed at the lens plane to limit the numerical aperture and perform spatial filtering (the column on right). The polarizers before and after the cell also perform polarization filtering for rejecting photons with a considerable polarization change as a result of scattering. The images on the top row of figure 44 are captured through the ‘Kerr gating’ mode of the apparatus. The polarizer after the Kerr cell is set orthogonal to the one before the cell, which means almost no light transmits through the Kerr gate when the switching beam is blocked. At the presence of the switching pulse, however, there is a 1 picosecond transmission window (figure 32), letting only the first group of transmitted photons which are not delayed more than 1ps through the scattering environment make their way to the CCD detector. All the images presented in figure 44 are acquired at a condition when no scattering cell is placed in the path of the imaging pulse. These images are just references to show how the system performs in an uncompromised regular condition.
The images made in open gate mode have clearly achieved better resolution. Smaller elements are resolved in open gate mode and edges of large elements are sharper in these images. The resolution degradation in time gating mode is not a surprise as the numerical aperture is limited by the switching beam diameter at the Kerr cell. The transmission through the Kerr gate is proportional to the intensity of the switching beam at each point in the Kerr cell (chapter 5) and the switching beam intensity decays exponentially in the radial direction because of the Gaussian beam profile. Since the Kerr cell is placed at the Fourier plane of the lens (focal distance) the lower frequency components of the wave are transmitted through the center of the switching with higher transmission and the higher frequency components are transmitted further from the center with lower transmission.
rate. This frequency dependent transmission acts like a low pass filter which reduces the numerical aperture of the imaging system in time gating mode and sacrifices the resolution and sharpness of the acquired image. When an aperture is used at the lens plane to reduce the numerical aperture of the imaging system (right column) to level comparable to that caused by the intensity effects of the gating pulse, the open gate and Kerr gated modes acquire images more similar in terms of edge sharpness. Since the aperture acts like a low pass filter itself, the low pass filtering inherent in Kerr gating mode has a smaller effect and makes less changes to the outcome.

Figure 45 - Kerr effect ballistic imaging of group 2 USAF resolution target through 0.6 micron scattering particles media of various optical depths at ‘open gate’ and ‘Kerr gated’ modes.
Figure 45 demonstrates images of the USAF resolution chart group 2 elements veiled behind glass cells containing hydrosols of 0.6 micron polystyrene particles with various optical depths. Gated mode images show better contrast compared to open gate mode especially in denser scattering conditions. However, the difference between gated and open gate mode when an aperture is used seems less significant, which indicates that most of the improvement in contrast of the images acquired through time gating mode is a result of its low pass nature rather than the 1 ps time gating. This natural low pass filtering effect of time gating has not been appreciated in the ballistic imaging literature. Figure 46 demonstrates similar results for the case of 6 micron scattering particles. As with the previous set of results, there is more significant improvement observable between gated and open gate mode when the aperture is removed from the lens plane. One way to improve the resolution of the Kerr gated imaging mode and resolve smaller features is to use a stronger optical lens for imaging with shorter focal lengths. Using the same switching beam profile means the instantaneous virtual aperture inside the Kerr cell remains the same size. Therefore, using a shorter focal length lens for imaging improves the effective numerical aperture of the imaging system inversely proportional to the imaging focal length. For a more complete evaluation, it is important to test smaller target elements, as Kerr effect ballistic imaging is believed to be more effective in harsh scattering conditions when other simpler filtering techniques such as spatial filtering are not sufficient. These smaller elements are examined in the following results.
Figure 46 - Kerr effect ballistic imaging of group 2 USAF resolution target through 6 micron scattering particles media of various optical depths at ‘open gate’ and ‘Kerr gated’ modes.

Images presented in figures 47 and 48 were captured using an optical lens with focal length of 100 mm in a 4f imaging setup which creates a numerical aperture twice as large as compared to the imaging system used in figures 45 and 46. Figure 47 illustrates results of Kerr effect ballistic imaging of group 4 on the USAF test target through 0.6 micron particles scattering cells in gated and open gate modes. In the case of no scattering and (OD = 0) the open gate mode clearly provides higher resolution and better contrast images. In moderate scattering (OD = 5) when the aperture is not used to limit the numerical aperture, gated mode shows better contrast compared to open gate mode even though in the open gate
case smaller elements are resolved with sharper and more recognizable edges. When an aperture is used in both modes, however, open gate mode still results in better contrast. In the high scattering condition (OD = 7) when an aperture is not used the gated image has better contrast compared to the open gate image. When the aperture is used, both gated and open gate images are of about the same quality.

In harsh scattering (OD = 9) when an aperture is not used the chart elements are not resolved clearly in gated mode. With an aperture the gated image looks considerably
improved compared to the open gate image. In ultra-harsh scattering conditions (OD > 10) almost all the modes of the imaging system fail to resolve the target except for a vague shadow observable in the open gate with aperture mode. Figure 48 illustrates a similar comparison for 6 micron scattering particles and group 3 on the USAF chart. It is observable that in no and moderate scattering the open gate mode demonstrates better image quality while in high and harsh scattering conditions the target is more clearly resolved in gated images. In the ultra-harsh scattering environment again all modes of the imaging system fail to resolve the test target. These results show that in general Kerr effect ballistic imaging can be effective to partially overcome the multiple scattering noise in environments with optical depth between 7 to 10 with scatterers having particle size factors of 1.5-15.
Ultra-short Pulsed Digital Holography versus Ballistic Imaging

Based on the results presented in this chapter so far, both ultra-short pulse off-axis digital holography and Kerr effect ballistic imaging were proven effective to partially overcome the multiple scattering noise caused when imaging through highly scattering media. In order to compare between these two techniques, images made from the same test targets and through the same scattering cells were made by both of these techniques. These images are illustrated in figures 49 through 51. Images illustrated in figure 49 are made from group 4 of the USAF test target through scattering cells containing 0.6 micron...
particles. Ultra-short pulse off-axis digital holography images show clearly better contrast compared to Kerr effect ballistic images in this group of results. The time gate applied through coherence filtering in ultra-short pulse off-axis holography is on the order of the coherence length of the light source (100 fs), which is one order of magnitude shorter than the Kerr effect time gate (FWHM = 1.1 ps). This shorter time gate results in more effective filtering of the stretched imaging pulse in order to improve the signal to noise (multiple scattered) ratio. Images in figures 50 and 51 are made from group 3 and group 2 on the USAF test target scattered through hydrosols of 6 micron polystyrene particles. Images reconstructed from digital holograms still demonstrate better contrast compared to Kerr effect ballistic images especially in higher optical depths. The contrast advantage of reconstructed holograms over ballistic images is more significant for smaller scattering particles in figure 49 compared to larger scattering particles as were used in figures 50 and 51. As explained earlier in this chapter, 6 micron particles have much greater forward scattering lobes, which results in more speckle corruption in the recorded holograms. Speckles consist of higher frequency components compared to uniform noise, which makes the filtering process in numerical reconstruction less effective.
Figure 49- Ultra-short pulse off-axis digital holography and Kerr effect ballistic imaging of group 4 USAF resolution target through 0.6 micron scattering particles media of various optical depths.

Figure 50- Ultra-short pulse off-axis digital holography and Kerr effect ballistic imaging of group 3 USAF resolution target through 6 micron scattering particles media of various optical depths.
Figure 51- Ultra-short pulse off-axis digital holography and Kerr effect ballistic imaging of group 2 USAF resolution target through 6 micron scattering particles media of various optical depths.
Summary and Conclusions

Imaging the formation region of dense sprays (e.g., Diesel sprays) is an important element to understand the fluid dynamic process of spray disintegration. Because of complicated nonlinear fluid dynamics governing equations in liquid phase disintegration, no theoretical solution to the process has been found to the date. Numerical solutions of the governing equations include substantial simplifying assumptions. Therefore, experimental results are required to validate the numerical simulations and their inherent simplifications. The optically thick cloud of droplets surrounding the formation region of dense sprays makes non-intrusive experimental data acquisition extremely difficult in this region. One major barrier for optical access to the formation region of dense sprays is the phenomenon of multiple scattering. That is, at least figuratively, most of the light photons which intrude into the formation region of dense sprays are bounced off the surrounding droplets so many times (multiple scattering noise) that they can no longer be used for forming an intelligible image of the liquid structure. Statistically, a few photons that have not been scattered by the surrounding droplets, and whose original characteristics (such as propagation direction) have not been altered significantly (signal) can be used to form a “ballistic” image of the liquid structure of the formation region. Filtering techniques are required, however, to filter out the multiple scattering noise and produce a signal to noise ratio sufficient for the detector to record an image. The simplest and most effective way to reduce the multiple scattering noise is spatial filtering. Reducing the numerical aperture of
the imaging system in order to filter high frequency noise helps to improve the signal to noise ratio because photons scattered widely are blocked in favor of those contained in the narrow solid angle around the optical axis. These near-axis photons have generally been scattered less frequently. The most important limitation of spatial filtering is sacrificing the resolution of the imaging system as the high frequency image components are removed, especially in severe scattering conditions.

Another way to filter out the multiple scattering noise, which is highly accredited in the dense sprays diagnostics literature, is to time gate the imaging signal. When an ultra-short laser pulse intrudes into a highly scattering medium its length stretches by the time it exits the scattering environment as a result of multiple scattering phenomena. The multiply scattered photons (corrupted photons) are therefore mostly in the tail of the output pulse, since they have travelled a longer path through the scattering medium as they are delayed from the bouncing off many droplets. The non-corrupted photons are mostly in the forehead of the output pulse, as they have travelled a shorter path through the scattering environment. Using an ultra-fast shutter, it is possible to only let the forehead of the output pulse proceed to the detector and to block the output pulse tail, thereby improving the signal to noise ratio. Carbon disulfide ($\text{CS}_2$) liquid is commonly used in glass window cells to construct an ultra-fast Kerr effect optical shutter using ultra-short pulsed Ti:Sapphire lasers. The transmission window of these Kerr effect shutters is limited to the relaxation time of $\text{CS}_2$ molecules (around 1 picosecond). Using numerical simulation of birefringence phenomenon a Kerr effect ballistic imaging setup was carefully designed and constructed at UC Irvine. The full width at half maximum (FWHM) transmission window of the apparatus
was measured to be 1.1 picoseconds, which matched the results of companion numerical simulations. The majority of the published literature on ballistic imaging in dense sprays does not provide a direct comparison between ballistic images and regular shadow imaging of the subject examples (e.g. Linne et al. 2005, Linne et al. 2006, Linne et al. 2010, Linne et al. 2013, Paciaroni 2004, Paciaroni et al. 2004). These published works present time-gated ballistic images of the subject sprays, but no regular shadow images are presented for comparison. In addition, some published work demonstrates comparison between ballistic imaging and regular imaging without careful reporting of the numerical aperture used in each case (e.g. Linne et al. 2009, and Mathieu et al. 2014). The contrast improvement shown in these works can be partially related to the smaller effective numerical aperture of the imaging system in time-gated mode considering that limiting the numerical aperture of imaging systems is specifically effective for reducing the scattering noise, particularly for relatively small scattering particles (e.g., 0.6 micron scattering particles used in Mathieu et al. 2014). Some published research studies have also claimed measured improvement contrast ratio of the ballistic images compared to the regular shadow images without demonstrating the images (e.g. Rahm et al. 2014, Rahm et al. 2015). The contrast ratio is not always a good measure of image quality and it is often difficult to relate contrast ratio improvement with visible image quality improvement. In this dissertation results of Kerr effect ballistic imaging through various scattering conditions were presented in both gated and open gate modes to provide a direct comparison and investigate the effectiveness of the technique. An adjustable aperture was used in the lens plane of the imaging system in both modes and results are presented, both in the presence of the aperture and when the aperture is removed, to demonstrate the effect of spatial filtering (limiting the numerical
aperture). The Kerr effect ballistic imaging apparatus was demonstrated to effectively improve the contrast and resolution of images captured from USAF test targets veiled behind scattering hydrosols of polystyrene particles with optical depths (OD) between 7 to 10 (harsh scattering condition). The image quality improvement, however, was not as significant as implied by the literature. Multiple scattering noise is solely reported as the barrier for imaging through highly scattering media in dense spray diagnostic literature. Results presented in this dissertation suggests however that, especially in case of ultra-harsh scattering conditions (OD > 10), the scattering medium becomes so dense that regardless of the multiple scattering, effective imaging of the targets veiled behind or inside the medium is not possible. For the case of relatively small ratio (< 20) of target features' sizes (around 60 micron for group 2 and 3 of USAF chart) to scattering particles size (e.g. 6 micron polystyrene particles) when the scattering environment is extremely dense (OD > 10) the scattering particles come so close to each other that they act like larger objects and they block the view of target features behind them even if all multiple scattering noise is filtered out. For the case of smaller scattering particles (e.g. 0.6 micron) as the number density of polystyrene particles in water becomes extremely high (OD > 10) the hydrosol acts more like a uniformly defusing medium (i.e., rather than as a scattering medium) with an index of refraction higher than that of the carrier liquid water, and there is no longer ballistic and snake photons at the forehead of the output pulse to be singled out and used to form an image of the imaging target.

Ultra-short pulse off-axis digital holography is an alternative technique, proposed in this dissertation, to image 3D structured targets surrounded by or veiled behind highly
scattering media. The 3D structure of the liquid core in the formation region of dense sprays is a good example of such imaging targets. Holography is an interference based wave optics technique which requires a coherent light source. The extremely short coherence length of ultra-short pulsed lasers (around 30 microns for 100 fs pulses) such as Ti:Sapphire amplifiers do not make them best choices for holographic imaging. The limited work that has been published on ultra-short pulse digital holography has focused on inline digital holography (Nicolas et al. 2007), as short coherence length light sources cause less difficulty for inline holography. Relatively recently, an attempt to integrate inline digital holography with Kerr effect time gating was made at UC Irvine (Trolinger et al. 2011). The light source used in the UC Irvine ballistic holography setup generated 10 ps duration pulses which are too long for effective ballistic imaging. Theoretical and experimental studies presented in this dissertation show that off-axis femtosecond digital holography is a more suitable choice for imaging through highly scattering media. Although very careful alignment is required for 100 fs pulses to properly record an off-axis digital hologram and while limited hologram size and achievable spatial resolution is caused by the ultra-short coherence length of the light source, the separation of the cross term in frequency domain, which takes place only in off-axis holography, creates an opportunity for ultra-short (100fs) coherence time-gating which is much more effective for imaging through moderate and harsh scattering conditions (5 < OD < 10) compared to the more standard 1 ps time-gate window in Kerr-effect time gating. The results presented in this dissertation demonstrate significant improvement of image contrast and spatial resolution for the case of imaging through smaller scattering particles (in order of magnitude of imaging light wavelength) compared to regular spatial filtered optical lens shadow imaging and Kerr
effect ballistic imaging. Due to larger forward scattering and speckle noise, in the case of larger scattering particles (around 10 times larger than the imaging wavelength) the image quality improvement is not as significant, but the gain is still considerable compared to Kerr effect time gating. Considering the unlimited depth of field of the holography setup proposed in this dissertation (i.e., where forward scattered light from the imaging target is used to form holograms), and recognizing the capability of reconstructing the target object field at different depths (3D), the ultra-short pulse off-axis digitally holography technique proposed in this dissertation was demonstrated to be a reliable choice for imaging 3D target structures such as intact liquid cores through highly scattering media.

**Future Directions**

Applying ultra-short pulse off-axis digital holography on atomizing sprays, such as in high pressure Diesel sprays, would help to characterize the technique under real conditions. Imaging through high-pressure environments requires dealing with additional difficulties such as pulse broadening which needs to be addressed in order to design an optimized 3D imaging apparatus for high pressure Diesel sprays. Numerical simulation of the digital holograms made through highly scattering media helps to study and optimize the technique more accurately. Monte Carlo simulations commonly used for modeling light propagation in scattering environments neglect the interference phenomenon, which is not an accurate assumption when using partially coherent light sources such as the ultra-short pulsed lasers used for Kerr effect ballistic imaging, especially when scattering particles have large forward scattering lobes. Neglecting interference makes Monte Carlo simulations in the format they are currently applied incapable of simulating holographic
imaging in turbid media. Therefore theoretical modifications are required to make the simulations results more reliable under realistic operating conditions.
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