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We are witnessing a new era that offers new opportunities to conduct scientific research with the help of recent advancements in computational and storage technologies. Computational intensive science spans multiple scientific domains, such as particle physics, climate modeling, and bio-informatics simulations. These large-scale applications necessitate collaborators to access very large data sets resulting from simulations performed in geographically distributed institutions. Furthermore, often scientific experimental facilities generate massive data sets that need to be transferred to validate the simulation data in remote collaborating sites. A major component needed to support these needs is the communication infrastructure which enables high performance visualization, large volume data analysis, and also provides access to computational resources. In order to provide high-speed on-demand data access between collaborating institutions, national governments support next generation research networks such as Internet 2 [1] and ESnet (Energy Sciences Network) [2]. Delivering network-as-a-service that provides predictable performance, efficient resource utilization and better coordination between compute and storage resources is highly desirable.

In this paper, we study network provisioning and advanced bandwidth reservation in ESnet for on-demand high performance data transfers. We present a novel approach for path finding in time-dependent transport networks with bandwidth guarantees. We plan to improve the current ESnet advance network reservation system, OSCARS [3], by presenting to the clients, the possible reservation options and alternatives for earliest completion time and shortest transfer duration.
The Energy Sciences Network (ESnet) provides high bandwidth connections between research laboratories and academic institutions for data sharing and video/voice communication. The ESnet On-Demand Secure Circuits and Advance Reservation System (OSCARS) establishes guaranteed bandwidth of secure virtual circuits at a certain time, for a certain bandwidth and length of time. Though OSCARS operates within the ESnet, it also supplies end-to-end provisioning between multiple autonomous network domains. OSCARS gets reservation requests through a standard web service interface, and conducts a Quality-of-service (QoS) path for bandwidth guarantees. Multi-protocol Label Switching (MPLS) and the Resource Reservation Protocol (RSVP) enable to create a virtual circuit using Label Switched Paths (LSP’s). It contains three main components: a reservation manager, a bandwidth scheduler, and a path setup subsystem [3,4]. The bandwidth scheduler needs to have information about the current and future states of the network topology in order to accomplish end-to-end bandwidth guaranteed paths.

The OSCARS bandwidth reservation system keeps track of changes in the network status and maintains a topology graph $G$ which can simply be described as follows. Every port in a router has a maximum bandwidth available for reservation, and each network link connecting two ports (providing communication from one router towards another one) has an “engineering metric” related to the link latency. The web service interface enables users to allocate a fixed amount of bandwidth for a time period between two end-points in the network. A reservation request $R$ contains: source and destination end-points, requested bandwidth, and the start/end times, $R=\{n_{source}, n_{destination}, M_{bandwidth}, t_{start}, t_{end}\}$. Since there might be bandwidth guaranteed paths in the system that are already fully or partially committed, the reservation engine needs to ensure availability of the requested bandwidth from source to destination for the requested time interval. In order to eliminate over commitment, committed reservations between $t_{start}$ and $t_{end}$ are examined, and a snapshot graph $G'$ of the network topology is generated by extracting available bandwidth information for each port in the time period $(t_{start}, t_{end})$. $G'=G(t_{start}, t_{end})$ represents status of the network in advance. The shortest path on $G'=G(t_{start}, t_{end})$ from source to destination is calculated based on the engineering metric on each link, and a bandwidth guaranteed path is set up to commit and eventually complete the reservation request for the given time period.

On the other hand, if the requested reservation cannot be granted, no further suggestion is returned back to the user by OSCARS, except a failure message. In such a
situation, users have to go through a trial-and-error sequence, and may need to try several advance reservation requests until they get an available reservation. Further, there is no possibility from the user’s view-point to be aware of the other possible options that might fit better into his/her requirements. In other words, users cannot make an optimal choice. Moreover, the current method of selecting a path may lead to ineffective use of the overall system such that network resources may not be used as optimally as possible. Therefore, our goal is to enhance the OSCARS reservation system by extending the underlying mechanism to provide a new service in which users submit their constraints and the system suggests possible reservation requests satisfying users’ requirements.

In our algorithm, instead of giving all reservation details such as amount of bandwidth to allocate between start/end times, users provide maximum bandwidth they can use, total size of the data requested to be transferred, the earliest start time, and the latest completion time. Moreover, users can set criteria such that they would like to reserve a path for earliest completion time or reserve a path for shortest transfer duration. Such a request can be represented as: \( R_s = \{n_{\text{source}}, n_{\text{destination}}, M_{\max \text{bandwidth}}, D_{\text{data size}}, t_{\text{EarliestStart}}, t_{\text{LatestEnd}}\} \). The maximum bandwidth is related to the capability of the client and server hosts between source and destination end-points. Even if the network can provide a higher bandwidth than the maximum requested, the user may not be able use all the available bandwidth due to some other limitations and bottlenecks in the client and server sites. The reservation engine finds out the reservation \( R = \{n_{\text{source}}, n_{\text{destination}}, M_{\text{bandwidth}}, t_{\text{start}}, t_{\text{end}}\} \) for the earliest completion or for the shortest duration where \( M_{\text{bandwidth}} \leq M_{\max \text{bandwidth}} \) and \( t_{\text{EarliestStart}} \leq t_{\text{start}} < t_{\text{end}} \leq t_{\text{LatestEnd}} \).

The foremost question is how to find the maximum bandwidth available for allocation from a source node \( n_{\text{source}} \) to a destination node \( n_{\text{destination}} \). The Max-bandwidth path algorithm is well known in quality-of-service (QoS) routing problems in which a path is constructed from source to destination given that each link is associated with an available bandwidth value. The bandwidth of a path is the minimum of all links over the path. Max-bandwidth path is a slightly modified version of Kruskal and Dijkstra’s algorithms with the same asymmetrical time complexity [5]. However, we deal with a dynamic network such that the bandwidth value for every link is time dependent, \( \text{link} = e(\text{Router} A_{-}\text{port1}, \text{Router} B_{-}\text{port2}) \) and \( \text{linkbandwidth}(t) \). Graph algorithms for time-dependent dynamic networks has been studied in the literature especially for max-flow and shortest path algorithms [6,7,8]. The most common approach is the discrete-time algorithms in which the time is modeled as a set of discrete
values and a static graph is constructed for every time interval. As an example, [9] uses time-expanded max flow for data transfer scheduling, [6] presents various shortest path algorithms for dynamic networks with time-dependent edge weights. The following example is given to clarify the dynamic max-bandwidth problem. Assume a vehicle wants to travel from city A to city B where there are multiple cities between A and B connected with separate highways. Each highway has a specific speed limit but we need to reduce our speed if there is high traffic load on the road, and we know the load on each highway for every time period. The first question is which path the vehicle should follow in order to reach city B as early as possible. Alternatively, we can delay our journey and start later if the total travel time would be reduced. Thus, the second question is to find the route along with the starting time for shortest travel duration. Time-dependent graph algorithms mainly focus on those two questions. However, we are dealing with bandwidth reservation where allocation should be set in advance when a request is received. If we apply this condition to the example problem described above, we have to set the speed limit before starting and cannot change that during the journey. Therefore, known algorithms do not fit into our problem domain. This distinguishes our path calculation from other time-dependent graph algorithms in the literature.

The outline of our approach is as follows. We divide the given search interval into several time windows, and keep snapshots of the network topology about the available bandwidth status for every link in each time window. This information is updated on-the-fly every time a reservation request is committed and stored for further processing during the path calculation phase. A time window represents a period of time in which we have a stable discrete status in terms of available bandwidth over the links. For example, if we have three committed reservations with allocated bandwidth for their time periods \( r_1=\{b_1, t_1, t_3\}, r_2=\{b_2, t_2, t_5\}, r_3=\{b_3, t_2, t_4\} \), where the times \( t_1, t_2, t_3, t_4, t_5 \) are distinct values, there will be four time windows \( t_{w1}=\{t_1, t_2\}, t_{w2}=\{t_2, t_3\}, t_{w3}=\{t_3, t_4\}, t_{w4}=\{t_4, t_5\} \) and four snapshots for the time windows \( G_{tw1}, G_{tw2}, G_{tw3}, G_{tw4} \). If a link is associated with all three paths in these three reservations \( r_1, r_2, r_3 \), then, the available bandwidth over that link is equal to \( \text{bandwidth}_{\text{max}} - (b_1+b_2+b_3) \) for the time period of \( (t_2, t_3) \), which is kept in \( G_{tw2} \). The next step is to search through these time windows in a sequential order to check whether we can satisfy the requested allocation for that time window. For the given example above, first \( t_{w1} (t_1, t_2) \), and \( t_{w2} (t_2, t_3) \) will be examined; later, if both cannot satisfy the request, time window \( t_{w12} \), a
combination of $tw_1$ and $tw_2$ ($t_1, t_3$), will be examined. This can easily be computed using $G_{tw_1}$ and $G_{tw_2}$ such that $G_{tw_1-2} = \{ b_{\text{bandwidth}}(\text{link}_i) = \min( b_{\text{bandwidth}}(G_{tw_1}(\text{link}_i)), b_{\text{bandwidth}}(G_{tw_2}(\text{link}_i)) \}$. For earliest completion time, the search pattern will be as follows: $tw_1$, $tw_2$, $tw_1-2$, $tw_3$, $tw_2-3$, $tw_1-3$, $tw_4$, $tw_3-4$, $tw_2-4$, and $tw_1-4$. The additive property of $G_{tw}$ makes the process easy, since we only need to store one graph snapshot for each starting time window; for example, to obtain $G_{tw_1-4}$ we only need $G_{tw_1-3}$ and $G_{tw_4}$.

The complexity of the proposed algorithm is discussed next. Max bandwidth path algorithm is bounded by $O(N^2)$, where $N$ is the number of routers. The number of time windows that need to be searched is bounded by number of committed reservations within the given period of $(t_{\text{EarliestStart}}, t_{\text{LatestEnd}})$. In the worst-case, we may require to search all time window combinations, which is $T(T+1)/2$, where $T$ is the number of time windows. If there are $r$ committed reservations in that period, there can be maximum $2r+1$ different time windows in worst-case. Overall, worst-case complexity is bounded by $O(r^2N^2)$. However, $r$ is relatively very small compared to the number of nodes $N$, in the topology. Bandwidth reservation is used for large-scale data transfers and it is very unlikely to have thousands of committed reservations in a given time period. Also, path calculation from two end-points does not span to all nodes in a real network; therefore, we can trim $G$ and perform calculation on a reduced data set, $G(n_{\text{source}}, n_{\text{destination}})$. Moreover, time windows that are too short in duration to transmit the requested amount of data can be eliminated beforehand. Max bandwidth and shortest path algorithms are quite efficient and the search process over time windows is scalable and practical, considering that the number of reservations in practice is limited. We have tested the performance of the algorithm by simulating very large graphs (with $10K$ nodes) and we have observed that computation time is in the order of seconds.

Network provisioning is not sufficient by itself for end-to-end high performance data transfer. In order to take advantage of the available bandwidth, client sites should have storage allocation. For that reason, network provisioning services need coordination between storage resource managers, such as SRM [10] that dynamically reserve and manage storage on demand. According to the storage allocation policy and available storage space in client sites, data files might be split into multiple chunks to be transferred in shortest transfer periods. Our future work includes coordination of storage and network resource allocations.
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