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Abstract

A detailed structural study of the c(2x2)Cl/Cu(001) adsorbate system was made, using the Angle-Resolved Photoemission Extended Fine Structure (ARPEFS) technique at low temperature, which yields both more accurate surface structural information and near-surface structural information for deeper substrate layers. Electrons were detected along two emission directions, [001] and [011], and at two temperatures, 110 K and 300 K. The Cl atoms were found to adsorb in the four-fold hollow site, 1.604 (5) Å above the first copper layer, with a Cl-Cu bond length of 2.416 (3) Å: the errors in parentheses are statistical standard deviations only. These values are in excellent agreement with a previous LEED study by Jona et al. The c(2x2)Cl-covered first copper layer showed no relaxation with respect to the bulk position. However, a small corrugation of the second copper layer was found: the second-layer copper atoms below Cl atoms move 0.042 (12) Å away from the surface, while those in open positions remain in their bulk positions. The distances from the Cl atoms to the third and fourth copper layers were found to be 5.222 (25) Å and 7.023 (22) Å, respectively, yielding a bulk-like interlayer spacing. Thus the depth sensitivity of low-temperature ARPEFS facilitated definitive referencing of near-surface atomic positions to the underlying lattice.
I. Introduction

There is chemical and physical interest in detailed surface structures, and in adsorbate-induced substrate surface relaxation. Techniques such as low-energy electron diffraction (LEED),\textsuperscript{1} surface extended x-ray absorption fine structure (SEXAFS),\textsuperscript{2} medium-energy ion scattering (MEIS),\textsuperscript{3} the x-ray standing-wave method,\textsuperscript{4} and angle-resolved photoemission extended fine structure (ARPEFS)\textsuperscript{5} have been used to study surface structures. However, complete knowledge of adsorbate-induced substrate surface relaxation requires a reliable and accurate determination of both the surface and the near-surface structure, including the deeper substrate layers. ARPEFS may prove to be uniquely suitable in this regard among surface-structural techniques, because of its depth sensitivity to ca. 4-5 atomic layers. The main contribution of this paper is to demonstrate this capability of ARPEFS by example: we determine the adsorbate geometry and the substrate surface relaxation of c(2x2)CVCu(001) using low-temperature ARPEFS. The key point is that cooling the lattice effectively extends the range of ARPEFS to the fourth copper layer, thereby firmly referencing atomic positions in the surface and near surface layers to the bulk crystal lattice.

ARPEFS is a novel technique for studying surface structures using photoelectron diffraction.\textsuperscript{6} Using the phenomenon of photoelectron diffraction as a probe of surface structure was originally proposed by Liebsch\textsuperscript{7,8} and was observed experimentally by three groups independently.\textsuperscript{9-11} Initially, our group employed normal photoelectron diffraction (NPD)\textsuperscript{12,13}, in which oscillations over a limited low energy range were fitted with a LEED-like theory to derive structures. Later, ARPEFS, which is formally analogous to EXAFS, was developed. In ARPEFS, one measures the angle-resolved photoemission intensity from a core level of the adsorbate as a function of the photoelectron kinetic energy over a wide energy range (typically = 50 - 500 eV). Photoelectrons from the adsorbate can be elastically scattered by neighboring atoms: the measured photoemission intensity contains surface structural information due to the final-state interference. Unlike LEED, ARPEFS allows qualitative data analyses by Fourier transformation, giving rather direct access to the structural information. This is similar to SEXAFS, but ARPEFS
yields path-length differences while SEXAFS gives interatomic distances between the adsorbate (source) and substrate (scattering) atoms. A quantitative structural analysis by ARPEFS requires multiple-scattering spherical-wave (MSSW) theory,\textsuperscript{14} while single-scattering is usually applied in SEXAFS. With a MSSW level analysis, effects as subtle as small corrugation and relaxation near the substrate surface can be characterized. More recently, an ARPEFS study of $c(2\times2)S/Cr(001)\textsuperscript{15}$ has provided new experimental insight into the depth to which ARPEFS can probe into the substrate surface. For this stiff lattice (high Debye temperature), path-length differences greater than 10 Å were discernable and were successfully modeled by the MSSW calculations. By performing ARPEFS measurements at low temperatures similar advantages would be expected with softer lattices.

In this paper we report the first low-temperature ARPEFS study on an atomic adsorbate system. We chose the $c(2\times2)Cl/Cu(001)$ system for several reasons. First, we believed that a detailed study of the surface and near-surface structure of $c(2\times2)Cl/Cu(001)$ at such a high level of accuracy that the substrate surface relaxation including small corrugation can be revealed might resolve some discrepancies in the literature. In a LEED study, Jona et al.\textsuperscript{1} determined that the Cl atoms adsorb in the fourfold symmetric hollow sites with a Cl-Cu interlayer spacing of 1.60 (3) Å and a slightly expanded Cu-Cu first interlayer spacing of 1.85 (3) Å. However, a Cl-Cu interlayer spacing of 1.53 (2) Å was derived from a SEXAFS bond length of 2.37 (2) Å in SEXAFS studies,\textsuperscript{2,16} and Patel et al.\textsuperscript{17} reported substrate surface relaxation for $c(2\times2)Cl/Cu(001)$ by using a combination of x-ray standing wave and SEXAFS techniques, finding a 0.07 (4) Å outward relaxation of the first copper layer. Indeed, both the LEED and SEXAFS studies have shown the expansion of the Cu-Cu first interlayer spacing. An interesting question is: how does the substrate relax in this expansion? Is it an outward relaxation of the first copper layer, or a downward relaxation of the second copper layer, or do both the first and second copper layer move? Another motivation for this work was to study the surface-atom vibrational anisotropy using temperature-dependent ARPEFS. That part of the work will be reported separately.
This paper is organized as follows. Section II gives the experimental details. Section III describes the procedures of data collection and reduction, and presents results of two types of analysis used to extract structural information: Fourier and multiple-scattering analysis. Section IV discusses and compares the results. A summary and conclusions are given in section VI.

II. EXPERIMENTAL

The experiments were performed at the Stanford Synchrotron Radiation Laboratory on Beamline III-3 using a Ge(111) double-crystal monochromator. The Cls photoemission spectra were taken in the kinetic energy range from 50 to 550 eV with photon energies from 2870 to 3370 eV. The resolution of the double-crystal monochromator was approximately 2 eV through this photon energy range. The double Bragg reflection geometry significantly enhanced the already high degree of linear polarization of the incident synchrotron radiation. A polarization of \( \approx 98\% \) was achieved.

The photoemission spectra were collected with a hemispherical electrostatic analyzer described previously. The analyzer is mounted on a carriage which allows rotations under UHV conditions of 360° about a vertical axis and 100° about a horizontal axis. Under the operating conditions of 160 eV pass energy, the energy resolution of the analyzer is \( \approx 1\) eV FWHM and the angular resolution of the input lens is \( \pm 3^\circ \). The UHV experimental chamber also contains a four-grid LEED system for doing LEED and AES, an ion gun, and an effusive beam doser for sample preparation.

A copper single crystal was cut, oriented to within \( \pm 1^\circ \) of the (001) direction as determined by Laue backscattering, then mechanically polished and chemically etched. The final finished crystal was mounted on a high precision manipulator with a liquid nitrogen cooling system, allowing enough motion to adjust the orientation of the sample. In the low-temperature measurements, the sample was cooled to 110 \( \pm 5 \) K as measured by a chromel-alumel
thermocouple attached to the sample. The clean Cu surface was prepared by repeated Ar+ ion sputtering and annealing to about 850 K until AES showed no carbon, nitrogen, oxygen, or sulfur contamination and a sharp p(1x1) LEED pattern was observed. The Cu(001) surface was exposed to Cl\textsubscript{2} through an effusive beam doser. A sharp c(2x2) Cl overlayer LEED pattern was produced by dosing Cl\textsubscript{2} at room temperature for about two minutes with the main chamber pressure below 5x10\textsuperscript{-9} Torr. This was followed by a 400 K annealing for two minutes to completely dissociate Cl\textsubscript{2} into atomic Cl.

The pressure in the experimental chamber was between 2x10\textsuperscript{-10} and 6x10\textsuperscript{-11} Torr during all the measurements. The sample was flashed to about 400 K every 6-9 hrs during data collection, and more often for the low temperature measurements. The ARPEFS measurements were performed at room temperature and 110 ± 5 K, and along the two emission directions [001] and [011] at each temperature. The experimental directions were determined by a He-Ne laser autocollimation referenced to the experimental viewports with an accuracy of ± 2°. The experimental geometries are shown in Fig. 1. For the [001] geometry, photoelectrons were collected along the surface normal with the photon polarization vector 35° from the surface normal toward the [011] direction. The other geometry, with the photon polarization vector 48° off the surface normal almost lying in the [011] direction and with the emission direction co-linear with the photon polarization vector, is simply called the [011] geometry for convenience in the discussion below. These two geometries were chosen to highlight nearby backscattering atoms, utilizing the directional sensitivity of ARPEFS. Backscattering in the [001] emission direction is most sensitive to the substrate copper atoms directly below the Cl atoms. Emission along the [001] direction can thus determine interlayer spacings effectively. The [011] emission direction was selected to emphasize the substrate copper atoms along the [011] direction, including the nearest neighbors.
III. DATA ANALYSIS and RESULTS

In this section, we describe the procedures for reducing a series of photoelectron spectra into $\chi(k)$ curves, which contain the surface structural information. This information was extracted from the $\chi(k)$ curves in two ways: by Fourier analysis and by Multiple-Scattering Spherical-Wave (MSSW) analysis. Fourier analysis gave the adsorption site and approximate geometrical parameters. More precise values were obtained by comparing the experimental data to the MSSW calculations using an R-factor (reliability-factor) as a quantitative measure of the fit. An automatic routine was used to search the structural parameters at the minimum R-factor. Detailed procedures are described below.

A. DATA REDUCTION

Four sets of ARPEFS data, at two geometries and two temperatures, were taken on separately prepared samples. A series of 80 - 100 photoemission spectra was taken for a given data set, in equal electron wave-number increments $\Delta k = 0.08 - 0.10 \, \text{Å}^{-1}$. Each photoemission spectrum was centered on the Cl $1s$ photoelectron peak, with an energy window of 25 - 30 eV. In the energy region where Auger peaks appeared (181 eV), an increment of 0.08 Å$^{-1}$ and an energy window of 30 eV were used.

In recent ARPEFS studies,$^{15,20}$ a Voigt function (Gaussian convoluted with a Lorentzian) was used to model the photoelectron peak, to account for lifetime broadening (Lorentzian) of the core hole and instrumental broadening (Gaussian) due to the monochromator and analyzer resolution. The Voigt function was found to fit the core-level photoelectron peak more accurately than a pure Gaussian function. In this work, each individual photoemission spectrum was fitted with three functions: a Voigt function to model the core-level photoelectron peak, a Gaussian convoluted with a step function (G step) to describe the inelastically-scattered electrons associated with the photoelectron peak, and an experimentally-measured background to account for other inelastic scattering processes. The quantity of interest was the area of the Voigt peak. It was
necessary to normalize each photoemission spectrum to compensate for the irregularities in the photon flux, as well as for the analyzer transmission function. The experimental background consisted of three photoemission scans covering the kinetic energy range of 40 - 550 eV. Each scan was taken at a different photon energy so that the Cl 1s photoelectron peak lay about 10 eV below the lowest kinetic energy in each spectrum. A "master" background curve was taken for each geometry and temperature. It was used both for the the least-square fitting and for the normalization of each photoemission spectrum.

Since the Lorentzian width due to lifetime broadening is independent of the experimental conditions, it was fixed in the least-square fittings for all the photoemission spectra. The width of the G-step was kept at the same value as the width of the Gaussian part of the Voigt function. Lorentzian widths in the range of 1.0-1.5 eV, which is somewhat larger than the natural K-shell linewidth of 0.65 eV for Cl calculated by Krause and Oliver,21 gave equally good fits. A final value of 1.5 eV was used. Each individual photoemission spectrum was normalized by a scale factor to the background function obtained in the least-square fitting. The total photoemission intensity \( I(E) \) was generated by plotting the area of each Voigt function as a function of the photoelectron kinetic energy taken as the mean energy of each Voigt function. The final \( I(E) \) curve was divided by the kinetic energy to compensate for the analyzer transmission function.

In analogy to EXAFS, the total photoemission intensity \( I(E) \) consists of a slowly varying atomic-like function and an oscillating contribution caused by the interference effects. \( I(E) \) can then be described as:

\[
I(E) = [\chi(E) + 1] I_0(E) ,
\]

where \( I_0(E) \) is a slowly varying atomic-like function and \( \chi(E) \) is the oscillatory interference function which can be determined by removing the slowly varying function \( I_0(E) \) from the total photoemission intensity \( I(E) \):

\[
\chi(E) = \frac{I(E) - I_0(E)}{I_0(E)} .
\]

This is finally the function of interest in ARPEFS, analogous to EXAFS.
Theoretically, \( I_0(E) \) is essentially the Cl 1s atomic cross section, which can in principle be calculated from the atomic wave functions. In reality, since the exact form of \( I_0(E) \) is not completely known and \( I_0(E) \) contains only the very low frequency part of \( I(E) \), a low-order polynomial or a smooth cubic spline has been applied to simulate \( I_0(E) \), in analogy with EXAFS.22 Experimentally, however, the low frequency part of \( I(E) \) contains not only the slowly varying atomic-like cross section but also some ARPEFS structures at low path-length differences, as well as any contributions introduced by the processes of data collection and experimental conditions. For example, movements of the photon beam and changes in the slope of the experimentally-measured background during data collection would give rise to low frequency components in the \( \chi(E) \) curves. The choices of appropriate \( I_0(E) \) were made by requiring the minimal intensity of the Fourier amplitude at zero path length in some of the previous studies.15,23 However, this choice of \( I_0(E) \) is arbitrary, and the \( \chi(E) \) curves generated by using different low-order polynomials can vary. The structural information at the scattering path-length differences less than about 1.5-2.0 Å is therefore not reliable, being either distorted or completely removed. Since there can be no real structural information contained in the path-length differences less than 2 Å for the [001] data and 1.5 Å for the [011] data, low-order polynomials were first used to construct \( \chi(E) \) curves in the current study, then Fourier filtering was applied to filter out the frequencies below those values. The resulting \( \chi(E) \) curves are independent of the choices of the low-order polynomials. In comparing the experimental results with theory, the same procedures were used to filter the theoretical curves.

The experimental \( \chi(E) \) curves are shown in Fig. 2 and 3 for the [001] and [011] data, respectively, at the two different temperatures. It is clear that the oscillation amplitudes of \( \chi(E) \) at the lower temperature are greatly enhanced as compared with those at room temperature. The oscillation patterns are matched very well at the two temperatures.

Once reliable \( \chi(E) \) curves were obtained, they were converted to \( \chi(k) \) for the purposes of Fourier transformation and comparison with theory, using the De Broglie relation:

\[
k = \hbar^{-1} \sqrt{2m_e (E + V_0)}.
\]
where \( m_e \) is the electron rest mass and \( V_0 \) is the inner potential of the solid. The exact value of \( V_0 \) is unknown, but for copper \( V_0 \) is around 10 eV. We treated \( V_0 \) as an adjustable parameter in the fits, and determined its value as 10 ± 2 eV.

B. FOURIER ANALYSIS

Fourier analysis of the \( \chi(k) \) curve in ARPEFS yields the path-length differences

\[
\Delta R_j = r_j (1 - \cos \theta_j),
\]

which follows from single-scattering ARPEFS theory which gives

\[
\chi(k) = 2 \sum_j A_j(k) e^{-\sigma_j^2(1 - \cos \theta_j)k^2} \cos[kr_j (1 - \cos \theta_j) + \phi_j],
\]

where \( A_j(k) \) contains the elastic scattering amplitude modified by the inelastic losses and aperture integration, \( r_j \) is the distance between the photoemitter and \( j \)th scattering atom, \( \theta_j \) is the scattering angle at the \( j \)th atom, and \( \phi_j \) is the scattering phase shift. The temperature effect is introduced as a Debye-Waller factor, where \( \sigma_j \) is the mean square relative displacement between the photoemitter and the \( j \)th scattering atom, projected on the photoelectron momentum change direction. The Fourier peaks appear at the path-length differences \( \Delta R_j \). Structural information can therefore be obtained directly from the Fourier spectrum of each emission geometry.

The Fourier transformation procedure was described previously. Fourier spectra for the [001] and [011] data at the two temperatures are given in Fig. 4 and 5, respectively. In each case, the spectral features agree very well for the two temperatures, while the amplitudes at the lower temperature are enhanced. Strong Fourier peaks are present even at path-length differences greater than 10 Å for the lower-temperature spectra. This is more prominent for the [001] data where real spectral features up to 20 Å path-length difference are evident. Thus, scattering from deeper substrate layers makes significant contributions to the ARPEFS signal at low temperature,
providing an opportunity to extract both surface and near-surface structural information more accurately.

It is known from previous LEED\textsuperscript{1} and SEXAFS\textsuperscript{2} studies that the Cl atom adsorbs at the four-fold hollow site of the Cu(001) surface. We can in fact obtain this adsorption geometry simply by Fourier analysis of the ARPEFS data. Forward ($\theta_j = 0^\circ$) and backward ($\theta_j = 180^\circ$) scatterings give the strongest signals in the \( k \) range of our data. However, for adsorbate source atoms, forward scattering alone does not occur in our geometries, which were chosen to highlight the backscatterers. Thus, backscattering provides the strongest ARPEFS signals, producing the dominant peak evident in each Fourier spectrum. From Eq. (4), the strongest peak due to backward scattering should appear at a path-length difference $\Delta R_j = 2r_j$ if a near-neighboring substrate atom lies at a distance $r_j$ directly behind the adsorbate atom. In Fig.4, the strong peak at $\Delta R_j \approx 6.9$ Å in the [001] direction is thus assigned to the Cu atom directly below the Cl atom. An atop adsorption site could be considered as an alternative candidate structure. But a Cl atom in an atop site would then have a bond length of $\approx 3.45$ Å, too long for the Cl-Cu bond, and the peaks at $\approx 3.3$ Å and $\approx 5.0$ Å would be unexplained. In addition, an atop site would not give a 4.8 Å peak in the [011] emission data, thus an atop site is excluded. The peak at $\approx 4.8$ Å offers a reasonable estimate of the bond length of $\approx 2.4$ Å for either a bridge site or a four-fold hollow site. However, a bridge site, having no strong backscatterer, would not give a strong peak at $\approx 6.9$ Å in the [001] emission direction. Therefore, the four-fold hollow site is the favored high-symmetry adsorption site for the c(2x2)Cl/Cu(001) system, in agreement with previous LEED\textsuperscript{1} and SEXAFS\textsuperscript{2,16} results. Similar arguments rule out alternative lower symmetry sites.

Once the adsorption site is determined, the main features in the Fourier analysis can provide qualitative structural information about the c(2x2)Cl/Cu(001) system. Since multiple scattering is initially forward-focusing, which does not introduce an additional path-length difference, the relatively strong and distinctive Fourier peaks can usually be assigned to specific scattering path-length differences, with the proviso that a given peak can arise from two or more sites. Let us discuss the [011] Fourier spectra shown in Fig. 5 first. The peak at $\approx 2.8$ Å corresponds to
scattering through an angle of \(\sim 116^\circ\) from two nearest-neighboring atoms symmetrically located at either side of the plane containing the [001] and [011] directions, and the strongest peak at \(\sim 4.8\ \text{Å}\), to backscattering from the one of the four nearest-neighboring atoms that lies directly behind Cl along the [011] direction. This gives a Cl-Cu bond-length of \(\sim 2.4\ \text{Å}\), yielding a vertical distance of Cl to the first copper layer of \(\sim 1.6\ \text{Å}\). Scattering from the fourth nearest neighboring atom at \(\theta_j = 84^\circ\) is almost negligible, because \(\cos 84^\circ = 0.10\) in Eq. (5). If we consider a (011) plane including an atom labelled 1 in Fig. 5 as the first (011) plane perpendicular to the emission direction, the two peaks at \(\sim 7.6\ \text{Å}\) and \(\sim 10.2\ \text{Å}\) can be attributed mainly to scattering from the atoms in the second and third Cu(011) planes, respectively. The peaks at \(\sim 13.0\ \text{Å}\) and \(\sim 15\ \text{Å}\) should correspond largely to scattering from the fourth and fifth Cu(011) layers. These two peaks have more complicated origins, because at these high path-length differences scattering processes are very complicated: multiple scattering becomes important, and many scatterers are involved.

A similar analysis can be applied to the [001] Fourier spectra, shown in Fig. 4. As noted earlier, the strongest peak, at \(\sim 6.9\ \text{Å}\), is due to backscattering from the second layer copper atom directly below Cl, giving a \(\sim 3.45\ \text{Å}\) separation between Cl and this atom. Together with the first-layer spacing of \(1.6\ \text{Å}\), this already suggests a larger interlayer spacing than the bulk spacing (1.807 Å). The Fourier features at path-length differences from 6.9 Å to 10.0 Å arise mostly from scattering by atoms in the second copper layer. The relatively strong Fourier peaks at high path-length differences \(\sim 10.7\ \text{Å}\) and \(\sim 15.0\ \text{Å}\) in the lower temperature data contain structural information from deeper substrate layers than do the room temperature data. The peak at \(\sim 10.7\ \text{Å}\) has a large contribution from the four atoms in the third copper layer, while the broad peak at \(\sim 15.0\ \text{Å}\) includes mainly scattering from atoms in the fourth copper layer. The peaks at \(\sim 3.3\ \text{Å}\) and \(\sim 5.0\ \text{Å}\) arise predominantly from scattering through \(131^\circ\) by the four nearest-neighboring atoms, which have a geometric path-length difference of \(\sim 4.0\ \text{Å}\), where no peak is observed in the [001] Fourier spectra. The Generalized Ramsauer-Townsend effect \(^5,23\) causes peak splitting.

We have thus obtained approximate geometric structural parameters by assigning the main Fourier peaks. However, several factors limit this method to a qualitative analysis. First, one
usually cannot simply attribute a peak to a single type of scattering process, because multiple scattering is involved and many scattering paths can give approximately the same path-length difference, especially at higher path-length differences. Furthermore, a path-length difference directly derived from the Fourier analysis contains not only the geometric difference but also the scattering phase shift \( \phi_j \) shown in Eq. (5). Unfortunately, the back transformation of Fourier spectra cannot completely separate the geometric path-length difference from the scattering phase shift because of single and multiple scattering involved in the effective phase shift. Therefore, MSSW calculations are required to obtain quantitative structural information.

C. MULTIPLE-SCATTERING ANALYSIS

In this section, we present a quantitative analysis of the ARPEFS data based on Multiple-Scattering Spherical Wave (MSSW) calculations, after Barton et al.\textsuperscript{14} The Taylor-Series Magnetic-Quantum-Number expansion (TS-MQNE) approximation permits economical MSSW calculations and takes into account important physical aspects of the problem.

A MSSW calculation requires several input parameters, both structural parameters of adsorbate-substrate geometry and nonstructural parameters including atomic partial wave phase shifts, Debyé temperatures, mean-free path, emission and polarization directions, detector aperture, experimental temperatures, and inner potential. The theory is most sensitive to the structural parameters, but the choice of the nonstructural parameters affects the accuracy of the derived structural information. We first consider the nonstructural parameters. The copper phase shifts were from previous calculations,\textsuperscript{23,24} while the chlorine phase shifts were calculated from a modified program developed by Pendry for LEED\textsuperscript{25} and a potential obtained from atomic Hartree-Fock wave functions, which were truncated at a muffin-tin radius \( R_{\max} \). Values of \( R_{\max} \) from 1.0-1.8 Å were used in the calculations and an optimum value of \( R_{\max} \) was found to be 1.35 Å. Phase shifts at different values of \( R_{\max} \) did not cause strong differences in the results of the MSSW analysis. The exchange potential was calculated in the X\( \alpha \) approach with the factor \( \alpha \)
used by Schwarz.\textsuperscript{26} A total of 16 partial wave phase shifts for Cl were calculated from 40 to 600 eV.

The thermal effect was taken into account by a correlated Debye model which included surface-layer dependent and anisotropic Mean-Square Relative Displacements (MSRD).\textsuperscript{14} The copper bulk Debye temperature was taken as 343 K, while the copper surface Debye temperature was set to 243 K assuming that the surface copper atoms have an MSRD twice as that of the bulk. The Debye temperature for the Cl overlayer was estimated to be 325 K from the Cu surface Debye temperature adjusted for the difference in masses. Actually, surface Debye temperatures for both Cl and Cu are varied in the calculations based on the above estimated values. The mean free path was included in an exponential factor, $e^{-r/\lambda}$, with $\lambda = ck$. The value of $c = 0.753$ for Cu is similar to that for Ni.\textsuperscript{27} In addition, the emission and polarization angles ($\pm 3^\circ$), the experimental temperature ($110 \pm 10$ K) and the inner potential ($10 \pm 5$ eV) were allowed to vary in the calculations.

1. **Site determination**

Fourier analysis established a four-fold hollow adsorption site. Comparisons of the MSSW calculations with the experimental data confirm this result. The $\chi(k)$ curves for three unreconstructed adsorption geometries (atop, bridge and four-fold hollow ) were calculated using a Cl-Cu bond length of 2.41 Å derived from the Fourier analysis. The calculated curves are compared with the experimental data in Fig. 6 and 7 for the [001] and [011] directions, respectively. By visual inspection, the calculated curves from the four-fold hollow geometry most closely resemble the experimental data. Still, large differences exist even for the four-fold hollow geometry, based on these nonoptimized trial geometrical parameters. To derive a detailed quantitative structure, we therefore optimized both structural and nonstructural parameters to produce the best agreement between theoretical and experimental $\chi(k)$ curves.
2. Structural determination

First, both the [001] and [011] experimental $\chi(k)$ curves, at both temperatures, were smoothed by Fourier filtering out the high-frequency portion of the data (path-length differences larger than 16.5 Å). Although there were some real signals beyond 16.5 Å, the cutoff at this value retains all the major contributions from down to the fourth substrate layer and eliminates high-frequency noise at the same time, facilitating comparisons with the calculated curves. All subsequent comparisons of theory with experiment were done with the filtered data, 2.0-16.5 Å for the [001] data, and 1.5-16.5 Å for the [001] data. The MSSW calculations were performed with the same path-length difference cutoffs.

The comparison was based on an R-factor analysis, with optimum geometrical parameters being obtained when a minimum R-factor, defined by

$$R = \frac{\int [\chi_E(k) - \chi_T(k)]^2 dk}{\int \chi_T(k)^2 dk},$$  \hspace{1cm}(6)$$

was reached. Here E and T denote experiment and theory. The R-factors were calculated over the $k$ range 5.0-11.0 Å⁻¹.

It would be ideal to search out a global minimum in a large parameter space by varying all the possible parameters simultaneously. Unfortunately, all the nonstructural and structural parameters together give too many variables to handle at one time. In early ARPEFS analyses, this problem was simplified by varying one or two structural parameters at a time, while most of nonstructural parameters were kept fixed. Because some parameters are coupled, finding a global minimum by this approach can be elusive. In the present study, an automatic routine was therefore used to search many more parameters simultaneously with a reasonable number of iterations. Normally, it took about 200-400 iterations to achieve a convergence of R-factors for searching about 5-9 parameters at a time. This routine started from an unreconstructed trial
geometry with physically reasonable boundaries. The structural parameters obtained by varying
different groups of parameters at a time with different initial guesses are very consistent, showing
that a minimum found in this way should be an absolute minimum. Some of the nonstructural
parameters were also varied along with the structural parameters, improving the accuracy of the
structural parameters and allowing us to detect subtle changes in the surface structure.

No lateral substrate relaxation was included because of the c(2x2) structure of the
Cl/Cu(001) system. We first optimized the following perpendicular distance parameters: the
ClCu1 distance, the ClCu2a distance to the atopped-site second layer copper, the ClCu2o distance
to the uncovered-site second layer copper, the ClCu3 distance, the "Debye temperatures" of Cl, in
the parallel and perpendicular directions, respectively, the emission angle (polar angle) and the
inner potential $V_0$. For convenience, we use a short notation 001-110K for the [001] data at 110
K, and similarly for other data sets. The ClCu4 distance was optimized from the 001-110K data.
Nonstructural parameters such as the Debye temperatures, the emission angle and the inner
potential affected the extended fine structure more than did other nonstructural parameters, and they
tended to be correlated with the structural parameters. Thus, all the major structural parameters and
the important nonstructural parameters were taken as variables in the automatic routine. The
emission angles were found to be $< 1^\circ$ off from 48$^\circ$ for the [011] data, and $< 3^\circ$ off the normal for
the [001] data. The inner potential for the optimum geometry was $10 \pm 2$ eV, and the experimental
temperature was optimized to be $110 \pm 5$ K. The structural parameters obtained from the four data
sets were consistent, especially for the data at different temperatures with a given geometry. R-
factor minima lay in the small range $R = 0.06 - 0.15$ in the various calculations.

The structural parameters determined from the above analysis are set out in Table I. The
ClCu1 distance values lie within 0.01 Å among the four data sets, and the ClCu2a distances are
larger than the ClCu2o distances within each data set. The R-factor minima were smaller for a
given geometry at the lower temperature, due to the increased signal to noise ratio.

The directional sensitivity of ARPEFS and the sensitivity of a given data set to each
structural parameter are displayed by two-dimentioanl error contour plots. Fig. 8 shows contours
for the 001-110K and 011-110K data, calculated by varying two parameters, ClCu1 and ClCu2a, while other parameters were fixed in their optimum values obtained previously. The [001] contour displays a very steep curvature when varying the ClCu2a distance, indicating that the [001] data are more sensitive to ClCu2a, because there is a backscatterer Cu2a directly below Cl along the [001] direction. The [011] contour shows a greater sensitivity to the ClCu1 distance due to the existence of a backscatterer in the first copper layer directly behind Cl along the [011] direction. The contours generated by varying ClCu2a and ClCu20 for the 001-110K and 011-110K data are shown in Fig. 9. Not surprisingly, the [001] contour shows higher sensitivity to the ClCu2a distance. However, a minimum along ClCu20 is still well defined. The [011] contour exhibits a rather different shape. It shows similar sensitivities both to the ClCu2a and the ClCu20 distances with a relatively broad minimum, because the difference between the scattering angles for the uncovered-site and atopped-site copper atoms are not very significant, and the scattering amplitudes at these angles are relatively low.

As pointed out in the Fourier analysis, scattering off the third and the fourth copper layers makes significant contributions to the extended fine structure, especially for the 001-110K data. Fig. 10 shows comparisons of the 001-110K data filtered out to 20 Å with the MSSW calculations at cutoffs in the path-length differences up to 10 Å, 13 Å and 20 Å. By visual observation, the MSSW calculations for the 10 Å and 13 Å cutoffs, where the contributions from copper layers deeper than the third and fourth are excluded, respectively, do not adequately model the high frequency portion of the experimental data, while the MSSW calculation up to 20 Å path-length difference compares more favorably. Here again, we demonstrate that the structural information from the deeper substrate layers is present in the extended fine structure and can be successfully modelled by the MSSW calculation including the scatterers from those layers.

Fig. 11 shows a contour for the ClCu20 and ClCu3 distances for the 001-110K data, which is more sensitive to the ClCu3 distance than to the ClCu20 distance. The relatively steep curvature with respect to ClCu3 yields an accurate value for this parameter. Fig. 12 presents a contour for ClCu3 versus ClCu4. The sensitivity to ClCu3 is expected to be larger than to ClCu4.
Surprisingly, the sensitivity for the ClCu4 distance is still quite good. The 001-300K data set no large Fourier peaks at path-length differences greater than 10 Å (Fig. 4), and the ClCu3 distance derived from these data has a larger uncertainty. Thus, the lower temperature ARPEFS data improve the accuracy of the structural parameters for the deeper substrate layers.

3. Error Analysis

The error contour plots described previously indicate the relative sensitivity of a given data set to a structural parameter. However, it is important in structural determinations to evaluate the errors associated with each structural parameter. There are two kinds of error, statistical and systematic.

Statistical error analysis in non-linear least-squares fitting is based mainly on the $\chi^2$ method, where $\chi^2$ is defined by

$$\chi^2 = \sum_j \left\{ \frac{1}{\sigma_j^2} (Y_j - Y(x_j))^2 \right\}.$$  \hspace{1cm} (7)

We shall follow the universal convention and retain the symbol $\chi$ here, not to be confused with $\chi(k)$ or $\chi(E)$. Here $\sigma_j$ is the standard deviation of each data point $Y_j$, $Y(x_j)$ is the fitting function. A reduced $\chi^2$ is given by:

$$\chi_v^2 = \frac{\chi^2}{v},$$  \hspace{1cm} (8)

with $v = N - n - 1$ representing the number of degrees of freedom, $N$ the number of data points, and $n$ the number of fitting parameters. The optimum values of parameters are obtained by minimizing $\chi^2$ with respect to each parameter, $P_j$, simultaneously. If the variation of $\chi^2$ with respect to each parameter is independent of the values of the others, and the reduced $\chi_v^2 = 1$, then the statistical error associated with each parameter can be obtained from the curvature of the $\chi^2$ parabola: that is, the standard deviation, $\sigma_{P_j}$, of a parameter $P_j$ can be expressed as

$$\sigma_{P_j}^2 = \frac{2}{\partial^2 \chi^2 / \partial P_j^2}.$$  \hspace{1cm} (9)
If $\chi^2$ is a parabolic function, $\chi^2 = aP^2 + b$, then

$$\sigma_{p_j}^2 = \frac{1}{a}.$$  \hspace{1cm} (10)

The procedure for extracting structural parameters by using the automatic search routine can be considered as the non-linear least-squares fitting of theoretical $\chi(k)$ functions to experimental data while optimizing several parameters simultaneously. No correlations between the structural parameters were found from the shapes of the error contour plots. Therefore, in principle, errors could be estimated by the $\chi^2$ method. However, even for the best ARPEFS fit, the difference between theory and experiment exceeds statistical expectations, and $\chi^2_{\nu_{\text{min}}} > 1$, where $\chi^2_{\nu_{\text{min}}}$ is the value at the minimum of the $\chi^2$ parabola. In this case, the standard deviation of a parameter can be modified by multiplying $\sigma_{p_j}^2$ with $\chi^2_{\nu_{\text{min}}} (= b/\nu)$ to get

$$\sigma_{p_j}^2 = \frac{b}{a \nu}.$$  \hspace{1cm} (11)

Thus, the statistical errors are determined by the $\chi^2$ curvature $a$ (the sensitivity to parameters), its minimum value $b$ (the quality of fits), and the number of degrees of freedom $\nu$. Steeper curvature, smaller minima of the $\chi^2$ parabola, and more degrees of freedom give smaller statistical errors.

The parameters $a$ and $b$ in Eq(11) have straightforward meanings, but $\nu$ cannot be evaluated so simply. The relation $\nu = N-n-1$ is valid only if the $N$ data points are independent. In a typical ARPEFS $\chi(k)$ curve there may be 100 or more data points, but the curve could be described by a substantially smaller number of points. The exact number needed, $N_{\text{min}}$, and therefore the values of $\nu = N_{\text{min}} - n - 1$ and $\sigma$, can be estimated in several ways, which yield slightly different results.

In this work we use a method based on a "spline-interpolation" step in the data analysis. This step is the interpolation of the raw $\chi(k)$ data onto an evenly-spaced mesh in $k$ prior to Fourier transformation and simulation. $N_{\text{min}}$ is determined by reducing the mesh interval until the interpolated curve matches the raw data "curve" within the standard deviation $\sigma_j$ of each data point. Application of this method to the present 110 K curves yielded $N_{\text{min}}([001]) \sim 48$ and $N_{\text{min}}([011]) \sim 40$. This difference was expected because for [001] the $\chi(k)$ curve shows more structure.

In summary, the statistical error $\sigma_{p_j}$ in a given parameter $P_j$ depends upon $\nu$, varying as
\( v^{-1/2} \) (Eq(11)). We note that other methods of estimating \( v \) might give somewhat different results. However, even a factor of 2 difference in \( v \) would only change the statistical error estimate by \( \sqrt{2} \). We therefore believe that this analysis gives a satisfactory estimate of the statistical error.

Table I lists, in columns 2-5 (upper panel), the statistical errors (standard deviations) of each parameter for the four data sets, determined as described above. Column 6 gives the average value of each parameter determined by suitable weighting of the values in columns 2-5, using standard statistical methods.

Scatter in the values of each derived parameter, among the four data sets, can also be used to estimate the standard deviation in the mean value. In fact, if we did not already have a good estimate of our statistical \( \sigma_{p_j} \), this would be our only way to assess them. While four values cannot simulate a Poisson, let alone a Gaussian, distribution, use of the "scatter" equation,

\[
\sigma_j^2 = \frac{1}{4} \sum_i (p_{ji} - \bar{p}_j)^2
\]

(12)
gives an indication of the error to be associated with scatter in the derived values, per se. Column 7 in table I lists the simple averages of the derived parameters, taken from columns 2-5, together with standard deviations determined from Eq(12).

The close agreement between the derived values of parameters in column 6 and 7, in which the statistical errors were estimated in very different ways together with the small standard deviations, reinforces our belief that the statistical uncertainty in these parameters is quite small. Column 8 lists our best values for these parameters, which we take as the values in column 6 - clearly preferred because the individual value from which they are derived are weighted - and the errors from the larger of those in column 6 and 7. It seems inescapable that systematic errors contribute to the scatter of the derived parameter values, and we believe that this effect shows up in the generally larger errors in column 8. Conversely these errors probably give a reasonable estimate of the uncertainties due to combined statistical and systematic errors, with one exception, discussed below. We can estimate the uncertainty due to these systematic errors, which might
include the effect of misalignment, background evaluation errors, etc., from the differences between
the mean values in column 6 and 7. By this criterion, these systematic errors are also quite small.

The above discussion of systematic errors should apply to errors which lead to random scatter in the results. If there are also other systematic errors present which bias the derived parameter values either high or low, such errors will of course not show up even in column 7.

We cannot identify any systematic errors in the measurements that would bias the derived interatomic distances high or low. Path-length differences are most closely related to the electron's momentum vector \( k \), which follows from the kinetic energy. There are always experimental errors, but no bias, associated with these parameters.

The theoretical modelling process could in principle introduce bias, by systematically over- or under-estimating a non-structural parameter such as the crystal potential \( V_0 \) or the scattering phase shift \( \phi_j \). We note that, in contrast to EXAFS, for which a shift \( \Delta R \) arises from the source-atom phase shift (and is evaluated using model compounds), there is no source-atom phase shift in the ARPEFS scattering process because of cancellation: the direct and scattered waves both leave the source atom only once. As for \( V_0 \) and \( \phi_j \), we know of no reason to expect a large bias in \( R \) values from these parameters.

Finally, the theoretical modelling process could introduce bias by omitting a physical process. Our candidate here would be dynamic screening changes as the source atom decays by an Auger cascade which the photoelectron is still close. The integrated effect might vary monotonically with \( k \), introducing some bias. Consideration of such processes might be a fruitful topic for theoretical study, but to attribute a systematic error based on present knowledge would be too speculative.

In summary, we find no evidence for error sources that would systematically bias our results, and we therefore quote as our best values and standard deviations the values given in column 8 of the table I. In comparing these results, especially the errors, with values derived from other studies, caution should be exercised, because the quoted errors are often not standard deviations. In electing to quote standard deviations, which vary in our results from 0.003 Å to
0.033 Å, we have sought to retain this variation, and have eschewed the temptation to quote all errors as ca. ± 0.02 Å, in hopes of advancing a more quantitative approach to estimating errors.

5. Results

The best fits to the experimental χ(k) curves are shown in Fig. 13 and 14 for the [001] and [011] data, respectively. Agreements between the theoretical and experimental curves are excellent. Fig. 15 shows the top and side views of the c(2x2)Cl/Cu(001) structure, labelling the layer spacing for which fitted values are listed in Table I. The ClCu1 distance of 1.604(5) Å, fits with a Cl-Cu bond length of 2.416(3) Å. The ClCu2a distance of 3.453(11) Å then gives a Cu1Cu2a distance of 1.849(12) Å, showing an expansion from the bulk value (1.807 Å), while the ClCu2o distance of 3.412(21) Å yields a Cu1Cu2o distance of 1.808(21) Å. The difference between ClCu2a and ClCu2o of 0.041(24) Å reveals a small corrugation of the second copper layer. Furthermore, the ClCu3 and ClCu4 distances were found to be 5.222(25) Å and 7.023(22) Å, respectively, giving the Cu3Cu4 distance of 1.801(33) Å and Cu2oCu3 distance of 1.810(33) Å, in good agreement with the bulk spacing. By difference, the Cu2aCu3 distance of 1.769(27) Å shows a contraction from the bulk value. The magnitude of this contraction in Cu2aCu3 is approximately equal to that of the expansion in Cu1Cu2a. Assuming the fourth copper layer is in the bulk position, from the bulk-like spacings of Cu3Cu4 and Cu2oCu3, we infer that the third layer and uncovered-site second-layer copper atoms must also lie in the bulk positions.

IV. DISCUSSION

The distance ClCu1 of 1.604(5) Å obtained from the ARPEFS study is in excellent agreement with the LEED result,1 but not with the SEXAFS result of 1.53 Å.2,17 We have calculated χ(k) curves based on this SEXAFS value for the ClCu1 distance and the other parameters as obtained from the current ARPEFS study. These curves are compared with two
experimental \( \chi(k) \) curves in Fig. 16, to test the sensitivity of ARPEFS to the CICu1 parameter. By visual inspection, the agreement is very poor; the R-factors are about 3 and 5 times larger than those for the [001] and the [011] ARPEFS optimum geometries, respectively. There are large shifts between the theoretical and experimental curves for the [011] geometry, but not so much for the [001] geometry, because scattering from the Cu2a atom dominates the [001] \( \chi(k) \) curve. In these fits, the inner potential \( V_0 \) was optimized to be \( \sim 10 \, \text{eV} \) from previous studies.\(^5\),\(^27\) Even if a larger value of 15 eV was used in an effort to reduce the shifts for the [011] geometry, the agreement is still poor. It is also of interest to compare the CI-Cu bond length as obtained from SEXAFS and ARPEFS, because this is the parameter which SEXAFS measures most directly. From Table I, we note that the SEXAFS value of 2.37(2) Å is only 1.9 % below what we believe to be the correct value of 2.416(3) Å: quite close by even fairly recent standards of surface structure determinations.

Since the third copper layer remains in the bulk position, by subtracting the bulk interlayer spacing twice from the CICu3 distance of 5.222(25) Å, we can determine the distance of Cl above the bulk-extrapolated first copper layer to be 1.608(25) Å, in excellent agreement with our CICu1 distance of 1.604(5) Å with the surface reconstruction taken into account, and the result 1.60(4) Å obtained from the x-ray standing wave measurement.\(^{17}\) Therefore, we conclude that there is no outward relaxation of the first copper layer, contrary to the results of Patel et al.\(^{17}\) However, it has been shown that there was indeed an expansion of the topmost interlayer substrate spacing from three different techniques: ARPEFS, LEED, and SEXAFS. This expansion is mainly due to the downward relaxation of the second copper layer, based on the facts that there was no relaxation of the first copper layer and there was a contraction in the Cu2aCu3 distance. This demonstrates that the lower temperature ARPEFS study can probe relaxation of not only the first substrate layer but also deeper layers relative to the bulk positions. As yet, there is no theory available to predict adsorbate-induced relaxations. Perhaps, the results obtained from this work can provide some experimental guidance.
Studies on the clean Cu(001) surface\textsuperscript{29,30} showed a $1.1 \pm 0.4\%$ contraction of the topmost interlayer spacing, while both LEED\textsuperscript{1} and this work showed an expansion of about 2\% when Cl adsorbs on the clean surface, as compared with the bulk spacing, giving an expansion of about 3\% with respect to the spacing of the clean Cu(001) surface. The $1.1 \pm 0.4\%$ contraction of the clean surface resulted mostly from the inward movement of the first copper layer relative to the bulk position, according to a theoretical study.\textsuperscript{31} Thus, with adsorption of Cl on the clean surface, the outward movement of the first copper layer and the downward movement of the second copper layer lead to a 3\% expansion between the first and the second copper layers. Furthermore, the ARPEFS study revealed a small corrugation of the second copper layer, not observed by other techniques. This corrugation is understandable because atoms in the even substrate layers are in two symmetry-inequivalent atomic sites relative to the adatoms for the c(2x2) structure.

The occurrence of the corrugation and expansion induced by the adsorption of Cl indicates that chemical bonding between the adsorbate and the substrate atoms modifies the surface and near-surface structure, inducing relaxation of the substrate layers. The mechanism of the relaxation may be very complicated, but we propose a simple physical picture. The metal-metal bond weakening induced by adsorption is probably the main factor in causing the expansion of the topmost interlayer spacing. In the case of c(2x2)Cl/Cu(001), the expansion due to metal-metal bond-weakening is expected to affect the atopped-site atoms directly below Cl more than the uncovered-site atoms, causing corrugation of the second copper layer, where the atopped-site atoms are displaced further away from the adsorbate. This kind of corrugation has been observed in other systems studied by ARPEFS.\textsuperscript{27,32} In addition, a recent LEED study on c(2x2)O/Ni(001)\textsuperscript{33} showed a similar corrugation and an even larger expansion of the second substrate layer. In the O/Ni(001) system, the adsorbate O sits much closer to the metal substrate surface than the Cl atom, yielding a stronger interaction between the adsorbate and the metal substrate surface. A more complete understanding of the substrate surface relaxation induced by adsorbates would require a better knowledge of the nature of the surface chemical bonding.
V. CONCLUSION

We have presented a detailed study of the c(2x2)Cl/Cu(001) adsorption-geometry and substrate surface relaxation using low-temperature ARPEFS. Fourier analysis and the Multiple-Scattering Spherical-Wave (MSSW) analysis were applied in this study. Fourier analysis yielded the adsorption site and the qualitative structural information, based on interpreting the features in the Fourier spectra with a single scattering model. Multiple-scattering analysis yielded more quantitative structural information by comparing the experimental data with the MSSW calculations based on the R-factor analysis. We conclude that the Cl atom adsorbs in the four-fold hollow site 1.604 (5) Å above the first copper layer, giving a Cl-Cu bond length of 2.416 (3) Å, in excellent agreement with the LEED result.1 We have also observed that there is a 2% expansion of the separation between the first copper layer and the second atopped-site copper layer, and a small corrugation of the second copper layer where the atopped-site copper atoms are further away from the adsorbate Cl atom.

Real features in the Fourier spectra of the lower temperature data can be seen at path-length differences greater than 15 Å. The experimental data can be successfully modelled by the MSSW calculations by considering the path-length differences up to 16.5 Å. The lower temperature ARPEFS study has provided accurate near-surface structural parameters for the deeper substrate layers, 5.222 (25) Å for the distance of Cl to the third copper layer, 7.023 (22) Å for the distance of Cl to the fourth copper layer, yielding a bulk-like interlayer spacing between the third and the fourth copper layers. More significantly, no relaxation of the c(2x2)Cl-covered first copper layer with respect to the bulk position has been observed from the accurate near-surface structural information in the current work, which is inconsistent with the previous result obtained with a combination of the x-ray standing wave and SEXAFS techniques.17 Instead, the downward relaxation of the second atopped-site copper layer results in an expansion of the topmost interlayer spacing, while the second uncovered-site copper layer remains in the bulk position.
We have demonstrated that low-temperature ARPEFS can probe deeper substrate layers, where information about the substrate surface relaxations relative to the bulk positions can be obtained. Therefore, low-temperature ARPEFS holds the promise to completely and accurately map out surface and near-surface structures for adsorbate systems.
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Table I. Summary of the structural results (in Å) determined from MSSW analysis and comparisons with the LEED and SEXAFS results. The statistical errors associated with each parameter for the four data sets are given in parentheses (see Section III.C3). The structural parameter values in the upper panel are derived directly from fits of the data, while those in the lower panel were derived by subtracting two corresponding values above the line.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>[001] 110k</th>
<th>[001] 300k</th>
<th>[011] 110k</th>
<th>[011] 300k</th>
<th>Avg(^a) (stat)</th>
<th>Avg(^b) (scat)</th>
<th>This(^c) work</th>
<th>LEED</th>
<th>SEXAFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl-Cu1</td>
<td>1.605(13)</td>
<td>1.612(14)</td>
<td>1.604(8)</td>
<td>1.601(9)</td>
<td>1.604(5)</td>
<td>1.606(4)</td>
<td>1.604(5)</td>
<td>1.60(3)</td>
<td>1.53(2)</td>
</tr>
<tr>
<td>Cl-Cu2o</td>
<td>3.413(19)</td>
<td>3.432(25)</td>
<td>3.390(30)</td>
<td>3.378(58)</td>
<td>3.412(13)</td>
<td>3.403(21)</td>
<td>3.412(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl-Cu3</td>
<td>5.223(13)</td>
<td>5.237(23)</td>
<td>5.186(34)</td>
<td>5.178(81)</td>
<td>5.222(11)</td>
<td>5.206(25)</td>
<td>5.222(25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl-Cu4</td>
<td>7.023(22)</td>
<td></td>
<td></td>
<td></td>
<td>7.023(22)</td>
<td>7.023(22)</td>
<td>7.023(22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl-Cu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.416(3)</td>
<td>2.418(3)</td>
<td>2.416(3)</td>
<td>2.41(2)</td>
<td>2.37(2)</td>
</tr>
<tr>
<td>Cu1Cu2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.849(8)</td>
<td>1.840(12)</td>
<td>1.849(12)</td>
<td>1.85(3)</td>
<td>1.90(2)</td>
</tr>
<tr>
<td>Cu1Cu2o</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.808(14)</td>
<td>1.797(21)</td>
<td>1.808(21)</td>
<td>1.85(3)</td>
<td>1.90(2)</td>
</tr>
<tr>
<td>Cu2aCu3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.769(13)</td>
<td>1.760(27)</td>
<td>1.769(27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu2oCu3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.810(17)</td>
<td>1.803(33)</td>
<td>1.810(33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu3Cu4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.801(25)</td>
<td>1.817(33)</td>
<td>1.801(33)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) Statistical errors only: Standard deviation.
b) Standard deviation from the scatter of results.
c) Final adopted values, with standard deviation taken as the higher of a and b above. Not included in these values and error estimate are any possible offset due to (unknown) systematic error.
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Figure Captions

FIG. 1. A side view of the c(2x2)Cl/Cu(001) structure with the experimental geometries. The emission directions are labelled as [001] and [011], while the photon polarization vectors associated with each geometry are labelled as $\hat{e}_{[001]}$ and $\hat{e}_{[011]}$, respectively. The larger circles represent the copper atoms. The open circles are in the same plane as the Cl atoms, while the shaded circles lie in planes above and below the paper.

FIG. 2. Experimental $\chi(k)$ curves for the [001] geometry. The curve with solid dots is $\chi(k)$ at 300 K, and the heavier curve is $\chi(k)$ at 110 K.

FIG. 3. Experimental $\chi(k)$ curves for the [011] geometry at two temperatures, as in Fig. 2.

FIG. 4. Fourier spectra for the [001] geometry at two temperatures, 110 K and 300 K, respectively. Each numbered peak is associated with a scattering path-length difference for a numbered atom in the inset.

FIG. 5. Fourier spectra for the [011] geometry at two temperatures, 110 K and 300 K, respectively. Each numbered peak is associated with a scattering path-length difference for a numbered atom in the inset.

FIG. 6. Adsorption site determination for the [001] geometry at two temperatures. The experimental curves (solid lines) are compared to the MSSW calculated curves (dashed lines) for three unreconstructed adsorption geometries (atop, bridge, and four-fold hollow). The experimental data most closely resemble the four-fold hollow calculations at both temperatures.

FIG. 7. Adsorption site determination for the [011] geometry at two temperatures. The notation is similar to Fig. 6. The experimental data most closely resemble the four-fold hollow calculations at both temperatures.

FIG. 8. R-factor contours of ClCu1 vs. ClCu2a for the [001] and [011] geometries at 110 K. For each contour, all the other parameters are kept at their optimum values. The minimum value of the R-factor is 0.11 for the [001] geometry and 0.07 for the [011]
geometry. The innermost contour line corresponds to an R-factor of 0.20 for the [001] geometry and 0.10 for the [011] geometry. The contour interval is 0.10. The position of the R-factor minimum is marked by "+", where the size of this mark represents the statistical error for each parameter (see Section III.C3).

**FIG. 9.** R-factor contours of ClCu2a vs. ClCu2o for the [001] and [011] geometries at 110 K, as in FIG. 8. The minimum value of the R-factor is 0.11 for the [001] geometry and 0.07 for the [011] geometry. The contour interval between solid curves is 0.10.

**FIG. 10.** Illustration of ARPEFS path-length sensitivity beyond 10 Å. The 20 Å calculated curve models the high frequency structure of the data very well, while the 10 Å and 13 Å curves do not.

**FIG. 11.** R-factor contours of ClCu2o vs. ClCu3 for the [001] geometry at 110 K. The minimum value of the R-factor is 0.11 with a contour interval of 0.05, and the innermost contour line corresponds to R = 0.15.

**FIG. 12.** R-factor contour of ClCu3 vs. ClCu4 for the [001] geometry at 110 K, similar to Fig. 11.

**FIG. 13.** The best fits of the MSSW calculations (dashed curves) to the filtered (16.5 Å) ARPEFS data (solid curves) for the [001] geometry at two temperatures, 110 K and 300 K.

**FIG. 14.** The best fits of the MSSW calculations (dashed curves) to the filtered (16.5 Å) ARPEFS data (solid curves) for the [011] geometry at two temperatures, 110 K and 300 K.

**FIG. 15.** Top and side views of the c(2x2)Cl/Cu(001) structure. The side view (lower panel) corresponds to a cut in the plane shown the broken line in the top view (upper panel), while D1, D2o, D2a and D3 represent the perpendicular distances of ClCu1, ClCu2o, ClCu2a and ClCu3, respectively, as described in the text.

**FIG. 16.** Comparisons of the filtered (16.5 Å) ARPEFS data (solid curves) to the MSSW calculations (dashed curves) for the [001] and [011] geometries at 110 K. The MSSW
curves are calculated with a ClCu1 distance of 1.53 Å as obtained from a previous SEXAFS study, while all the other parameters are kept fixed at their optimum values.
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