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Anisotropy is a term in physics to describe a directionally dependent material property. For magnetic materials, when magnetic anisotropy exists, the magnetization has a preferred orientation along a specific axis. Magnetic anisotropy can arise from various sources such as sample geometry, crystal structure, or stress. These anisotropy terms are also referred to as shape anisotropy, magnetocrystalline anisotropy, and magnetostriction respectively. The presence of magnetic anisotropy produces a preferred magnetization direction which is called the easy direction since it is “easier” to magnetize the material along this direction. The energy associated with magnetization and its relation to the easy direction strongly dictates the magnetic properties of the material.

In ferromagnetic materials, especially at the nanoscale, magnetic anisotropy has a significant impact on the magnetic domain formation. Fundamentally speaking, a magnetic domain is a region which has a uniform magnetization. This region consists of a collection of magnetic dipoles (i.e. spins) which cooperate with each other and point in the same direction. Since the magnetization of different domains can point in different directions, the direction of each magnetic domain is dictated by minimizing the energy associated with the magnetization process of ferromagnetic materials. Due to the fact that the magnetization of each magnetic domain is directional, the magnetic anisotropy of a material naturally influences the magnetic domain formation as well as its magnetic properties. This fact implies that if one can tune the magnetic anisotropy of a sample, the magnetic property of the sample can also be modulated.
One typical example of changing magnetic anisotropy to modify magnetic property is the use of magnetic recording technology in modern hard drives [1]. In magnetic recording, the bit information is stored in a magnetic domain represented by a magnetization direction. When the magnetization direction is normal to the disk surface, it is called “perpendicular” magnetic recording. Prior to perpendicular magnetic recording, researchers relied on in-plane domain magnetizations to store data in the disk termed “longitudinal” magnetic recording. When these two recording technologies were compared (see Fig. 1-1), the perpendicular magnetic recording is deemed superior because the domain magnetizations do not directly oppose each other; therefore, the bit information can be packed more closely with sharper transition signals and thus enable higher information storage density (bits stored per area). The perpendicular type of magnetic domain structure is formed by controlling the size and shape of the grain grown in the magnetic thin film materials (i.e. engineering the magnetic anisotropy), so that out-of-plane directions become the easy direction of magnetization for each domain.

**Figure 1-1:** Comparison of longitudinal and perpendicular magnetic recording. The bold black arrows represent the magnetization direction of each domain as well as the bit information stored in the material. [Diagrams modified from Wikipedia/Perpendicular Recording]
In this dissertation, the idea of engineering magnetic anisotropy to control the magnetic property is applied to nanostructured ferromagnetic materials (i.e. thin films and nanostructures). The nanostructured ferromagnetic materials are used in applications including multiferroics and thermomagnetics. Multiferroic applications focus on the coupling effect between ferroelectric and ferromagnetic materials while the thermomagnetics applications focus on ferromagnetic properties change as a function of temperature and applied magnetic field. Based on the characteristics of materials and their applications, the main body of this dissertation is divided into three chapters represented by: 1. Nanostructured Nickel, 2. Nanostructured Gadolinium, and 3. Thermomagnetic Energy Harvesting.

This dissertation focuses on nickel (Ni) and gadolinium (Gd) due to their unique magnetic properties (e.g. Gd has a Curie point at room temperature) as well as some of the more well understood behavior at the nanoscale (e.g. Ni has single and multi-domain state). In Chapter 2, a thin film Ni/ferroelectrics heterostructure is introduced. By using a strain-mediated converse magnetoelectric (ME) effect, the magnetic anisotropy in the nanoscale Ni thin film is electrically controlled, and a significant out-of-plane to in-plane magnetization change is experimentally observed. This Ni thin film experiment is followed by a review of single domain theory. The characterization of patterned Ni nanostructures having a single domain is also presented. This chapter reveals that the manipulation of Ni domain structure in the nanoscale is possible.

In Chapter 3, the magnetic anisotropy of Gd in the nanoscale is discussed. Both Gd thin film and nanostructure are fabricated in an attempt to produce single domain. Since an experimental observation of Gd single domain is absent in the literature, extensive characterizations of both Gd thin film and nanostructure are performed to identify the problem. Results suggest that the spin reorientation (a phenomenon of easy axis change as a function of
temperature) can be observed when the Gd thin film is textured; however, the formation of single domain in Gd nanostructures is hindered due to oxidation and crystal structure transformation in the nanoscale.

In Chapter 4, the importance of single domain ferromagnetic nanostructure in the context of thermomagnetic energy harvesting is described. When a ferromagnetic material is thermally cycled across its Curie point, the efficiency of converting thermal energy to magnetic energy is particularly important to the energy harvesting application. In this chapter, a thorough study on the thermomagnetic conversion efficiency of all ferromagnetic elements is presented. Based on the calculations using experimental data, a single domain ferromagnetic approach to increase thermomagnetic conversion efficiency is proposed. Analytical results for Gd single domains suggest efficiencies on the order of 30% are possible, representing a threefold increase from multi-domain Gd.

Chapter 4 along with the preceding two chapters provides fundamental information on using magnetic anisotropy engineering for practical applications. A brief summary as well as a description of future research is provided in Chapter 5.
Chapter 2 discusses the magnetic domain structures engineered in both Ni thin film and nanostructures. In the nanoscale Ni thin film, magnetization and the corresponding magnetic domain structure is extremely sensitive to film thickness and its corresponding magnetic anisotropy energy. By using a strain-mediated magnetoelectric (ME) effect (i.e. multiferroics), several studies report substantial in-plane magnetization changes in thin film Ni/ferroelectrics heterostructures. While the theoretical prediction shows that out-of-plane magnetization rotation is possible in these multiferroics systems, the changes shown in the literature are fairly trivial. In this chapter, experimental results for significant out-of-plane magnetization change with the application of a electric field in a thin film Ni/[Pb(Mn_{1/3}Nb_{2/3})O_3]_{0.68}*[PbTiO_3]_{0.32} (PMN-PT) (001) heterostructure is presented and demonstrated. Both irreversible and reversible out-of-plane magnetization rotations are observed using a magnetic force microscope (MFM). Magnetic domain wall pinning due to ferroelectric domain texturing is also observed. The magnetization reorientation as well as the change in magnetic domain structure is dependent on Ni thin film thickness and is attributed to a transition of magnetic domain wall between Néel and Bloch wall. These findings provide useful information regarding the electrical control of magnetization using multiferroics.

In addition to thin film, the modeling, fabrication, and testing of single domain Ni nanostructures are presented in this chapter. Modeling shows a theoretical prediction on the geometry of Ni single domain for a fixed thickness. Fabrication focuses on E-beam lithography
based processes, and Ni nanostructures with different geometries were fabricated based on the modeling results. Testing was performed using a magnetic force microscope with a focus on the comparison between the modeling and actual domain configuration in the fabricated nanostructures. Experimental results suggest that the shape anisotropy change could have significant impact on the formation of single domain in Ni nanostructure. Analytical results based on a simplified model of energy balance showed a good match with the experimental results.

2.1 Thin film

The electric-field-controlled magnetization changes from out-of-plane to in-plane in a 60-nm-thick thin film Ni/PMN-PT (001) heterostructure were experimentally observed. MFM results show significant changes in the stripe magnetic domain structures (i.e. elimination of stripe domains) with the application of electric fields. Depending on the ferroelectric PMN-PT poling state, the stripe domain elimination can be either reversible or irreversible. During the poling process, prominent domain wall pinning was also observed at the ferroelectric domain boundaries. The observed domain structure changes are attributed to transition from an energy state favoring Bloch walls to one in which Néel walls become more prevalent in the Ni thin film. Furthermore, for a relatively thicker film (100 nm), a similar electric-field-induced domain structure change was not observed. A discussion on the relationship between electric-field-induced strain, magnetostriction, and domain wall transition in Ni thin film is provided in this section.
2.1.1 Background

During the past decade, the magnetic domain structure in nanoscale nickel thin film (i.e. 2 to 200 nm) has been extensively studied [2-5]. Researchers have shown that the magnetic domain structure (e.g. flux closure [3] or maze/striped domain pattern [5]) is extremely sensitive to film thickness (t) and magnetic anisotropy energy, with dramatic changes occurring in the t < 100 nm region [3-4]. For example (see Fig. 2-1), stripe domains with flux closure configuration (i.e. the coexistence of the Block and Néel walls) [4] are reported in relatively thicker Ni films (t > 25 nm). As the thickness is decreased (10 < t < 25 nm), the flux closure configuration is less favorable and the stripe domains break up into bubble domain [3] patterns. As for films with a thickness of 2 < t < 10 nm, only Block walls (i.e. no flux closure) are reported and the domain magnetization direction is exclusively out-of-plane [3-4]. Although many of these studies are for epitaxial Ni thin films, similar results are found in polycrystalline (i.e. non-textured) Ni thin film [6].

**Figure 2-1:** MFM magnetic domain images of epitaxial Ni thin films [3-4]. The domain configuration changes as the film thickness increases.
One approach to control the magnetic domain structure of thin films is with magnetoelectric (ME) heterostructures (e.g. multiferroics) [7-10]. Several studies report electric field induced strain produces in-plane magnetization changes in Ni/ferroelectrics ME systems, e.g. 35-nm-thick Ni on LiNbO$_3$ [11], 35-nm-thick Ni on PMN-PT [12], 100-nm-thick Ni on BaTiO$_3$ [13], and 100-nm-thick Ni on Pb[Zr$_{0.52}$Ti$_{0.48}$]O$_3$ (PZT) hybrid structure [14]. Furthermore, studies have been conducted on many other nanoscale ferromagnetic thin films (e.g. CoFe [15], CoFe$_2$O$_4$ [16], Fe [17], Fe$_3$O$_4$ [18], FeGaB [19], FePt [20], and La$_{0.7}$Sr$_{0.3}$MnO$_3$ [21]) deposited on different ferroelectric substrates (e.g. BaTiO$_3$ [15, 17], [Pb(Zn$_{1/3}$Nb$_{2/3}$)O$_3$]$_{0.94}$-[PbTiO$_3$]$_{0.06}$ (PZN-PT) [16, 18-20], and PMN-PT [18, 21]). While a variety of studies are present, Ni thin film is probably one of the more well understood systems in terms of thickness dependence on magnetic domain structure. Furthermore, the majority of these thin film ME studies (including Ni) focus on in-plane magnetization changes rather than the out-of-plane magnetization changes which is of particular importance to modern magnetic recording technologies [1, 10]. The main reason studies focus on in-plane magnetization changes is the relatively smaller energy barrier to reorient in-plane magnetization as compared to reorienting out-of-plane magnetization as described in theoretical analyses [22-23]. While the theoretical prediction shows that out-of-plane magnetization rotation is possible in Ni ME heterostructure, the experimental changes observed are fairly trivial [6].
2.1.2 Fabrication

The test samples consist of a 60-nm-thick Ni thin film deposited onto a 0.5-mm-thick (001) cut single crystal PMN-PT. Prior to Ni deposition, a 10 nm Ti adhesive layer and a 50 nm Pt electrode layer were deposited on the both sides of the PMN-PT. Two sets of samples were fabricated: one has Ni thin film deposited before the PMN-PT was poled (i.e. un-poled PMN-PT), and the other has Ni thin film deposited after the PMN-PT was poled along the <001> direction with an electric field of 0.8 MV/m (i.e. pre-poled PMN-PT). For the later sample, residual strains caused by the poling process are absent. Schematic diagrams of the fabricated Ni/PMN-PT sample structure and the strain state of Ni thin film during the poling process are shown in Fig. 2-2. A third sample consisting of 100-nm-thick Ni and un-poled PMN-PT (001) was also fabricated. All test results presented in this dissertation are from the 60-nm-thick Ni/PMN-PT (001) sample unless otherwise stated.

![Diagram](image)

**Figure 2-2:** Ni/PMN-PT heterostructure. When the PMN-PT is poled along the <001> direction, the piezoresponse of PMN-PT induces compressive strains in the x-y plane of the Ni thin film.
2.1.3 Experiment

Three experiments were performed to characterize 60-nm-thick Ni/PMN-PT (001) heterostructure, and both un-poled and pre-poled samples were characterized in the same manner:

1. Piezoresponse (strain versus electric field) measurement of PMN-PT (001): the strain versus electric field (ε-E) curves were measured by mounting a biaxial strain gauge on the sample surface with a triangular electric field waveform applied at 0.01 Hz. The strain gauges were zeroed prior to recording data.

2. Domain structure observation using atomic and magnetic force microscopy: the domain pattern changes in the Ni/PMN-PT heterostructure were captured at the five electric field points (i.e. 0 ≤ E ≤ 0.8 MV/m) using an atomic/magnetic force microscope (A/MFM). The AFM model is Bruker Dimension 5000. A low moment MFM probe (Nanosensors PPP-LM-MFMR) magnetized along the tip axis was used for all imaging. An illustration of the A/MFM test setup is shown in Fig. 2-3.

3. Magnetization change measurement using magneto-optical Kerr effect (MOKE): both longitudinal and polar geometries were used. The longitudinal geometry detects the magnetization change in the in-plane directions, whereas the polar geometry measures the out-of-plane magnetization change.
2.1.3.1 Ni thin film and un-poled PMN-PT

2.1.3.1.1 Piezoresponse Curves

Fig. 2-4 shows the in-plane (i.e. both x and y directions) ε-E curves of the 60-nm-thick Ni/PMN-PT (001) un-poled sample during the poling process. As shown in Fig. 2-4, in-plane compressive strains as large as 1600 με are produced in the poling nonlinear region (i.e. points 1 to 3) when an electric field of 0.8 MV/m is applied. Upon removal of the poling electric field, remnant strains are present (see point 4). Note that the remnant strain is different for the x and y directions and this difference (Δε) is sample dependent. This strain difference is attributed to the initial ferroelectric domain distribution in the un-poled sample, and therefore, the overall resultant strain in Ni thin film is anisotropic.
Figure 2-4: In-plane piezoelectric response of 60-nm-thick Ni/PMN-PT (001) un-poled sample: (1) Un-poled (0 MV/m), (2) 0.4 MV/m, (3) 0.8 MV/m, (4) 0 MV/m, and (5) 0.8 MV/m.

2.1.3.1.2 Atomic Force and Magnetic Force Microscopy

Fig. 2-5 shows the atomic force microscope (AFM) topographic height images (Fig. 2-5.1a to Fig. 2-5.5a) and corresponding MFM domain images (Fig. 2-5.1b to Fig. 2-5.5b) of the 60 nm Ni thin film at the five different electric field points shown in Fig. 2-4. Fig. 2-5.1c to Fig. 2-5.5c show magnified MFM images of the boxed regions shown in Fig. 2-5.1b to Fig. 2-5.5b. Based on the piezoresponse force microscope experiments previously reported for PMN-PT [24], it is believed that the AFM images in Fig. 2-5.1a to Fig. 2-5.5a show the presence of ferroelectric domains as evidenced by the alternating light and dark regions. The height difference between the neighboring ferroelectric domains (i.e. light and dark areas) is about ± 2 nm. Note that when comparing the five AFM images captured at different electric fields, one sees that the surface
texture does not change during application of electric fields (i.e. ferroelectric domains are immobile in the scan area); however, significant ferroelectric domain changes were readily observable outside the scan area with the naked eye.

![AFM and MFM images of Ni thin film on PMN-PT](image)

**Figure 2-5:** AFM (a) and MFM (b and c) images of 60-nm-thick Ni thin film on PMN-PT (001) un-poled substrate captured at five different times corresponding to points 1 to 5 in Fig. 2-4 respectively. MFM images in (c) represent the box areas shown in (b). Arrows in (a) indicate ferroelectric domain boundaries and arrows in (b) indicate domain wall pinning locations.

When reviewing the five MFM images in Fig. 2-5.1b to Fig. 2-5.5b (also see the magnified views in Fig. 2-5.1c to Fig. 2-5.5c), notable changes are observed in the magnetic domain structure. Fig. 2-5.1b and Fig. 2-5.1c in the un-poled state show a typical stripe domain pattern in the Ni thin film. As the electric field increases to 0.4 MV/m in Fig. 2-5.2b and Fig. 2-5.2c, the stripe domain pattern is eliminated and some virtual “crack-like” images begin to
emerge as indicated by the arrows. Since surface roughness is known to cause domain wall pinning [25], the texturing present in the AFM images (i.e. the immobile ferroelectric domain boundaries) is believed to pin the magnetic domain walls and produce crack-like structures in the MFM images. As the electric field increases to 0.8 MV/m (see Fig. 2-5.3b and Fig. 2-5.3c), the number of domain walls pinned (i.e. the crack-like structure) increases. These domain wall pinning locations are correlated to the ferroelectric domain boundaries as indicated by the arrows in the AFM images in Fig. 2-5.2a and Fig. 2-5.3a. Upon removal of the electric field (i.e. back to point 4 in Fig. 2-4), Fig. 2-5.4 b and Fig. 2-5.4c show that the domain wall pinning sites are eliminated (i.e. absence of crack-like structure) and the stripe domain pattern does not recover. The “mottled” domain image present in Fig. 2-5.4c is caused by the remnant strains present in the Ni thin film (see point 4 in Fig. 2-4). As an electric field of 0.8 MV/m is reapplied (see Fig. 2-5.5b and Fig. 2-5.5c), the crack-like structures once again appear. Although some of the domain wall pinning locations in Fig. 2-5.5b are different from those shown in Fig. 2-5.3b, these crack-like structures are geometrically very similar. In general, the larger area AFM and MFM images in Fig. 2-5 (a and b) provide information about the domain wall pinning while the magnified views of MFM image in Fig. 2-5c reveal more detail about the domain configuration change.

2.1.3.1.3 Magneto-optical Kerr Effect Magnetometry

Fig. 2-6 shows the normalized Kerr rotation versus magnetic field curves (M-H curves) for the 60-nm-thick Ni thin film as a function of electric field measured by MOKE magnetometry. Fig. 2-6a shows the polar geometry (i.e. out-of-plane magnetization change) and Fig. 2-6b shows the longitudinal geometry (i.e. in-plane magnetization change in both x and y directions). As shown in Fig. 2-6a inset, there are three different values of anisotropy field (H_a)
corresponding to three different poling/strain states of PMN-PT. From the initial un-poled state to a poled state with an electric field of 0.8 MV/m (refer to point 1 and point 3 in Fig. 2-4), $H_a$ increases from ~2700 Oe to ~3500 Oe ($\Delta H_a \approx 800$ Oe). When the electric field is removed (i.e. point 4 in Fig. 2-4), $H_a$ becomes ~3100 Oe which represents a $\Delta H_a$ of ~400 Oe. This intermediate value of $H_a$ represents a change of anisotropy energy caused by a remnant strain at 0 MV/m (see point 4 in Fig. 2-4). Here, the presence of $\Delta H_a$ represents the increase of anisotropy energy required to magnetize/saturate the Ni thin film in the out-of-plane direction when either an electric field is applied or a remnant strain is present (i.e. the out-of-plane axis becomes “harder”). In addition, a change of coercivity, $H_c$, can also be observed in Fig 2-6a. $H_c$ becomes smaller after the sample is poled/strained. This observation may also be attributed to the result of a harder out-of-plane direction. For a thin film sample, since the magnetic moment rotation between two opposite out-of-plane directions has to pass through the in-plane direction, when the in-plane direction is more energetically favorable due to strain, the out-of-plane coercivity could reduce accordingly.

Similar correspondence between the magnetization change and the poling/strain state can also be found in the longitudinal MOKE data shown in Fig. 2-6b. Fig 2-6b shows that the remanence significantly increases in both x and y directions when the PMN-PT is poled with an electric field of 0.8 MV/m (i.e. from point 1 to point 3 in Fig. 2-4). From the initial un-poled state to a poled state with an electric field of 0.8 MV/m, not only the remanence has significant change, but also the coercivity reduces by ~200 Oe. Both of these variations indicate a result of “easier” in-plane magnetization by applying an electric field to PMN-PT (i.e. inducing a compressive strain in the in-plane direction of Ni thin film). The increase in remanence represents an increase of in-plane magnetic domain structures (i.e. the in-plane direction
becomes “easier” with the application of an electric field while the coercivity reduction may be attributed to a more coherent in-plane magnetic moment rotation during the magnetization reversal process with an electric field applied. The coherent in-plane magnetic moment rotation may be a result of a harder out-of-plane axis when the electric field is applied (i.e. spins are mainly confined to in-plane directions). Since every in-plane direction is an easy direction, a reduction of coercivity is possible and could represent an explanation of the coercivity reduction with electric field. When the electric field is removed (i.e. back to 0 MV/m as shown at point 4 in Fig. 2-4), the remanence decreases and the coercivity increases from those measured at the electric field of 0.8 MV/m. However, both remanence and coercivity are different to the values measured at the un-poled state. This is again due to the presence of remnant strain. One may notice that the remanence measured in the y direction is slightly smaller to that measured in the x direction at 0 MV/m (in both positive and negative Kerr rotation signal). This result may be attributed to different remanent strains in x and y directions as shown at point 4 in Fig. 2-4.
Figure 2-6: Normalized Kerr rotation hysteresis curves of 60-nm-thick Ni thin film on un-poled PMN-PT (001): (a) Polar and (b) Longitudinal geometry. Inset in (a): Approximate anisotropy field values at different poling states.
2.1.3.2 Ni thin film and pre-plied PMN-PT

2.1.3.2.1 Piezoresponse Curves

Fig. 2-7 shows the in-plane $\varepsilon$-$E$ curves of the 60-nm-thick Ni/PMN-PT (001) pre-plied sample. As shown in Fig. 2-7, an isotropic in-plane compressive strain (i.e. $\varepsilon_x = \varepsilon_y$) as large as $1000 \mu \varepsilon$ is produced when an electric field of 0.8 MV/m is applied. As compared to the un-plied sample shown in Fig. 2-4, it is important to point out that remnant strain is absent in Fig. 2-7 when the electric field is removed. For the following MFM tests, the electric field was limited to the unipolar case of $0 \leq E \leq 0.8$ MV/m (i.e. points 1~4 in Fig. 2-7) to prevent de-pling and subsequent reversal of polarity.

![Piezoresponse Curves](image)

**Figure 2-7:** In-plane piezoelectric response of 60-nm-thick Ni/PMN-PT (001) pre-plied sample: (1) 0 MV/m, (2) 0.4 MV/m, (3) 0.8 MV/m, and (4) 0 MV/m.
2.1.3.2.2 Atomic Force and Magnetic Force Microscopy

Fig. 2-8 shows the AFM topographic height images and corresponding MFM domain images of the 60 nm Ni thin film captured at four different applied electric fields (i.e. points 1, 2, 3, and 4 in Fig. 2-7 corresponding to 0, 0.4, 0.8, and 0 MV/m respectively). As seen in Fig. 2-5a, the AFM images in Fig. 2-8 also show the presence of ferroelectric domains in the PMN-PT (with height difference between light and dark areas about ± 2 nm). When comparing the four AFM images, one sees that the surface texturing does not change during the application of electric fields (i.e. ferroelectric domains are immobile). Note that the surface topography with a more regular pattern was found in other AFM scanning areas on the PMN-PT sample surface.

Figure 2-8: AFM and MFM images of 60-nm-thick Ni thin film on PMN-PT (001) pre-poled substrate: (1) 0 MV/m, (2) 0.4 MV/m, (3) 0.8 MV/m, and (4) 0 MV/m. Arrow signs in (4) point out the domain wall pinning locations.
When reviewing the four MFM images in Fig. 2-8, notable changes are observed in the magnetic domain structure. In Fig. 2-8.1 at 0MV/m, a typical stripe domain pattern is observed in the Ni thin film as others have reported [5-6]. As the electric field increases to 0.4 MV/m in Fig. 2-8.2, the stripe domain pattern contrast in the MFM image reduces. At an electric field of 0.8 MV/m in Fig. 2-8.3, the stripe domains in MFM image are virtually eliminated in the MFM image. The electric-field-induced isotropic compressive strains (see point 2 and 3 in Fig. 2-7) reduce the out-of-plane magnetic stray field suggesting that the magnetization is translating from out-of-plane to prominently in-plane. Upon removal of the electric field (i.e. back to zero strain at point 4 in Fig. 2-7), the stripe domain pattern in Fig. 2-8.4 is effectively recovered. However, the stripe domain distribution is slightly different from its original pattern as indicated by the white arrows in Fig. 2-8.4. Again, the texturing present in the AFM images (i.e. the immobile ferroelectric domain boundaries) is believed to pin the magnetic domain walls and produce a slightly different strip domain structure when compared to Fig. 2-8.1.
2.1.3.2.3 Magneto-optical Kerr Effect Magnetometry

Fig. 2-9 shows the M-H curves for the 60-nm-thick Ni thin film as a function of electric field measured by MOKE magnetometry. Fig. 2-9a shows the polar geometry and Fig. 2-9b shows the longitudinal geometry. In Fig. 2-9a, the polar MOKE data shows that the anisotropy field \( (H_a) \) increases from \(~3700\) Oe to \(~4200\) Oe (i.e. \( \Delta H_a \approx 500 \) Oe) as the electric field increases from 0 to 0.8 MV/m (see inset for a magnified view). As discussed in Section 2.1.3.1.3, this increase represents an increase of anisotropy energy required to magnetize/saturate the Ni thin film in the out-of-plane direction as an electric field is applied (i.e. the out-of-plane axis becomes “harder”).

The longitudinal MOKE data in Fig. 2-9b shows that as the electric field is increased from 0 to 0.8 MV/m, the in-plane magnetic remanence increases and the magnetic coercivity decreases in both x and y directions. Again, the increase in remanence represents an increase of in-plane magnetic domain structures (i.e. the in-plane direction becomes “easier”) with the application of an electric field while the coercivity reduction is attributed to a more coherent in-plane magnetic moment rotation during the magnetization reversal process with an electric field applied (also see Section 2.1.3.1.3).
Figure 2-9: Normalized Kerr rotation hysteresis curves of 60-nm-thick Ni thin film on pre-poled PMN-PT (001): (a) Polar and (b) Longitudinal geometry. Inset in (a): Approximate anisotropy field values at different electric fields.
2.1.4 Discussion

2.1.4.1 Magnetostriction and Domain Structure

When similar MFM tests were conducted on the third sample, i.e. the 100-nm-thick Ni thin film sample, the stripe domain pattern did not change appreciably as a function of electric field (see Fig. 2-10). That is, in the boxed region of Fig. 2-10, there are some minor changes but these are fairly trivial compared to the changes observed in Fig. 2-5 or Fig. 2-8. Therefore, the reorientation of out-of-plane magnetization in Ni/PMN-PT (001) heterostructure is strongly dependent on Ni thin film thickness.

Figure 2-10: AFM and MFM images of 100-nm-thick Ni thin film on PMN-PT (001) un-poled substrate: (1) un-poled and (2) 0.8 MV/m. Distinct domain pattern change is observable only in the box areas.
Since the magnetic domain structure in Ni thin film is sensitive to thickness, it is misleading to define the easy and hard axis from simple observations of the M-H curves as pointed out by previous researchers [5]. However, the magnetoelastic change in energy produced by the application of electric-field-induced strain can be analytically calculated and compared to the magnetic anisotropy change observed in M-H curves as shown in Fig. 2-9. Since Ni is a negative magnetostriction material [25], isotropic in-plane compressive strains reorient out-of-plane magnetization to in-plane directions. For isotropic in-plane magnetostriction [25-26], the magnetoelastic energy change $E_{me}$ can be calculated as:

$$E_{me} = (-3/2) \lambda_s E \varepsilon \sin^2 \theta = 102 \text{kerg/cm}^3 \tag{2.1}$$

where the magnetostriction constant $\lambda = -34 \text{ ppm}$ and the Young’s modules $E = 200 \text{ GPa}$ for Ni [25], the strain $\varepsilon = 1000 \mu\varepsilon$ at 0.8 MV/m (see point 3 in Fig. 2-7), and $\theta$ is the 90° change from out-of-plane to in-plane directions. This energy can be compared to the magnetic anisotropy energy change $E_a$ calculated from Fig. 2-9a:

$$E_a = (1/2) \Delta H_a M_s = 109 \text{kerg/cm}^3 \tag{2.2}$$

where $\Delta H_a = 500 \text{ Oe}$ and the saturation magnetization $M_s = 435 \text{ emu/cm}^3$ for Ni thin film [3]. One finds that the magnetoelastic energy $E_{me}$ input to the system is very close to the change of magnetic anisotropy energy $E_a$ measured in the system. This correlation between $E_{me}$ and $E_a$ supports the described physical mechanism of domain pattern change in the MFM images of Fig. 2-8 (i.e. out-of-plane magnetization change).

However, theoretical predictions for a complete reorientation of the out-of-plane easy axis in Ni thin film [22-23] suggest substantially larger strains than the 1000 $\mu\varepsilon$ shown in Fig. 2-7. These analytical results did not consider the actual domain structure in Ni thin film where both the Bloch wall and Néel wall coexist to form magnetic flux closures [4] and may not accurately
reflect the experimental results shown in this study. To better explain the discrepancy, illustrations of the domain structure changes (i.e. the change of magnetic flux closure before and after the thin film is strained) along with the corresponding MFM images are provided in Fig. 2-11. Fig. 2-11 shows that before the strain is induced, some magnetic flux exits the sample due to the thickness of the Ni thin film as previously reported [3-4]. The out-of-plane stray fields (i.e. N and S shown in Fig. 2-11) are sensed with the magnetic probes as shown in the adjacent MFM image (also see Fig. 2-8.1). While large out-of-plane magnetization components exist, the in-plane domain structure illustrated in Fig. 2-11a is relatively small. Fig. 2-11b shows an illustration of the domain structure following the application of electric-field-induced strain. As can be seen, the size of the in-plane domains increases and the out-of-plane decreases. The mechanism for the increase of in-plane domains is attributed to an increase of Néel wall area (i.e. solid blue lines in Fig. 2-11) while the Bloch wall area (i.e. dashed red lines in Fig. 2-11) is reduced. Furthermore, as the Néel walls expand, they begin to “cap” the out-of-plane domains (as compared to Fig. 2-11a) significantly reducing the out-of-plane stray field and thus reducing the contrast in the MFM image (also see Fig. 2-8.3). In addition, since the Bloch wall consists of spins with 180⁰ rotation in the out-of-plane direction, it is also expected that the Bloch walls are also broadening because the spins in Bloch walls tend to stay in the in-plane direction when a strain is induced. As the thickness of the Ni thin film increases (i.e. from 60 to 100 nm), the in-plane domains become less energetically favorable and the energy required to reduce (or broaden) the Bloch walls is larger than that which is available from the PMN-PT substrate (i.e. 1000 με). Therefore, for thicker films (e.g. 100 nm), the 1000 με is insufficient to dramatically alter the out-of-plane stray fields and thus changes in MFM images were not observed in the thicker films.
**Figure 2-11:** 2-D schematic diagrams of flux closure domain configuration in the cross-section of 60-nm-thick Ni thin film MFM images (refer to Fig. 2-8): (a) zero strain at 0 MV/m and (b) isotropic in-plane compressive strain at 0.8 MV/m. White lines on MFM images represent possible cross-section positions. Gray arrows represent the magnetization direction of each domain: “out-of-plane domains” have arrows pointing to the <001> directions and “in-plane domains” have arrows parallel to the x axis. N and S represent the polarity of stray fields exiting the sample surface.

One may notice that the electric field required to eliminate the stripe domains in anisotropically strained films (see Fig. 2-5.2b) is less than reported for isotropically strained films (see Fig. 2-8.3). Based on the piezoelectric response of the un-poled PMN-PT sample shown in Fig. 2.4, this difference may be attributed to a larger strain change induced in the nonlinear region during the poling process (see points 1~3 in Fig. 2-4) or the anisotropic strains that arise during poling.
2.1.4.2 Domain wall pinning

While the strain-induced domain configuration change in Ni/PMN-PT heterostructure has been discussed, the mechanism of domain wall pinning observed in this chapter is still unclear. By closely observing the out-of-plane stray field change in the MFM images (e.g. Fig. 2-5.2c and Fig. 2-5.3c), it is possible to pose a mechanism based on the flux closure domain configuration as shown in Fig. 2-12. Fig. 2-12a shows that when the sample is un-poled, some magnetic flux exits the sample surface as evidenced by the out-of-plane stray fields (i.e. N and S shown in Fig. 2-12 illustrations) observed in the MFM image (also see Fig. 2-5.1c). These distinct stripe domains suggest that the in-plane magnetization structures are much smaller than the out-of-plane magnetization structures in the un-poled state. Fig. 2-12b shows a possible configuration of the domain structure following the application of an electric-field-induced strain (800 to 1200 με at 0.4 MV/m). Here, the in-plane magnetization components are believed to generally increase as the out-of-plane components decrease with the exception of the “capping” in-plane magnetization structure at the Bloch wall pinning site. The in-plane magnetization increase as well as out-of-plane stray field decrease causes significant changes in the local magnetic anisotropy energy which results in a breakup of the stripe domain structure such that a “mottled” domain image is observed in the MFM experiments. When the electric field is increased to 0.8 MV/m (1350 to 1550 με) in Fig. 2-12c, out-of-plane stray fields (i.e. the “crack-like” structures) are observed locally in the MFM image at specific locations (i.e. the pinning sites, where the surface texture produced by ferroelectric domains is prominent, also see Fig. 2-5.2 and Fig 2-5.3) rather than uniform stripe domains as presented in Fig. 2-12a. This localization of the out-of-plane stray fields is attributed to Bloch wall pinning which causes the “capping” phenomenon described in Fig. 2-12b to vanish when sufficient magnetoelastic energy is provided.
**Figure 2-12:** 2-D schematic diagrams of flux closure domain configuration in the cross-section of 60-nm-thick Ni thin film MFM images (refer to Fig. 2-5): (a) un-poled, (b) poled at 0.4 MV/m, and (c) poled at 0.8 MV/m. White lines on MFM images represent possible cross-section positions. Gray arrows represent the magnetization direction of each domain: arrows pointing to the <001> directions represent out-of-plane magnetizations and arrows lying along the y-axis represent in-plane magnetizations.
2.2 Nanostructure

Over the past decade, patterned nanostructure with a single domain formation [27-28] have been suggested as one approach to enhance the magnetic properties of ferromagnetic materials. By inducing shape or magnetocrystalline anisotropy in the nanoscale, researchers have been able to fabricate ferromagnetic single domains to tailor magnetic properties such as coercivity and remanence [29-30]. Typical dimensions of single domain nanostructures fabricated with 3d ferromagnetic elements (Co, Ni, and Fe) are on the order of 50 to 500 nm [27]. In this section, the theory of shape anisotropy induced single domain proposed by Charles Kittel [31] is reviewed. A typical fabrication process of single domain Ni nanostructures is also introduced. Based on the modeling and experimental results, a comparison between theoretical calculation and experimental observation of single domain dimension is shown.

2.2.1 Single Domain Theory (by Charles Kittle [31])

The total free energy of a ferromagnetic sample can be simplified as the sum

\[ E = E_w + E_m + E_a \]  \hspace{1cm} (2.3)

where \( E_w \) is domain wall energy, \( E_m \) is magnetostatic energy, and \( E_a \) is anisotropy energy which accounts for spins not aligned in the easy axis. Since the domain wall energy is a surface energy, \( E_w \) can be denoted as

\[ E_w = \sigma_w S \]  \hspace{1cm} (2.4)

where \( \sigma_w \) is surface energy density energy and \( S \) is the total area of domain wall. The magnetostatic energy associated with demagnetization factor \( N_d \) can be expressed as

\[ E_m = (-1/2) \int (H_d M) \, dV = (-1/2) \, (-N_d M) \, M \, V = (1/2) \, N_d M^2 \, V \]  \hspace{1cm} (2.5)

where \( H_d \) is demagnetization field, \( M \) is magnetization, and \( V \) is volume. The value of \( N_d \)
depends on the shape of the sample (i.e. aspect ratio), and can be calculated in closed form for rectangular prisms [32] or ellipsoidal bodies [33].

Consider a ferromagnetic sample which has dimensions that produce single domain as shown in Fig. 2-13. In Fig. 2-13a, all the spins in the sample are aligned and point along the longitudinal direction to form a single domain, and the longitudinal direction is the easy direction. In this case, $E_w$ and $E_a$ are zero since both domain wall and the spin lying in the hard direction do not exist, and thus Eqn. (2.3) for the single domain becomes

$$E_{sd} = E_m = (1/2) N_d M^2 (L W T)$$

(2.6)

where $L$, $W$, and $T$ are the length, width, and thickness of the sample as shown in Fig. 2-13a respectively.

Fig. 2-13b shows that when the sample size is slightly larger, more than one domain exists in the sample and the domains start to form a flux closure to minimize $E_m$ (i.e. $E_m = 0$). In the multi-domain case of Fig. 2-13b, since only spins in small areas on the two ends of the sample point to the hard direction, $E_a$ is assumed to be negligible. As a result, Eqn. (2.3) for the multi-domain becomes

$$E_{md} = E_w \approx \sigma_w (LT)$$

(2.7)

where $L$ is the length and $T$ is the thickness of sample as shown in Fig. 2-13b. By equating Eqn. (2.6) and Eqn. (2.7), the critical width $W_c$ of single domain can be obtained

$$\left(1/2\right) N_d M^2 W_c = \sigma_w,$$

$$W_c = 2 \sigma_w / N_d M^2$$

(2.8)

Note that this critical width is dependent on $N_d$ which is a function of the aspect ratio of sample. Therefore, once $W_c$ is obtained, $L_c$ and $T_c$ can also be calculated based on the aspect ratio of the sample. In general, Kittel’s theory gives an approximate solution for the calculation of single
domain dimensions, especially when shape anisotropy is present.

**Figure 2-13:** Domain configuration in a rectangle prism at the nanoscale: (a) Multi-domain with a flux closure, and (b) Single domain. Gray arrows represent the magnetization direction of domain.

### 2.2.2 Numerical Modeling

Kittel’s theory basically elucidates that single domains can only form below a certain scale even though a larger sample may have the same \( N_d \) value (i.e. the same aspect ratio) as a smaller one. For example, a 3000 by 1000 by 350 nm\(^3\) Ni sample has the same aspect ratio as a 300 by 100 by 35 nm\(^3\) Ni sample (i.e. \( L:W:T = 60:20:7 \)); however, only the later one has single domain. Therefore, if one tries to predict the single domain formation in a ferromagnetic nanostructure with a specific aspect ratio, Kittel’s theory can be used to model the magnetic domain configuration.

From the engineering point of view, since the majority of single domain Ni nanostructures are fabricated using processes involving thin film deposition [27-28] in which the sample thickness is the first parameter to decide, the nanostructure thickness could be the first parameter to consider for modeling. Fig. 2-14 is an example result of modeling the critical
dimensions of Ni nanostructure with various aspect ratios but a fixed thickness using the Kittel’s theory. Thickness $T = 35$ nm, $M = 485$ emu/cm$^3$, and $\sigma_w = 0.9$ erg/cm$^2$ are the input parameters for the modeling. Note that $\sigma_w$ value used here is an average of Bloch and Néel wall energy of Ni [25]. A MATLAB code for the numerical modeling, including a subroutine of $N_d$ calculation for rectangular prisms, is provided in Appendix 1. In Fig. 2-14, the dark region represents the possible lengths and widths of multi-domain nanostructure and the triangular-colored region represents the possible lengths and widths of single domain nanostructure. The boundary separating these two regions represents the critical dimensions of single domain. For example, a Ni nanostructure with a size of 600 by 300 by 35 nm$^3$ has multi-domain, but a 600 by 100 by 35 nm$^3$ Ni nanostructure is a single domain.

**Figure 2-14:** Modeling results of domain configuration as a function of Ni nanostructure dimensions. The nanostructure thickness is fixed at a $T = 35$ nm.
2.2.3 Fabrication

Based on the modeling results, Ni nanostructures with three different dimensions (300 by 150 by 35 nm$^3$, 300 by 100 by 35 nm$^3$, and 600 by 100 by 35 nm$^3$) were fabricated using E-beam lithography, E-beam evaporation, and lift-off process. A process flow chart is shown in Fig. 2-15. In Fig. 2-15a, PMMA 495 A4 E-beam resist was first spin-coated on Si wafer surface. The PMMA resist was exposed using a Vistec EBPG5000+ E-beam lithography system to form an array of nanostructures with various sizes. The patterned resist was then developed with a MIBK/IPA solvent. In Fig. 2-15b, 5-nm-thick Ti was E-beam evaporated onto the developed resist as an adhesive layer. This was followed by the evaporation of 35-nm-thick Ni thin film without breaking the vacuum. Finally, as shown in Fig. 2-15c, the PMMA sacrificial layer was removed using acetone producing an array of Ni nanostructures. An AFM image of fabricated Ni nanostructure array is shown in Fig. 2-16.

![Process flow chart of Ni nanostructure fabrication.](attachment:image.png)
2.2.4 Experiment and Discussion

The magnetic domain images of fabricated Ni nanostructures were captured using the Bruker Dimension 5000 MFM. A standard MFM probe (Bruker MESP) magnetized along the tip axis was used for all imaging. Fig. 2-17 shows the captured MFM images of Ni nanostructures with three different geometries. In Fig. 2-17a, single domain and multi-domain were both observed in the Ni nanostructure with a dimension of 300 by 150 by 35 nm$^3$. The single domain in the MFM images is represented by one bright and one dark region in each nanostructure (i.e. one dipole per structure). For example, in the boxed zoom-in area of Fig. 2-17a, the domain structure on the right-hand side is a single domain. Fig. 2-17b and Fig. 2-17c show that single domain forms in all the 300 by 100 by 35 nm$^3$ and 600 by 100 by 35 nm$^3$ Ni nanostructures. These MFM results suggest that the Ni single domain is induced by increasing the aspect ratio (i.e. the shape anisotropy) of nanostructures.
Fig. 2-17 further shows a comparison between experimental and modeling results (refer to Fig. 2-14). In general, the experimental results match with the modeling results; however, some discrepancies can still be found. For example, for the 300 by 100 by 35 nm$^3$ Ni nanostructures (see Fig. 2-17b), the modeling shows a result of multi-domain while MFM results show only single domain. In fact, the modeling result suggests that with the same aspect ratio (i.e. L:W:T = 60:20:7), the single domain only forms in a smaller structure with a size of 224.67 by 74.89 by 26.21 nm$^3$. However, the modeling also shows that a 320 by 80 by 35 nm$^3$ Ni nanostructure should be a single domain (i.e. different aspect ratio but with dimensions close to 300 by 100 by 35 nm$^3$). Therefore, the discrepancy between modeling and experimental results in Fig. 2-17 is believed to be caused by either the dimensional errors introduced in the fabrication process or the errors introduced in the Kittel’s theory due to simplifications. Overall speaking, results shown in Fig. 2-17 suggest that even though some assumptions were used in the Kittel’s theory to calculate the critical dimensions of single domain, this theory is still worth referencing when the single domain nanostructure is made of Ni.
Figure 2-17: Comparison between MFM and modeling results of single domain Ni nanostructures. The single domain in MFM images is represented by one bright and one dark region in each nanostructure (i.e. one dipole per structure; for example, only three single domains are shown in (a)). The dimension of Ni nanostructures: (a) 300 by 150 by 35 nm³, (b) 300 by 100 by 35 nm³, and (c) 600 by 100 by 35 nm³.
2.3 Summary

Significant magnetic domain configuration changes in the Ni thin films and nanostructures have been observed by changing either their strain states or shape anisotropy. For the nanoscale Ni thin films, magnetic domain structure can be electrically manipulated through a strain-mediated converse magnetoelectric effect with PMN-PT. The ability of changing domain configuration is found to be thickness dependent. For the Ni nanostructures, single domains can be induced by fabricating the structures into a geometric shape with higher aspect ratios. The formation of Ni single domain is shown to be predictable even with a simplified theory. The experimental results of both Ni thin films and nanostructures show the feasibility of engineering magnetic anisotropy to control magnetic properties at the nanoscale.
CHAPTER 3

NANOSTRUCTURED GADOLINIUM

In this chapter, the magnetic anisotropy of 25-nm-thick textured Gd thin film and an array of patterned 1400×70×50 nm³ Gd nanobar structures is studied. Shape anisotropy induced single domain was not observed in either thin film or the nanobars over a temperature regime from 53 K to 273 K. However, the Gd thin film exhibited a magnetocrystalline anisotropy induced spin-reorientation due to the hcp (002) texture. This result is different from that reported for epitaxial Gd thin film with similar thickness. A shift of Curie temperature $T_c$ relative to bulk Gd was also found for this thin film. In addition, experimental results suggest significant oxidation occurs along with the formation of fcc crystal structure in the Gd nanobars. The observed crystalline change in the nanobar is related to the stacking fault caused by local oxidation induced stresses which does not occur in the textured thin film. The experimental findings and their relationship to single domain are discussed.

3.1 Background

Magnetic 3d transition and 4f rare earth elements are being studied for use in various applications including magnetocaloric refrigeration [34] and thermomagnetic generation [35-37]. The recent clean energy demands have encouraged researchers to focus on improving the magneto-thermal properties of these elements and their alloys. As discussed in the previous chapter, the single domain nanostructures are a useful approach to enhance the magnetic properties of ferromagnetic materials. However, while the single domain in 3d ferromagnetic
elements (Co, Ni, and Fe) has been extensively studied [27], reports of single domain in 4f
elements are relatively absent in the literature [38]. Therefore, more work is required to better
understand the magnetic properties of 4f elements in the nanoscale.

Among all the 4f elements, gadolinium (Gd) has received substantial attention due to its
unique large magnetic moment and Curie point (T\text{c} = 287~294 \text{ K}) [39] near room temperature.
For example, Gd has been proposed for use as an ambient thermomagnetic energy harvesting [35,
40-41] and magnetocaloric refrigeration [34] concepts. Several studies have reported the
fabrication and characterization of Gd epitaxial thin films [42-45], multilayers [46-47],
nanocrystalline structures [48-50], and nanoparticles [38, 51-53] suggesting the magnetic
properties change dramatically in the small scale. One of the first studies on single domain Gd
was conducted by Chizhov et al. [38] in 1982. Based on X-ray diffraction (XRD) and electron
microscopy analysis results, they reported that a crystallographic phase transformation occurs
when Gd particles approach 20-400 nm in size. The increased surface to volume ratio was
suggested to change the crystal structure from hexagonal close-packed (hcp) to face-centered
cubic (fcc) (i.e. fcc Gd non-magnetic). This conclusion was subsequently questioned by Singh
and Curzon [54], where they attributed Chizhov’s characterization results to material
contaminations (e.g. oxidation and hydrogenation). However, recent reports support the
structural phase transformation observed in Gd particles ~10 nm [51-52], but other reports show
~40 nm Gd nanoparticles are hcp crystal structure [53]. These controversial findings have left a
considerable uncertainty about the magnetic properties of Gd in the nanoscale.
3.2 Fabrication

3.2.1 Thin Film

25-nm-thick Gd thin film was deposited on a p-type (001) Si wafer using an ultra high vacuum (UHV) sputtering system. After pumping down to \( \sim 5 \times 10^{-8} \) Torr, DC sputtering was carried out in an Ar atmosphere under a gas pressure of \( 10^{-3} \) Torr with a flow rate of 20 sccm. Using 99.9% pure Gd target, 25-nm-thick thin film was sputtered at 30W. The deposition rate is 1 Å/s. This was followed by the in-situ deposition of a 20-nm-thick capping Pt layer to prevent oxidation of Gd thin film [55]. After the deposition, the sample was processed with a focused ion beam (FIB) in the FEI Nova 600 scanning electron microscope (SEM) to check the thin film thickness. The SEM image of thin film cross-section is shown in Fig. 3-1.

**Figure 3-1:** Cross-sectional SEM images of 25-nm-thick Gd thin film. For the FIB processing purpose, the cover layer was deposited on top of the sample surface in the FIB milling area.
3.2.2 Nanostructure

Gd nanobars were fabricated on top of a p-type (001) Si wafer using E-beam lithography, E-beam evaporation, and a lift-off process. PMMA 495K A4 resist was first deposited on the wafer. The PMMA resist was exposed using a Vistec EBPG5000+ E-beam lithography system to form an array of similar nanobars. The patterned resist was developed with a MIBK/IPA solvent. This was followed by E-beam evaporating 50-nm-thick 99.9% pure Gd in a vacuum better than 5×10⁻⁷ Torr. A 10-nm-thick capping Pt layer was also deposited in-situ without breaking the vacuum. Finally, the PMMA sacrificial layer was removed using acetone producing an array of Gd nanobar structures. The process flow is similar to the one shown in Fig. 2-15.

Fig. 3-2 shows the SEM images of the fabricated Gd nanobars. All the nanobars were patterned in an area of ~ 5×5 mm². For the purpose of inducing a strong shape anisotropy to form a single domain in Gd nanobar, the nanobar dimensions were chosen based on the Kittel’s theory [31] as discussed in Chap. 2. As shown in Fig. 3-2, the nanobar structure has a high aspect ratio of \( L/W \approx 20 \) (i.e. \( \sim 1400 \text{ nm} \times 70 \text{ nm} \)), where the length L is defined as the easy axis. Based on the results of dipole field calculation [26], the nanobars were sufficiently spaced to prevent magnetic interaction. The total number of nanobars was chosen to produce a magnetic moment measurable (\( \sim 10^{-6} \text{ emu} \)) in the SQUID (superconducting quantum interface device) magnetometer.
Figure 3-2: SEM images of Gd nanobars. The inset shows the actual dimensions of one nanobar.
3.3 Characterization

The magnetic moments of both thin film and nanobar array were measured using a Quantum Design MPMS SQUID magnetometer. All the magnetic data presented in this study were measured along the in-plane direction of thin film and the longitudinal direction of nanobars (i.e. parallel to the easy direction). Zero-field-cooled and field-cooled (ZFC-FC) measurements were conducted on Gd thin film by first heating to the paramagnetic state at 350 K and cooling down to 10 K under a zero applied field (i.e. ZFC). At 10 K, a field of 50 Oe was applied and the magnetic moment was measured in 10 K increments up to 350 K. This was followed by the FC moment measurement as the sample was cooled back down to 10 K under 50 Oe. Isothermal magnetization curves of thin film were also measured in the temperature range of 53 ~ 303 K at applied fields up to 50 kOe and the data were further used to construct the Arrott plot [56] to evaluate $T_c$. Isothermal magnetization curves of Gd nanobar were measured in the temperature range of 53 ~ 253 K at applied fields up to 10 kOe.

Magnetic force microscopy (MFM) measurements were conducted with a Bruker Dimension Icon atomic force microscope (AFM). A standard MFM probe (Nanosensors PPP-MFMR) magnetized along the tip axis was used. The vendor reports that the probe has a coercivity of ~300 Oe and a remanence magnetization of ~300 emu/cm$^3$. A sample stage capable of varying temperature from 238 to 523 K was used to observe the domain configuration of Gd thin film and nanobars. The sample chamber was purged with nitrogen to prevent condensation during measurements. Prior to capturing MFM images, the stage temperature was held constant for five minutes. MFM images were captured in 10 K interval starting from 253 to 293 K. A control test was conducted by repeating the imaging procedure using a non-magnetic AFM probe to confirm the MFM measurements.
The crystal structure of Gd thin film and nanobar was characterized using XRD and transmission electron microscopy (TEM) respectively. XRD characterization was performed using the Cu Kα radiation in a PANalytical X’Pert pro. TEM characterization was carried out in a FEI Titan operated at 300kV. TEM samples were prepared using a FEI Nova 600 dual-beam SEM/FIB (scanning electron microscope/focused ion beam) system. Fast Fourier transform (FFT) patterns were used to analyze the high resolution TEM (HRTEM) images. The oxidation content in different regions of Gd nanobars was measured using an energy dispersive X-ray spectrometer (EDS) attached on Titan.

### 3.4 Results and Discussion

#### 3.4.1 Thin Film

Fig. 3-3 shows the XRD pattern of the sputtered Gd thin film and bare Si substrate. The peaks at 2θ = 30.89° and 39.72° correspond to Gd (002) and Pt (111) respectively. The strong peak at 2θ = 30.89° indicates a preferred orientation of <002> direction (i.e. the c-axis of hcp; equivalent to <0001> direction) normal to the substrate plane. This result is similar to that observed previously in textured Gd thin films sputtered on either Si or glass substrate [57-58].

Fig. 3-4 shows the measured ZFC-FC curves for the textured Gd thin film. For the FC curve, a typical monotonically increasing magnetic moment is observed as the temperature is decreased. However, for the ZFC curve, an anomalous and prominent hump is observed. The hump has a maximum moment at a temperature of ~240 K. For similar measurements made on this thin film in the out-of-plane direction or for the polycrystalline bulk Gd sample (neither shown in the figure), the hump is absent. A similar “hump” is found in temperature dependent magnetocrystalline anisotropy measurements for single crystal Gd [59-60] as shown in the inset.
of Fig. 3-4. In this inset, the change of angle $\theta$ between the easy axis and the c-axis is plotted as a function of temperature. In the temperature range between 165~225 K, the easy axis is perpendicular to the c-axis while outside this temperature range, the c-axis becomes the preferred easy direction (where $\theta < 90^\circ$ is a.k.a. the canted spin arrangement [61]), i.e. spin-reorientation. The ZFC experimental hump measured on the textured Gd thin film shown in Fig. 3-4 is thus caused by the spin-reorientation associated with the temperature dependent magnetocrystalline anisotropy of Gd. Fig. 3-4 shows that the spin-reorientation starts at ~180 K and reverses at ~240 K different from that of the bulk Gd (i.e. the inset of Fig. 3-4). However, it is worth of noting that the temperature dependent magnetocrystalline anisotropies measured for bulk Gd vary in different publications [59-60, 62-64]. This observation may reflect that magnetocrystalline anisotropy is sensitive to the measurement technique as well as material conditions; for example, grain boundaries or thin film stresses.

![Figure 3-3](image.png)

**Figure 3-3:** XRD patterns of (a) 25-nm-thick Gd thin film sputtered on Si substrate and (b) Si substrate.
It is important to point out that previous studies on 25-nm-thick epitaxial Gd thin film did not exhibit spin-reorientation [43-44], a result contradicting the findings presented in Fig. 3-4. Berger et al. [44] attributed the absence of spin-reorientation in epitaxial thin films to the strong in-plane shape anisotropy. However, the textured thin film reported in this study contains a large number of grain boundaries different from the epitaxial thin films reported by Berger et al. A study [50] has shown that the grain boundaries of Gd act as “defects” capable of disordering the magnetization uniformity in the nanoscale. The reported spin-misalignment length, a measure of the characteristic length of spin inhomogeneity [50], is ~5 nm for Gd with a grain size of 21±6 nm (i.e. similar to the thickness of textured Gd thin film). Therefore, the grain boundary defects are hypothesized to break up the long range spin order producing spin-reorientation in the 25-nm-thick textured Gd thin film observed in Fig. 3-4 but absent in epitaxial thin film.

**Figure 3-4:** ZFC-FC curves of 25-nm-thick sputtered Gd thin film. The inset shows the angle between easy direction and c-axis as a function of temperature adopted from Graham [59].
Fig. 3-5 shows the isothermal magnetization curves of the textured Gd thin film. It was found that the saturation magnetization ($M_s$) measured at lower temperatures are similar to the values previously reported in the literature (e.g. see [39], $M_s > 1800$ emu/cm$^3$ at 50 kOe); however, this is not true for the values measured in the neighborhood of $T_c$. In addition, the magnetization changes as a function of applied field become more linear when the temperature reaches 283K, which is an indication of paramagnetic phase (i.e. susceptibility, $\chi = M/H$, is a constant). These observation leads to a conclusion that $T_c$ shifts to a lower temperature range ($T_c = 287$~294 K in typical [39]). This conclusion will be examined and discussed in the following paragraph using the Arrott plot.

![Figure 3-5: Isothermal magnetization curves of 25-nm-thick Gd thin film.](image)
Fig. 3-6 shows the Arrott plot consisting of $M^2$ versus $H/M$ values obtained from isothermal magnetization data on the textured Gd thin film (where $M$ is the magnetic moment and $H$ is the magnetic field). The curves are generated from measurements conducted at five different temperatures. $T_c$ can be determined by extrapolating the saturation slopes and finding the curve which intersects with the origin. The Arrott plot in Fig. 3-6 shows that the $T_c$ of this Gd thin film is approximately 278 K, which represents a ~15 K shift below the $T_c$ of bulk Gd measured from the E-beam evaporation source material. In the literature, $T_c$ shifts were also observed on epitaxial [45] and sputtered [57] Gd thin film. Here, the observed $T_c$ change in the sample is attributed to the internal thin film stress introduced during the UHV sputtering process.

**Figure 3-6:** Arrott plot for 25-nm-thick Gd thin film.
Fig. 3-7 shows the AFM and MFM images of the textured Gd thin film at various temperatures from 253 to 293 K. In Fig. 3-7, each AFM image corresponds to the surface area of thin film where the MFM images were captured. The AFM images suggest that the contrasts shown in MFM images are not related to the surface topography of thin film. Since the MFM probe was magnetized along the tip axis and the tip was placed normal to the thin film surface during the imaging process, the observation of domains in the temperature range of 253-273 K agrees with our spin-reorientation findings, where the easy axis tends to align parallel to the c-axis (i.e. normal to the thin film surface) at temperatures above 240 K. In addition, the MFM images weaken considerably as the temperature increases from 273 to 283 K supporting the \( T_c \) determined from the Arrott plot as shown in Fig. 3-6.

Figure 3-7: AFM and MFM images of 25-nm-thick Gd thin film.
3.4.2 Nanostructure

The isothermal magnetization curves measured for the Gd nanobar array are shown in Fig. 3-8 with a magnified view presented in the inset. Fig. 3-8 suggests that the Gd nanobars are saturated at an applied field of ~4000 Oe. The remanence and coercivity of the nanobars increases as the temperature decreases as can be seen in the inset of Fig. 3-8. At 53 K, the largest remanent magnetization of Gd nanobar measured is still less than 50% of saturation magnetization indicating an absence of single domain even though a strong shape anisotropy is present. Furthermore, the saturation magnetization (unit: emu/cm$^3$) of the Gd nanobars is substantially smaller than either thin film or bulk at any temperature measured. For example, the saturation magnetization of the textured Gd thin film (used in this study) measured at 53 K is larger than 1800 emu/cm$^3$ (see Fig. 3-5) while it is ~460 emu/cm$^3$ for the Gd nanobars as shown in Fig. 3-8. This result suggests that a significant portion of Gd nanobar structure is not ferromagnetic.

![Graph showing isothermal magnetization curves of Gd nanobar array. Inset shows the remanences and coercive fields. The diamagnetic Si slope is subtracted.]
TEM analysis was used to better understand the chemical and structural properties of the Gd nanobar. The TEM images of a Gd nanobar are shown in Fig. 3-9. The cross-sectional TEM image in Fig. 3-9a shows a volume loss of ~15% on the lateral sides of nanobar, which results in a trapezoidal shape of cross-section rather than the assumed rectangular cross-section (note that this volume loss was not included in magnetization calculation). EDS analysis of the nanobar also reveals that the weight percentage of oxygen on the lateral sides of nanobar is ~11%. Since the lateral sides were not capped with Pt, an oxidation layer is believed to have formed and peeled off [51] as evidenced by the debris shown by the arrow sign in Fig. 3-9a. These experimental results on Gd nanobar suggest that unless a durable passive layer exists, surface oxidation represents a potential problem to Gd nanostructure (~70 nm). Note that the volume loss caused by the trapezoid shape and oxidation is still insufficient to account for the ~75% reduction observed in the saturation magnetization as shown in Fig. 3-8.

The Gd nanobar diffraction pattern is shown in Fig. 3-9b. Since the TEM aperture size is larger than the cross-section of nanobar structure, the diffraction patterns of Si substrate, Pt capping layer, and the Pt alloy deposited during the TEM sample preparation process are also present in Fig. 3-9b (see arrow and circles). Based on this mixed diffraction pattern, identification of the Gd crystal structure was inconclusive [65]. This is due to the polycrystallinity of Gd nanobar as well as the presence of other crystal structures (i.e. Gd$_2$O$_3$ and fcc Gd). To resolve this problem, HRTEM images of the middle portion of the Gd nanobars were analyzed using FFT. The HRTEM images along with the indexed FFT pattern are shown in Fig. 3-9c-f. The measured d-spacing values along with the JCPDS-ICDD powder diffraction data are presented in Table 3-1. With errors less than 1%, both Gd hcp and Gd fcc structures were identified. Although not shown, the crystal structure of Gd$_2$O$_3$ could also be identified (with
errors smaller than 1% for multiple d-spacing values compared). It was determined that less than 50% of the crystal structure at the inner portions of the Gd nanobar corresponds to the ferromagnetic hcp structure. The reduction in hcp structure combined with the change in cross-section dimensions as well as oxidation accounts for the low saturation magnetization measured for Gd nanobars presented in Fig. 3-8.

Table 3-1: Miller indices and d-spacing of Gd

<table>
<thead>
<tr>
<th>hkl</th>
<th>d-spacing [nm] (FFT)</th>
<th>d-spacing [nm] **(#01-072-2223)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>111</td>
<td>0.317</td>
<td>0.3181</td>
<td>0.346</td>
</tr>
<tr>
<td>200</td>
<td>0.276</td>
<td>0.2755</td>
<td>0.181</td>
</tr>
<tr>
<td>220</td>
<td>0.1939</td>
<td>0.1948</td>
<td>0.462</td>
</tr>
<tr>
<td>222</td>
<td>0.1606</td>
<td>0.1591</td>
<td>0.943</td>
</tr>
<tr>
<td>331</td>
<td>0.1242</td>
<td>0.1232</td>
<td>0.812</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>hkl</th>
<th>d-spacing [nm] (FFT)</th>
<th>d-spacing [nm] **(#03-065-0372)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.3148</td>
<td>0.3155</td>
<td>0.222</td>
</tr>
<tr>
<td>110</td>
<td>0.1815</td>
<td>0.1822</td>
<td>0.384</td>
</tr>
<tr>
<td>200</td>
<td>0.1564</td>
<td>0.1577</td>
<td>0.824</td>
</tr>
</tbody>
</table>

*a.* Average measured value  
**b.* Ref. no. in JCPDS-ICDD powder diffraction file
Figure 3-9: (a) TEM image of Gd nanobar cross-section (arrow indicates the possible peeled-off material); (b) Diffraction pattern of Gd nanobar cross-section; (c) HRTEM image of Gd nanobar; (d) Selected area FFT image (fcc, zone axis: [110]); (e) HRTEM image of Gd nanobar; (f) Selected area FFT image (hcp, zone axis: [002]).
Previous studies showed that a size-induced structural phase transformation from hcp to fcc occurs in Gd nanoparticles with a size ~ 10 nm [51-52]. However, since the fabricated Gd nanobar is relatively long (i.e. microns), it may be inappropriate to simply attribute the crystallinity change to physical size. Since a previous study has shown that Gd has a low stacking fault energy [66] and a high degree of stacking faults has been reported in nanocrystalline Gd thin film [67], it is speculated that stacking faults maybe responsible for the observed crystallinity change (i.e. fcc structure) reported in this paper. The stacking faults may arise due to large non-uniform stresses developed across the cross-section of Gd nanobar produced by the observed oxidation on the lateral surfaces. Note that a similar oxidation effect may occur around the edges of the textured Gd thin film; however, the oxidation region is negligible when compared to the thin film volume. For Gd nanostructures, since the Gd fcc phase is paramagnetic [52] and randomly occupies a significant portion of the total volume, it also leads to a substantial disruption in ferromagnetic exchange interaction contributing to the absence of single domain formation in the Gd nanobar. These results suggest that if the nanobars could be prevented from oxidation, a single domain may result.

3.5 Summary

An experimental observation of spin-reorientation in 25-nm-thick textured Gd thin film is reported in this chapter. The spin-reorientation is a typical phenomenon found in bulk Gd single crystal but not in epitaxial Gd thin film. The spin-reorientation in textured Gd thin film is related to grain boundary induced spin-disorder in the nanoscale. In addition, a reduction of $T_c$ is also found in the textured Gd thin film. This finding agrees with the results reported previously on UHV or sputtered Gd thin film. The reduction of saturation magnetization along with the
absence of the shape anisotropy induced single domain in Gd nanobar was attributed to oxidation as well as the crystallinity change from hcp to fcc caused by stacking fault in the nanoscale. The results for both thin film and nanobar show that the crystallinity of Gd has a substantial impact on the magnetic anisotropy of Gd nanostructures.
Chapter 4 presents an example of improving thermomagnetic energy harvesting performance by using ferromagnetic single domain elements (i.e. by engineering the magnetic anisotropy). In this chapter, the theory of thermomagnetic generation is reviewed and an efficiency analysis using experimentally measured magneto-thermal properties of 3d transitional and 4f rare earth ferromagnetic elements is presented. For the typical thermomagnetic generation, theoretical results suggest that 55% of Carnot efficiency is possible; however, experimental data indicates values smaller than 25% of Carnot efficiency unless large magnetic field, e.g. $H_{\text{app}} \sim 80$ kOe, is applied. Analytical results present in this chapter show that for smaller magnetic fields representative of NdFeB permanent magnets (e.g. $H_{\text{app}} = 3$ kOe), the largest efficiencies are obtained for operating ferromagnetic materials over a smaller temperature difference ($\Delta T = 5$ K). Furthermore, single crystal materials are found to have superior efficiencies as do elements that undergo an order-to-order phase transition. Both of these later results relate to increased magnetization changes over a given $\Delta T$. These results are subsequently used to postulate that a single domain structure will produce larger efficiencies due to the higher magnetization present over a wide range of magnetic fields when compared to multi-domain materials. Calculations for a Gd single domain suggest efficiencies on the order of 30% are possible representing a threefold increase from multi-domain Gd at relatively small magnetic fields.
4.1 Background

While thermal energy is one of the most ubiquitous forms of waste energy available, a thermal energy harvesting system with high efficiency does not currently exist. Over the last century, there has been a great deal of research conducted on thermoelectric devices, such as the Seebeck effect [68]. Many of these efforts focused on increasing the thermoelectric figure of merit to improve efficiency; however, the maximum relative efficiency (i.e. the percent of Carnot efficiency) reported [68] is in the range of 10-20%. Another approach to convert thermal energy into electrical energy is thermomagnetic generation, but this area has received comparatively little attention. Thermomagnetic devices convert thermal energy into magnetic energy and subsequently into electrical energy. The first analytic study on thermomagnetic generation proposed by Brillouin and Iskenderian [69] in 1948 suggest a maximum relative efficiencies of 55% (i.e. three to five times higher than thermoelectric generation); however, there is a lack of experimental evidence to directly support or contradict this analysis nor have there been sufficient efforts to explore alternative thermomagentic concepts.

The concept of thermomagnetic generation (see Fig. 4-1) involves a ferromagnetic material thermally cycled about its Curie temperature ($T_c$) inside a magnetic circuit. Temperature oscillations about $T_c$ produces a time variant magnetic flux (i.e. function of temperature), which drives an electrical currents when operating within a solenoid. In the 1950’s [37, 70], conventional ferromagnetic materials like cobalt (Co), iron (Fe), nickel (Ni) and their alloys were considered for thermomagnetic generation, but due to the lack of sufficiently strong magnets at this time, the efficiency level reported was very low. The relatively large $T_c$ for these conventional ferromagnetic materials also prevented additional studies from moving forward. In 1959, studies on gadolinium (Gd) with a $T_c$ near room temperature was proposed by Elliot [35].
Again, the limited availability of strong magnets restricted the power output. In 1965, a room temperature T_c manganese-copper ferrite was studied by Murakami [71], but the efficiency of this material was not reported. In 1967, an analytical model using resonating magnetic field was proposed by Rosengsweig [72] with calculations suggesting that a large magnetic field is required to obtain high efficiencies.

![Diagram of thermomagnetic generator](image)

**Figure 4-1**: Concept of a thermomagnetic generator [73]. A ferro-to-paramagnetic phase change across T_c in a ferromagnetic material produces a time variant magnetic flux which further induces an electrical current output.

After two decades of dormancy, Kriol and Mills [73] studied regenerative thermomagnetic cycles using Fe, Gd, and Ho_{0.9}Fe_{31} (T_c at high, ambient, and cryogenic temperature respectively) and analytically calculated efficiencies 75% of Carnot in 1984. The concept of regeneration was subsequently studied by Solomon [36, 74] using a superconducting solenoid in 1988 and 1991. In Solomon’s design, the composition of Y_{2}(Fe,Cox)_{17} alloy could be
varied to permit thermomagnetic energy harvesting over a wider temperature span using cascading structures (i.e. regenerative cycles). In 2007, Ujihara et al. [40] fabricated and tested a thermomagnetic energy harvesting device focused on small (millimeter) scale structures using piezoelectric elements to convert the magnetic energy into electrical energy rather than solenoids (see Fig. 4-2). Here, Ujihara’s focus was not on increasing efficiency, but on increasing the oscillation frequency about $T_c$ to increase power.

![Thermomagnetic energy harvesting device](image)

**Figure 4-2:** Thermomagnetic energy harvesting device using piezoelectric elements to convert magnetic energy into electrical energy [40]: (a) Actual device, (b) Cross-section during cooling, and (c) Cross-section during heating. Leave spring is the piezoelectric element.

The above papers represent a summary of studies conducted in the area of thermomagnetic generation. One related area is pyromagnetic generation [75-76] to potentially convert thermal to electrical energy. The pyromagnetic effect represents the change of magnetization as a function of temperature at $T < T_c$. In general, pyromagnetic energy harvesting efficiency is substantially smaller than the thermomagnetic systems previously described. There are also other studies in related areas such as thermomagnetic engine [77], magnetothermal engine [78], Curie wheel [79], and magnetic power generation with fluids [80] which typically
use the thermal to magnetic energy conversion for propulsion concepts which are similar in context.

While analytical reports of 55% to 75% of Carnot efficiency have been suggested in the literature, experimental data supporting this is still absent. In this chapter, a theoretical model is reviewed for calculating thermomagnetic generation efficiency with an exclusive focus on the thermal to magnetic energy conversion. The analytical portion is followed by an evaluation of the efficiencies of a number of ferromagnetic elements. The performance of ferromagnetic elements in terms of thermomagnetic efficiency is compared and discussed with results indicating that they are significantly below theoretical predictions of 55%. Finally, a ferromagnetic single domain approach which will increase the thermomagnetic conversion efficiencies closer to those reported analytically is suggested.

4.2 Thermomagnetic Cycle

An idealized thermomagnetic cycle is illustrated in Fig. 4-3 along with a plot of magnetization as a function of magnetic field (M-H plot) for two different temperatures (i.e. $T_{\text{cold}}$ and $T_{\text{hot}}$). The four illustrations shown in Fig. 4-3 contain a magnetic flux source “magnet” to create the magnetic field, a “cold” heat sink, a “hot” heat source, and a material which is either ferromagnetic at $T = T_{\text{cold}}$ or non-ferromagnetic at $T = T_{\text{hot}}$. The processes shown in Fig. 4-3 can be described as follows: Initially at point 1, the temperature of the material is above $T_{\text{c}}$ (at $T_{\text{hot}}$) and is thus non-ferromagnetic. By bringing the material into thermal contact with a cold reservoir, the temperature drops to $T_{\text{cold}}$ ($T_{\text{cold}} < T_{\text{c}}$) and the ferromagnetic material becomes ferromagnetic at point 2. During this process, the material is subjected to a magnetic field which increases the magnetization of the material to point 3 as shown in the M-H plot. At this same
time, the material is brought into thermal contact with the hot reservoir, and therefore, the temperature again increases to $T_{\text{hot}}$ at point 4 and the material becomes non-ferromagnetic returning to the cold side (point 1) and thus completing the cycle.

When a material is magnetized and demagnetized as illustrated in Fig. 4-3, the maximum available energy can be calculated by using the area method [26]. The same principal is used to analyze a thermomagnetic cycle here, but the difference is that the magnetization and demagnetization process in a thermomagnetic cycle involves an additional heat exchange process. In a thermomagnetic cycle, the net magnetic energy available, $W_{\text{out}}$, from a ferromagnetic material is defined [74] by the area enclosed (i.e. the bounded area 1234 in Fig. 4-3) and is mathematically expressed as (in cgs unit: erg/cm$^3$):

$$W_{\text{out}} = -\frac{1}{4\pi} \int_{\text{cycle}} H dB = -\frac{1}{4\pi} \int_{\text{cycle}} (H dH + 4\pi H dM(T,H))$$

where $B$ is magnetic induction, $H$ is magnetic field, and $M$ is magnetization. Since the integral of the $H dH$ term is zero in a complete cycle, Equation 1 reduces to:

$$W_{\text{out}} = -\int_{\text{cycle}} H dM(T,H)$$

By following the first law of thermodynamics (i.e. energy conservation), the heat input in a thermomagnetic cycle is defined [74] as follows:

$$Q_{\text{in}} = Q_{\text{out}} + W_{\text{out}} = \rho \int_{T_{\text{cold}}}^{T_{\text{hot}}} C_p(T) dT + T \int dS_m + W_{\text{out}} \approx \rho \int_{T_{\text{cold}}}^{T_{\text{hot}}} C_p(T) dT$$

where $\rho$ is the density, $C_p$ is the specific heat for the material, $S_m$ is the magnetic entropy. For relatively small $H$, the integral of $C_p$ term is much larger than the other two terms and thus the equation can be further simplified as shown in Equation 3 (see discussion in results section). The absolute efficiency (i.e. the device efficiency), $\eta_{\text{abs}}$, in one cycle is then defined as the ratio of the energy produced (i.e. the net magnetic energy available) to the heat input into the system [69, 74]:
\[ \eta_{abs} = \frac{W_{out}}{Q_m} = \frac{\int_{cycle} H dM(T, H)}{\rho \int_{T_{cold}}^{T_{hot}} C_p(T) dT + T \int dS_m + \int_{cycle} H dM(T, H)} \approx \frac{\int_{cycle} H dM(T, H)}{\rho \int_{T_{cold}}^{T_{hot}} C_p(T) dT} \]

\( \eta_{abs} \) can be compared to the efficiency of a Carnot cycle (\( \eta_{Carnot} \)) operating between the same two temperatures where \( \eta_{Carnot} \) represents the maximum efficiency of any heat engine and is a function of only \( T_{hot} \) and \( T_{cold} \). The relative efficiency (% of Carnot), \( \eta_{rel} \), may now be defined as

\[ \eta_{rel} = \frac{\eta_{abs}}{1 - \frac{T_{cold}}{T_{hot}} \frac{\Delta T}{T_{hot}}} \eta_{Carnot} \]

**Figure 4-3:** Isothermal magnetization curves and thermomagnetic cycle. The magnetic state of ferromagnetic material and the heat transfer processes with two thermal reservoirs are shown in schematic diagrams.
4.3 Analysis

The analysis presented in the previous section can be used along with experimental data available in the literature to determine relative efficiency $\eta_{rel}$ for a wide range of ferromagnetic materials to assess the efficiency of thermomagnetic generation compared to other approaches. Consider an example, wherein polycrystalline Gd is the working body. Fig. 4-4 shows the M-H plot for a ~1 mm$^3$ polycrystalline Gd sample (99.9% purity from Kurt J. Lesker Company). The isothermal magnetization curves shown in Fig. 4-4 were measured at six different temperatures using SQUID (Superconducting Quantum Interference Device from Quantum Design). As discussed in the previous chapter, reported $T_c$ values for Gd range from 287-295 K (varied in publications) [39] and is dependent on experimental technique and the definition used (i.e. rather than variations with material characteristics). By using the Arrott plot [56] technique, $T_c$ was found to be approximately 288K for this polycrystalline Gd sample.

![Figure 4-4: Isothermal magnetization curves of polycrystalline Gd. The gray area represents the net available magnetic energy ($W_{out}$) in a thermomagnetic cycle defined by Equation 2 (for $T_{cold} = 273$ K, $\Delta T = 50$ K, and $H_{app} = 3000$ Oe).](image)
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Calculations of Gd’s thermomagnetic efficiencies are illustrated for a temperature difference of $\Delta T = 50$ K, with $T_{\text{cold}} = 273$ K (i.e. $T_{\text{hot}} = 323$ K). The applied magnetic field ($H_{\text{app}}$) chosen for this calculation is 3000 Oe which is comparable to the field level of an NdFeB permanent magnet at its surface. This field level is relatively small and thus the approximation present in Equation 4 is used for the calculation (with errors < 1%). As shown in Fig. 4-4, when Gd is at $T_{\text{cold}} = 273$ K, with the applied field $H_{\text{app}} = 3000$ Oe, the magnetization $M_{\text{cold}} = 620$ Oe. As the Gd is heated to $T_{\text{hot}} = 323$ K the magnetization at the same $H_{\text{app}}$ drops to $M_{\text{hot}} = 48$ Oe. Using Equation 2 and integrating around the thermomagnetic cycle, the net magnetic energy ($W_{\text{out}}$) per unit volume for this cycle is $1.06 \times 10^6$ erg/cm$^3$. The heat input ($Q_{\text{in}}$) required in this cycle can be calculated using a $C_p$-T plot. Fig. 4-5 shows a $C_p$-T plot of the polycrystalline Gd used in this study and measured with DSC (Differential Scanning Calorimeter from PerkinElmer). $C_p$ is known to be a function of temperature and it behaves abnormally near the temperature where the magnetic phase transformation occurs (i.e. a maximum value of $C_p$ appears in the vicinity of $T_c$). By integrating $C_p(T)$ over the temperature span from $T_{\text{cold}} = 273$ K to $T_{\text{hot}} = 323$ K as defined by Equation 3, $Q_{\text{in}}$ is found to be $1.09 \times 10^9$ erg/cm$^3$. Therefore, for this particular thermomagnetic cycle, the absolute efficiency is $\eta_{\text{abs}} = 0.097\%$ which corresponds to a relative efficiency of $\eta_{\text{rel}} = 0.63\%$ when compared to the Carnot limit. This process illustrates how the efficiencies of a wide range of materials may be calculated.
Figure 4-5: Heat capacity of polycrystalline Gd as a function of temperature. The gray area represents the heat input ($Q_{in}$) in a thermomagnetic cycle defined by Equation 3 (for $T_{cold} = 273$ K and $\Delta T = 50$ K).

The relative efficiency $\eta_{rel}$ can also be calculated for larger values of $H_{app}$ (e.g. generated by superconducting coils [36, 74]). However, the efficiency at high magnetic fields requires inclusion of magnetic entropy $S_m$ and $W_{out}$ terms into $Q_{in}$ (see Equation 3). Fig. 4-6 shows a plot of $\eta_{rel}$ (see Equation 5) calculated without the approximation as well as the three components in $Q_{in}$ (i.e. the integral of $T dS_m$ and $C_p dT$, and $W_{out}$) as a function of applied magnetic field for a thermomagnetic cycle of $T_{cold} = 290$ K and $\Delta T = 10$ K. In Fig. 4-6, the data points for $H_{app} = 20$, $50$, and $80$ kOe are obtained from Solomon [74] while the data points for $H_{app} = 3$ kOe are calculated based on the results presented in Fig. 4-4 and Fig. 4-5. Fig. 4-6 shows that $\eta_{rel}$ increases substantially from a low value of 4.7% to 53.5% as $H_{app}$ increases. This clearly indicates that larger magnetic fields produce higher efficiencies as suggested in the literature [36, 72, 74]. Fig. 4-6 also shows that the $S_m$ component as well as $W_{out}$ is negligible in $Q_{in}$ at lower
magnetic fields (i.e. $H_{\text{app}} < 20 \text{ kOe}$). In this study, a relatively low magnetic field, $H_{\text{app}} = 3 \text{ kOe}$, was chosen to compare materials based on available hard magnetic materials (i.e. $H_{\text{app}} = 3 \text{ kOe}$ is approximately the maximum available). However, it should be noted that larger efficiencies are possible by applying larger $H_{\text{app}}$, but producing large $H_{\text{app}}$ could also degrade efficiencies because a magnetic source typically requires power.

![Figure 4-6: Heat input components at various applied fields.](image)

Efficiencies can now be calculated for Gd operating at different temperature ranges and some results are shown in Fig. 4-7. Fig. 4-7 shows the variation of $\eta_{\text{rel}}$ as a function of $\Delta T$ calculated for six different $T_{\text{cold}}$ (i.e. 273, 278, 283, 288, 293, and 298 K). The results show that a large $\Delta T$ reduces $\eta_{\text{rel}}$, regardless of $T_{\text{cold}}$, and thus, the highest $\eta_{\text{rel}}$ is found for the smallest $\Delta T$. Therefore, minimizing the thermal excursion generally maximizes the efficiency for the
thermomagnetic energy harvesting. For a \( \Delta T = 5 \) K, the highest efficiency is for \( T_{\text{cold}} = 288 \) K rather than one of the extreme temperatures (i.e. 273 or 298 K). The reason for this optimum is that the magnetization changes the most dramatically at 288 K for the given \( \Delta T = 5 \) K. That is, for colder temperatures \( (T_{\text{cold}} < 288 \) K), the material is ferromagnetic and the change in magnetization for a \( \Delta T = 5 \) K is relatively small which provides a relatively small work output. Likewise for higher temperatures \( (T_{\text{cold}} > 288 \) K), the material is paramagnetic and once again the magnetization change as well as the output work for \( \Delta T = 5 \) K is small. This result can also be explained by the temperature dependence of spontaneous magnetization predicted by Weiss theory using Brillouin function [26] where the sharpest change of magnetization happens at the temperature closer to \( T_c \) (i.e. the slope \( \Delta M/\Delta T \to \infty \) at \( T_c \)) and thus the largest work output per \( \Delta T \) should be near \( T_c \).

![Figure 4-7: Relative efficiency of a thermomagnetic generator using polycrystalline Gd (H_{app} = 3000 Oe). The temperature of each entry represents T_{cold}.](image-url)
Based on the results shown in Fig. 4-7, $\eta_{rel}$ for a wide range of ferromagnetic materials are further evaluated. Table 4-1 shows $\eta_{rel}$ as well as the corresponding $\eta_{Carnot}$ calculated for eight ferromagnetic elements (Co, Fe, Ni, Gd, Tb, Dy, Ho, and Er) in a thermomagnetic cycle based on $\Delta T = 5$ and $H_{app} = 3000$ Oe as described previously. These elements are arranged in the table from the highest to lowest $T_c$. For each element, we compared the efficiencies considering two cases either $T_{cold} = T_c$ or $T_{cold} = T_c - \Delta T$, and presented the case having larger $\eta_{rel}$. The fifth column reflects which case is presented. Among the elements analyzed, Co, Fe, and Ni are 3d transitional elements (which have incomplete 3d electron shells) and the remainder are rare earth elements (which have incomplete 4f electron shells) [61]. Furthermore, Gd is the only element which has a $T_c$ in the range of room temperature. All of the elements studied are ferromagnetic below $T_c$, but not all of them are paramagnetic above $T_c$. Here, Tb, Dy, Ho, and Er have ferro-to-antiferromagnetic phase transition across $T_c$ as shown in the third column.

In Table 4-1, all the data used including $T_c$, $M_{cold}$, and the peak $C_p$ values were obtained from experimental data reported in the literature (except for Gd shown in Fig. 4-4 and Fig. 4-5). For elements with experimental data available, the $\eta_{rel}$ was calculated for both single and polycrystalline structures. For single crystal materials, the isothermal magnetization curves were measured along the easy axis of the material. In general, for both single and polycrystalline cases, interpolations were used to obtain isothermal magnetization curves for the different temperatures used in the efficiency calculations. Any error introduced due to interpolation should not significantly alter the calculated $\eta_{rel}$. However, significant discrepancies were found to exist in the isothermal magnetization curves of single crystal Er measured along the easy axis. Feron (see Coqblin [81]) showed that single crystal Er can be fully saturated at fields as small as ~1 kOe at 20 K while Gama and Foglio [82] showed that 15 kOe is required to saturate single crystal Er at
the same temperature. In Table 4-1, two sets of $\eta_{\text{rel}}$ for single crystal Er are presented based on both of these experimental data [81-82]. As for polycrystalline Er, the M-H data are more consistent [83-84]; however, only limited isothermal magnetization data are available in the literature.

Table 4-1: Magneto-thermal properties and efficiencies of ferromagnetic materials

<table>
<thead>
<tr>
<th>Elements</th>
<th>$T_c$ [K]</th>
<th>Magnetic phase transition</th>
<th>Crystal Structures</th>
<th>$M_{\text{cold}}$ [emu/cm$^3$]</th>
<th>$\text{Max.}^c C_p$ [J/mol.K]</th>
<th>$\eta_{\text{Carnot}}$ [%]</th>
<th>$\eta_{\text{rel}}^a$ [%]</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>1394</td>
<td>F-P</td>
<td>Poly</td>
<td>139 (1389, 3000$^d$)</td>
<td>54.2</td>
<td>0.36</td>
<td>2</td>
<td>[85-86]</td>
</tr>
<tr>
<td>Fe</td>
<td>1044</td>
<td>F-P</td>
<td>Poly</td>
<td>288 (1039, 3000$^d$)</td>
<td>72.5</td>
<td>0.49</td>
<td>3.4</td>
<td>[87-88]</td>
</tr>
<tr>
<td>Ni</td>
<td>630</td>
<td>F-P</td>
<td>Poly</td>
<td>76 (630, 3000)</td>
<td>42.5</td>
<td>0.79</td>
<td>3.4</td>
<td>[87, 89]</td>
</tr>
<tr>
<td>Gd</td>
<td>288</td>
<td>F-P</td>
<td>Poly</td>
<td>375 (288, 3000)</td>
<td>52.4</td>
<td>1.71</td>
<td>11.4</td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>294</td>
<td></td>
<td>Single</td>
<td>422 (294, 3000)</td>
<td>59</td>
<td>1.67</td>
<td>20.5</td>
<td></td>
</tr>
<tr>
<td>Tb</td>
<td>221</td>
<td>F-A$^f$</td>
<td>Poly</td>
<td>1176 (221, 3000)</td>
<td>148</td>
<td>2.21</td>
<td>17.5</td>
<td>[90-92]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single</td>
<td>1180 (221, 3000)</td>
<td></td>
<td></td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>Dy</td>
<td>89</td>
<td>F-A</td>
<td>Poly</td>
<td>1028 (89, 3000)</td>
<td>70.8</td>
<td>5.32</td>
<td>7.5</td>
<td>[93-95]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single</td>
<td>2540 (89, 3000)</td>
<td></td>
<td></td>
<td>23.5</td>
<td></td>
</tr>
<tr>
<td>Ho</td>
<td>20</td>
<td>F-A</td>
<td>Poly</td>
<td>1594 (15, 3000)</td>
<td>16.5</td>
<td>25</td>
<td>16.2</td>
<td>[96-98]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single</td>
<td>2816 (15, 3000)</td>
<td></td>
<td></td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Er</td>
<td>20</td>
<td>F-A</td>
<td>Poly</td>
<td>678 (20, 3000)</td>
<td>20.8</td>
<td>20</td>
<td>3.5$^g$</td>
<td>[81-84, 99]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single</td>
<td>2430 (20, 3000)</td>
<td></td>
<td></td>
<td>65.1$^h$</td>
<td></td>
</tr>
</tbody>
</table>

a. $H_{\text{app}} = 3$ kOe and $\Delta T = 5$ are assumed for all the calculations. Optimistic isothermal magnetization data were chosen from interpolation.
b. For single crystal, only the magnetizations along the easy axis were considered.
c. $C_p(T)$ anomaly appeared in the vicinity of $T_c$.
d. $M_{\text{cold}}$ at 3000Oe was calculated from linear interpolation.
e. Ferromagnetic to paramagnetic transition at $T_c$.
f. Ferromagnetic to antiferromagnetic transition at $T_c$.
g. Calculated based on interpolation using limited isothermal magnetization data for polycrystalline Er.
h. $\eta_{\text{rel}} = 3.4\%$ if using the isothermal magnetization data shown by Gama and Foglio [82].

Additional comments concerning the construction of Table 4-1 are warranted. First, for $Q_{\text{in}}$ calculations, the same $C_p$-$T$ plot was used for both single and polycrystalline structures. It was previously reported [39] that the $C_p$ as a function of temperature shows insignificant
differences between single and polycrystalline structures. Second, the $\eta_{\text{Carnot}}$ of each element is also displayed in the table as well. The increase of $\eta_{\text{Carnot}}$ observed in the table as $T_c$ decreases corresponds to the definition of $\eta_{\text{Carnot}}$ (see Equation 5), which suggests that the total thermal efficiency of a thermomagnetic device is superior in cryogenic environments, a comment that is true for all heat engines. Third and finally, the calculations for $W_{\text{out}}$ in this study neglected magnetic hysteresis effects. Only the H increasing section of the isothermal magnetization curves were used (i.e. as contrasted with H decreasing). In general, hysteresis may arise in the rare earth elements (e.g. see Rhodes [96]) which have a ferro-to-antiferromagnetic phase transition. However, if this hysteresis is accounted for in calculations, it may result in a net increase in $\eta_{\text{rel}}$ due to the increased $W_{\text{out}}$ produced by a larger remanence ($M_r$) in H decreasing curves as compared to H increasing curves. Therefore, the data presented in Table 4-1 for rare earth elements (Dy, Er, Ho, and Tb) may be a conservative estimate of efficiency.

4.4 Discussion

As can be seen in Table 4-1, 3d elements generally have a lower $\eta_{\text{rel}}$ then rare earth elements. Our results show that polycrystalline Co, Fe, and Ni (and maybe Er) have a $\eta_{\text{rel}} < 5\%$ while polycrystalline Gd, Tb, Dy, and Ho have more than twice that value ($\eta_{\text{rel}} = 7.5-17.5\%$). While not shown in the table, the 3d elements can also achieve similar efficiencies as the rare earth elements if the magnetic field is increased. For example, if Fe is operated with $H_{\text{app}} = 5$ kOe, an increase of $\eta_{\text{rel}} = 10\%$ is reached; while for Co, an applied field of 7 kOe produces an increased $\eta_{\text{rel}} = 11\%$. These results, which correspond to the results shown in Fig. 4-6, help explain the obstacles reported in the early development of thermomagnetic generation in the 1950s. That is, researchers could not find magnets capable of generating sufficient fields to
saturate the ferromagnetic materials and thus could not produce high power outputs. However, one thing worth noting is that increases of $\eta_{rel}$ as $H_{app}$ increases may be limited for materials that have an antiferromagnetic state above $T_c$ (e.g. rare earth elements). This is because these materials are typically saturated at relatively small magnetic fields in the antiferromagnetic state as compared to materials in the paramagnetic state. The saturation in the antiferromagnetic state also saturates $W_{out}$, and therefore, maximizes $\eta_{rel}$ at lower $H_{app}$ values.

Additionally, single crystalline elements typically have a higher $\eta_{rel}$ than polycrystalline elements for the same thermomagnetic cycle. For example, $\eta_{rel}$ of polycrystalline Gd is 11.4% while for single crystal it is 20.5%. This observation is a result of a larger magnetization value (i.e. a higher susceptibility) for a single crystalline ferromagnetic material, when the field is applied along the easy axis, as compared to a polycrystal at the same applied field. The larger magnetization value present in single crystalline materials is attributed to magnetocrystalline anisotropy which reduces the energy barrier when a magnetic field is applied in the easy direction, and therefore, the spins can be aligned more easily along this direction. In a thermomagnetic cycle, increasing $M_{cold}$ directly increases $W_{out}$ (i.e. the bounded area in the M-H plot), and thus increases efficiency for single crystal materials aligned along their easy axis.

As noted previously, the rare earth elements (Gd, Dy, Ho, and Tb) produce substantially higher $\eta_{rel}$ for the chosen thermomagnetic cycle compared with 3d elements (note that Er is an outlier as mentioned before). Here, Dy, Ho, and Tb transform from a ferromagnetic to antiferromagnetic phase at $T_c$ and this transition is an order-to-order phase transformation. In sharp contrast, the 3d elements undergo an order-to-disorder phase transformation (i.e. ferromagnetic to paramagnetic). The increased efficiency in order-to-order transition suggested by Table 4-1 is partially due to the lower $T_c$ of rare earth elements producing a larger $M_{cold}$ when
compared to the $M_{\text{cold}}$ of 3d elements. However, an important additional distinction for order-to-order transitions is that the change in magnetization ($M_{\text{cold}}/M_{\text{hot}}$) is much larger than order-to-disorder transitions. For example, for the thermomagnetic cycle used in this study, it was observed that the magnetization of Gd (order-to-disorder phase transformation) decreased by ~36% from $T_{\text{cold}}$ to $T_{\text{hot}}$, whereas rare earth elements with order-to-order phase transformation decreased by ~60% for the same $\Delta T$. Therefore, one explanation for the increased $\eta_{\text{rel}}$ in order-to-order phase transformations is that a relatively larger amount of magnetic energy is lost to entropy during the transition to a disordered state as compared to an ordered state. In fact, one paper by Ohkoshi and Kobayashi [100] suggested a similar order-to-order transition but one which relied on spin-reorientation as the mechanism for thermomagnetic generation in 1977. In their work, the thermal dependence of the magnetocrystalline anisotropy constants was used to change the spontaneous magnetization from one crystal axis to another and thus produce a net change of magnetization along one crystal axis. However, a discussion on the relative merits of this approach in the thermomagnetic energy harvesting efficiency was absent in their study.

The results in Table 4-1 also suggest that it is difficult to achieve $\eta_{\text{rel}} \sim 55\%$ as predicted in theory [69]. While such findings may seem discouraging, potential solutions are possible. Since both single crystals and order-to-order transitions show relatively higher $\eta_{\text{rel}}$, it is inferred that the thermomagnetic energy harvesting efficiency can be improved by eliminating “randomness”. Here, the randomness is defined by either structural or magnetic disorder in ferromagnetic materials. Consider an example of a single domain, where all the spins are aligned in one direction (i.e. a well ordered magnetic state). Fig. 4-8 shows the illustration of an isothermal magnetization curve representative of single domain Gd as well as actual magnetization curves of polycryalline Gd measured at 283 and 288 K with SQUID. From a
macroscopic view, the single domain is a completely uniform magnetization state achieved by eliminating domain walls (i.e. eliminating randomness). Therefore, it also has nearly 100% remanence at zero applied field, such that $M_{\text{cold}} \to M_s$ at any field, where $M_s$ is spontaneous or saturation magnetization. The theoretical $M_s$ of Gd at 283 K calculated using Brillouin function is assumed to be the magnetization of single domain Gd at zero applied field, and the magnetization of single domain Gd at 5 kOe is assumed to be the same as polycrystalline Gd. In Fig. 4-8, the $W_{\text{out}}$ of single domain Gd is calculated to be $6.92 \times 10^5$ erg/cm$^3$ while in contrast the $W_{\text{out}}$ of polycrystalline Gd is $2.42 \times 10^5$ erg/cm$^3$. For this case, $\eta_{\text{rel}} = 30.4\%$ is calculated for single domain Gd, which is nearly three times larger than polycrystalline $\eta_{\text{rel}} = 10.6\%$, and begins approaching the values previously calculated from theory.

**Figure 4-8**: Isothermal magnetization curves of polycrystalline and single domain Gd. The gray area represents the $W_{\text{out}}$ in a thermomagnetic cycle for a single domain Gd (for $T_{\text{cold}} = 283$ K, $\Delta T = 5$ K, and $H_{\text{app}} = 3000$ Oe). The area bounded by bold curves represents the $W_{\text{out}}$ for polycrystalline Gd in the same cycle.
4-5 Summary

In this chapter, an efficiency analysis on eight ferromagnetic elements for thermomagnetic energy harvesting using a magnetic field of 3 kOe representative of NdFeB permanent magnets is conducted. Results show that the theoretical maximum efficiency of a thermomagnetic generation is difficult to achieve using conventional approaches associated with ferromagnetic materials. While larger magnetic fields increase $\eta_{\text{rel}}$, further power consumption is required to generate these larger magnetic fields and this may be an issue. In general, superior efficiencies are observed when a more uniform magnetization state is present, such as single crystals or order-to-order phase transitions, as compared to more random structures such as polycrystalline or order-to-disorder phase transitions. It is further suggested that by eliminating domain walls, the spin configuration can reach a more ordered state, especially at small magnetic field ($H_{\text{app}} \sim 0$), while still retaining fairly high magnetization values. This suggests that the $\eta_{\text{rel}}$ of single domains produce substantially higher efficiencies as compared to multi-domain structures.
CHAPTER 5

CONCLUSION AND OUTLOOK

In this work, physics underlying and issues associated with magnetic anisotropy change in ferromagnetic materials at nanoscale were studied with both experimental and analytical methods. Discussions have focused on magnetic anisotropy change of 3d transition (Ni) and 4f rare earth (Gd) elements which were fabricated into nanostructures. A potential application in thermomagnetic energy harvesting using a magnetic anisotropy engineered (i.e. single domain) ferromagnetic element has also been proposed. Important results and findings are summarized in the following.

In the first half of Chapter 2, experimental results of significant out-of-plane magnetization changes represented by an elimination of stripe domain pattern in a 60-nm-thick thin film Ni/PMN-PT (001) heterostructure is shown. The stripe domain elimination process is electrically controllable and reversible when remnant strain is absent. The observed domain structure change is attributed to the transition from Bloch wall to Néel wall and the broadening of the Bloch wall resulted from the negative magnetostriction of Ni thin film. An in-plane “easy” axis and “crack-like” domain structures emerge when the remnant strain exists. The crack-like domain structure represented by a local out-of-plane stray field is attributed to Bloch walls pinned by ferroelectric domain texturing. Similar electrically controlled stripe domain pattern change cannot be found in 100-nm-thick Ni thin films, i.e. this process is thickness dependent. In the second half of Chapter 2, the Kittel’s theory is introduced to calculate the critical dimension of Ni single domain. A good match between analytical model and MFM experimental data is
shown. Results of both thin films and nanostructures show the feasibility of engineering magnetic anisotropy to control magnetic properties at nanoscale.

Chapter 3 evaluates the magnetic response of 25-nm-thick Gd thin film and 1400\(\times\)70\(\times\)50 nm\(^3\) Gd nanobar structures. Neither the thin film nor the nanobars exhibited single domain behavior at temperatures down to 53 K. The Gd thin film exhibited a magnetocrystalline anisotropy induced spin-reorientation due to a hexagonal close-packed (002) texture, something different from that previously reported on epitaxial Gd thin film. The discrepancy is due to grain boundary induced spin-disorder in the nanoscale. The Gd nanobars had a saturation magnetization 75\% smaller than the thin film or bulk and is attributed to oxidation as well as the crystallographic changes from hexagonal close-packed to face-centered cubic caused by stress induced stacking faults. These experimental results for both thin film and nanobar show that the crystallinity has a substantial impact to the magnetic anisotropy of Gd nanostructures as well as the formation of single domain structures.

In Chapter 4, an application of engineering magnetic anisotropy which improves the efficiency of thermomagnetic generation is introduced. The theory of thermomagnetic generation is reviewed and an efficiency analysis using experimentally measured magneto-thermal properties of 3d transition and 4f rare earth ferromagnetic elements is presented. While theoretical results suggest that 55\% of Carnot efficiency is possible, experimental data indicates values smaller than 25\% of Carnot efficiency unless large magnetic field (e.g. \(H_{\text{app}} \sim 80\) kOe) is applied. For smaller magnetic fields representative of NdFeB permanent magnets (e.g. \(H_{\text{app}} = 3\) kOe), the largest efficiencies are obtained for operating ferromagnetic materials over a smaller temperature difference (\(\Delta T = 5\) K). Furthermore, single crystal materials are found to have superior efficiencies as do elements that undergo an order-to-order phase transition. Both of
these later results relate to increased magnetization changes over a given $\Delta T$. These results are subsequently used to postulate that a single domain structure will produce larger efficiencies due to the higher magnetization present over a wide range of magnetic fields when compared to multi-domain materials. Calculations for a Gd single domain suggest efficiencies on the order of 30% are possible representing a threefold increase from multi-domain Gd at relatively small magnetic fields.

In general, this work reports promising results of engineering magnetic anisotropy at nanoscale, which is not only of scientific interests but also for the sake of practical applications. One of the future works for multiferroic Ni/PMN-PT heterostructures could be a direct observation of the coupling effect between ferroelectric and ferromagnetic domains. The explanations based on the MFM observations are more speculative because there is still a lack of information regarding the domain structure within the thin film along its thickness direction. A Lorentz force TEM experiment may help to observe the domain structure change in the thickness direction. In addition, a 60-nm-thick Ni nanobar structure is maybe of interests for magnetic anisotropy control since the magnetostriction of Ni nanostructures at this thickness may provide a route for the electrical control of single domain formation.

The fabrication of single domain Gd nanostructure is still challenging not only due to the reactive nature of Gd but also because of potential crystal structure transformation at nanoscale. To avoid oxidation and its associated problems in a lift-off process of Gd nanobar fabrication, a sputtering process may be an alternative way (to replace E-beam evaporation) to deposit Gd. Due to the fact that Gd is “unstable” at nanoscale, Gd nanostructures may not be a good candidate for single domain application in thermomagnetic generation. For the sake of using single domain ferromagnetic materials to robustly harvest thermal energy in the room temperature range, one
approach is maybe using a ferromagnetic compound (i.e. Y$_2$Fe$_{17}$) which also has a Curie point in the neighborhood of room temperature. However, a fabrication process of a nanostructured single domain compound still needs further investigation and development. On the other hand, the application of spin-reorientation currently receives only little attention in the field of thermal energy harvesting. Since the spin-reorientation represents an easy direction rotation of 90 degree between two orthogonal axes in a well-defined magnetic ordered state, it may infer a thermomagnetic energy conversion with high efficiency worth further studies.
Appendix A

MATLAB CODE
FOR MODELING CRITICAL DIMENSIONS

%% Calculate the critical dimension of single domain prism in a wide range
based on the Kittel's theory
%% Rule: a>b>c (length>width>thickness)

%% Main program
clear all
close all
clc

c = 35; % Enter a thickness [nm]
a = c+2:1:1000; % length range [nm]
SigmaW = 0.9; % Ni domain wall energy
Ms = 485; % saturation magnetization of Ni

for i = 1:length(a)
    b = c+1:2:a(i)-1; % width range
    for j = 1:length(b)
        for k = 1:length(c)
            b_a(j,i,k) = b(j)/a(i); % b/a
            c_a(j,i,k) = c(k)/a(i); % c/a

            % demag factor from Aharoni's paper %
            N(j,i,k) = demag_factor_Aharoni(a(i),b(j),c(k));

            % critical width from Kittel %
            Wc(j,i,k) = (2*SigmaW/(4*pi*N(j,i,k)*Ms^2))*10^7;

            Lc(j,i,k) = Wc(j,i,k)/b_a(j,i,k); % calculate Lc with b/a
            Tc(j,i,k) = Lc(j,i,k)*c_a(j,i,k); % calculate Tc with c/a

            Wcb(j,i,k) = Wc(j,i,k); % record all original Wc data in Wcb
            Lcb(j,i,k) = Lc(j,i,k); % record all original Lc data in Lcb
            Tcb(j,i,k) = Tc(j,i,k); % record all original Tc data in Tcb

            if (Wcb(j,i,k)<b(j))
                Wcb(j,i,k) = 0; % find Wc boundary of single domain
            end

            if (Lcb(j,i,k)<a(i))
                Lcb(j,i,k) = 0; % find Lc boundary of single domain
            end

            if (Tc(j,i,k)<c(k))
                Tcb(j,i,k) = 0; % find Lc boundary of single domain
            end

end
end
end
% Plot Wc boundary as a function of length and width %
% Better to use X-Y view %
mesh(a,b,Tc(:,:,1));
xlabel ('Length [nm]'); ylabel ('Width [nm]'); zlabel ('Tc [nm]');

%% Subroutine (programmed by Alex Bur)

function [Nm] = demag_factor_Aharoni(a,b,c)

a1=a;
%b1=b;
c1=c;

a=c1;
c=a1;

% Nm is calculated in SI unit -> N1 + N2 + N3 = 4pi %
% To calculate Nm in CGS, just multiply the calculated value by 4pi %

term1 = (b*b - c*c)/(2*b*c) * log((sqrt(a*a + b*b + c*c) - a)/(sqrt(a*a + b*b + c*c) + a));

term2 = (a*a - c*c)/(2*a*c) * log((sqrt(a*a + b*b + c*c) - b)/(sqrt(a*a + b*b + c*c) + b));

term3 = b/(2*c) * log((sqrt(a*a + b*b) + a)/(sqrt(a*a + b*b) - a));

term4 = a/(2*c) * log((sqrt(a*a + b*b) + b)/(sqrt(a*a + b*b) - b));

term5 = c/(2*a) * log((sqrt(b*b + c*c) - b)/(sqrt(b*b + c*c) + b));

term6 = c/(2*b) * log((sqrt(a*a + c*c) - a)/(sqrt(a*a + c*c) + a));

term7 = 2*atan(a*b/(c*sqrt(a*a + b*b + c*c)));

term8 = (a*a*a + b*b*b - 2*c*c*c)/(3*a*b*c);

term9 = (a*a + b*b - 2*c*c)/(3*a*b*c)* sqrt(a*a + b*b + c*c);

term10= c/(a*b)*(sqrt(a*a + c*c) + sqrt(b*b + c*c));

term11= ((a*a + b*b)^(3/2) + (b*b + c*c)^(3/2) + (c*c + a*a)^(3/2)) / (3*a*b*c);

% Calculate the final value %
Nm = (term1 + term2 + term3 + term4 + term5 + term6 + term7 + term8 + term9 + term10 - term11)/pi;
The Nova 600 dual-beam SEM/FIB system was used as a test bed for the fabrication of Gd nanostructures. In the fabrication process shown in Fig. 2-15, a resist layer has to be deposited prior to the E-beam evaporation of thin film, so that the resist works as a sacrificial layer to be removed in the lift-off process to fabricate nanostructures. In the FIB milling process, since the focused Ga ion beam is able to mill out materials at very specific locations decided by users, the FIB milling makes it possible to fabricate nanostructures directly out of a thin film without using a resist layer. Fig. B-1 illustrates a FIB milling process of Gd nanostructures on a Si substrate. Prior to the milling, a 25-nm-thick Gd thin film and a 20-nm-thick Pt capping layer were deposited onto the surface of Si substrate. In Fig B-1, Ga ions are focused to mill the sample surface at specific regions, and therefore, the un-milled regions become the final structures fabricated.

**Figure B-1:** Cross-sectional illustration of Gd nanostructures fabrication using the FIB milling process.
Fig. B-2a shows a pattern of nanostructures with five different geometries, and this pattern is used in an actual FIB milling process. In Fig. B-2a, the rectangles with a gray color represent the regions which are not milled with FIB (i.e. the nanostructures fabricated). After a couple of trial and error tests for finding the ideal processing parameters (e.g. current), the final structures fabricated were captured with SEM and is shown in Fig. B-2b. The actual dimensions of nanostructures are marked in the SEM image. Fig. B-2b shows that the FIB milling process has a good dimension control at submicron range.

Figure B-2: (a) Pattern of nanostructures with five different geometries, and (b) SEM image of the actual pattern of Gd nanostructures fabricated using FIB.
The Gd nanostructures shown in Fig. B-2 are further analyzed in an AFM (Bruker Dimension Icon) using tapping mode (see Fig. B-3). As shown in Fig. B-3a and Fig. B-3b, three nanostructures with smaller dimensions shown in the SEM images are scanned and captured as an AFM image, and therefore, a complete topographic profile of the FIB fabricated nanostructures is obtained. By analyzing the AFM data, the sectional height information is shown in Fig. B-3c. Fig. B-3c shows that the three nanostructures have different heights (i.e. structure thickness), and from left to right, the structure thicknesses are 84.378, 112.038, and 133.691 nm respectively. Due to the fact that the FIB scans over the sample surface during milling, the thickness difference in Fig. B-3c is basically an indication of material loss on top of the smaller nanostructures. Assume that there is zero material loss on the widest nanostructure in Fig. B-3c, the thickness reduction on the narrowest nanostructure in Fig. B-3c is 133.691 - 84.379 = 49.313 nm. Since the total thickness of the Gd and Pt layers deposited is 45 nm (< 49.313 nm), it is speculated that all the deposited materials on the narrowest nanostructure are lost.

The speculative material loss is verified using the X-ray mapping analysis in an FEI Nova 230 SEM. Fig. B-4 shows the SEM image along with the corresponding mapping image of Gd element. The SEM image in Fig. B-4a shows again that the nanostructures has been fabricated with FIB as the design pattern shown in Fig. B-2a; however, the X-ray mapping image in Fig. B-4b reveals that not all Gd remained on top of the nanostructure surfaces. The yellow circle in Fig. B-4 points out that Gd element cannot be detected at the locations of the narrowest nanostructures (with a width of 90 nm as shown in Fig. B-2b). This result corresponds to the data shown in Fig. B-3c where the narrowest nanostructures have a reduced height of more than 45 nm, i.e. a total loss of Gd (and Pt).
Figure B-3: (a) SEM image of FIB milled Gd nanostructures, (b) AFM image of the FIB milled Gd nanostructures shown in the red dash box in (a), and (c) Sectional topographic profile of the FIB milled Gd nanostructures shown in (b). The positions of green, red, and blue dash lines shown in (c) correspond to the position of the cross marks shown in (b) with the same color.
**Figure B-4:** (a) SEM image of FIB milled Gd nanostructures, and (b) X-ray mapping image of Gd elements.
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