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Figure 2.1: Mate pairs and the de Bruijn graph: (a) A mate pair is a pair of reads with a distance of \( d \) between their start positions. (b) A circular genome \( S \) and two mate pairs, with \( d = 4 \) and \( d = 5 \). (c–d) The de Bruijn graph construction for \( k = 2 \). In (c), the outside circle shows a separate black edge for each 3-mer (equivalently, each element of the 3-spectrum). The dotted red lines indicate vertices that will be glued. The inner circle shows the result of applying some of the glues. Note that this is an intermediate step of the construction in which we only show the gluings of vertices arising from the same position of \( S \). (d) The final de Bruijn graph, resulting from all the gluings.

Figure 2.2: The effect of increasing \( k \) and \( d \): (a) The number of repeated \( k \)-mers in the \( E. coli \) genome, for various values of \( k \). (b) The number of repeated \((k,d)\)-mers, for various values of \( d \) with \( k = 50 \).

Figure 2.3: The (approximate) paired de Bruijn graph: (a–b) The paired de Bruijn construction for \( k = 2, d = 4 \) from the same string \( S \) as in Fig. 2.1. In (a), the outer circle has an edge from every element of the \((3,4)\)-spectrum. (b) The paired de Bruijn graph after all the gluings; notice that it has only one branching vertex, versus four in the de Bruijn graph (Fig. 2.1(d)). (c–e) The construction of the approximate paired de Bruijn graph for \( k = 2, d = 5, \Delta = 1 \). In (c), one possible covering spectrum is shown in the outside circle, with black edges for elements with mate pair distance 6 and blue edges for distance 5. Since \( \Delta = 1 \), we glue vertices if they have equal left labels and their right labels are a distance at most 2 apart from each other in the de Bruijn graph (Fig. 2.1(d)). The final multigraph after all vertex gluings is shown in (d), and the resulting simple graph, used to spell the contigs, is shown in (e). Notice that this graph now has three branching vertices.

Figure 2.4: Example of the standard and paired de Bruijn graphs: The reads are the \((5,12)\)-spectrum generated from the cyclic sequence ATCGGGATGACTATGTCGGCTCCT AATCGGGAAAGACTATGCCGCTCCTT. (a) The de Bruijn graph with edges constructed from the set of 5-mers in the \((5,12)\) spectrum. Each node is a rectangle labeled by a 4-mer with the node ID shown as a large red number on the left of the node. The mate pair information is also presented in the graph: for each node, the node IDs of its corresponding right 4-mers are shown as small numbers on the right of the rectangle. For instance, the right 4-mers (blue dotted lines) of CGGG (node 3) are GTCG (node 21) and GCCG (node 22) and we write 21 and 22 on the right side of node 3. Note that there is not a single mate pair with a unique path between the mates, making mate pair transformations impossible. (b) The paired de Bruijn graph from the \((5,12)\) spectrum is a cycle, representing a single contig. In this example, the paired approach allows for longer contigs than would mate pair transformations (though there are also examples when the opposite is true).
Figure 2.5: Contig Lengths: Cumulative contig lengths (for standard and paired de Bruijn graphs) on simulated data with perfect coverage. Contigs are sorted in order from largest to smallest. Point \((x,y)\) means the largest \(x\) contigs have cumulative length \(y\). (a) To analyze the effect of the insert size (IS) on the assembly, we kept the read length fixed at 50, but varied the insert size. We also generated non-paired reads of length 50. For E. coli, the curve for insert size 6000 is not shown because there was only one contig, representing the whole genome. (b) To analyze the effect of read length on contig lengths, we fixed the insert size to 1000 but varied the read length. We also generated non-paired reads of length 1000, giving an upper bound on how good the assembly can be in this case. (c) To analyze the effect of variations in the insert size \((\Delta)\), we fixed the mean insert size (1000) and read length (50). We also show the baseline contig lengths in a non-paired dataset, with read length 50 and perfect coverage. .......................................................... 15

Figure 3.1: Rectangle puzzles and rectangle graphs. a) A simple puzzle on the background image of Ha Long Bay. Points \(x_0,\ldots,x_3\) on \(x\)-axis and \(y_0,\ldots,y_3\) on \(y\)-axis form a \(3 \times 3\) grid. (b) Nine rectangles with twelve matching sides in the Ha Long bay puzzle (shown by blue dotted connections) illustrate that there exists an unambiguous choice of matching sides. (c) A more difficult “frogs and butterflies” puzzle with multiple ambiguous choices of matching sides. (d) Nine rectangles with multiple matching sides (only some of them are shown) illustrate ambiguities in the selection of matching sides. (e) Failed attempt at the “frogs and butterflies” puzzle assembly. (f) The traversing curve in the “frogs and butterflies” puzzle makes the assembly easier. (g) Gluing sides of the rectangles in the “frogs and butterflies” puzzle. (h) The rectangle graph with 2 Eulerian cycles: \(R_1 R_2 R_3 R_6 R_5 R_7 R_8 R_9\) and \(R_1 R_5 R_3 R_6 R_4 R_7 R_2 R_9\) where only the first represents a valid solution. (i) Traversing line and subgrid assembly. The red traversing curve is replaced by a line. We are interested in assembling the subgrid formed by all rectangles crossed by the red line. .......................................................... 22

Figure 3.2: The rectangle puzzle and the rectangle graph of the genome \(Genome = AC\) GT CAAG TTCTGACGT GGTT TCT. (a) De Bruijn graph \(DB(Genome,k)\) with \(k = 4\) can be constructed from \(Genome\) or individual reads generated from \(Genome\). The graph has 4 branching vertices (ACG, CGT, GTT, TCT) colored red that correspond to 8 branching positions in \(Genome\). (b) Generating rectangle puzzle when \(Genome\) is known. \(Genome\) is represented as a sequence of 3-mers in both vertical and horizontal axes. The 3-mers corresponding to the branching vertices in the de Bruijn graph are colored red. The set of all \((3,5)\)-mers (pair of 3-mers separated by 5 nucleotides in the genome) forms a line \((d)\) : \(y = x + 5\) on the grid. (c) Rectangle graph is obtained by gluing sides of rectangle with the same labels. (d) The same as figure (b) but with rectangles in the dash box \(R_5, R_6, R_7\) removed. \(R_5, R_6, R_7\) represent 3 missing rectangles. (e) The same as figure (c) but with rectangles in the dash box \(R_5, R_6, R_7\) missing. This results in two dead-ends vertices (sides of \(R_4\) and \(R_8\)) in the rectangle graph. .......................................................... 26

Figure 3.3: Rectangles and red line segments. a) Multirectangle: an equivalent representation of multiple rectangles that are formed by the same non-branching paths but have different positions of the red line segments. b) A multirectangle is transformed into 2 rectangles (one of them represents a cluster of two closely positioned red line segments). Note that one segment (the longest) in the multirectangle was classified as incorrect (there is no red point around this segment) and further being removed. 28
Figure 4.1: From de Bruijn graph to pathset graph. (a) A standard de Bruijn graph and the corresponding mapping of mate-pairs. The number on top of each node is the node ID. The smaller blue numbers below/beside each node are the IDs of the corresponding paired right nodes. The bold red, blue and green paths show how the genome traverses the graph. (b) The condensed de Bruijn Graph with edges corresponding to non-branching paths in the standard de Bruijn graph. The dotted genome traverses the graph. (c) The condensed de Bruijn graph with edges corresponding paired right nodes. The bold red, blue and green paths show how the genome traverses the graph. (d) A-Bruijn graph reveals synteny blocks B, E (each with two copies) and C with three copies. (While this represents anchors as directed edges, all other figures in this paper represent anchors as vertices. We found that the vertex representation of anchors does not significantly affect our results while significantly simplifying the presentation of DRIMM-Synteny.)

Figure 4.2: A mate-pair is a pair of reads with distance $d$ between their starting positions. The insert size is the distance from the start of the left read to the end of the right read. Each platform has reads oriented a particular way, but for presentation purposes, we canonically re-orient them as indicated.

Figure 4.3: Estimating genomic distances between edges within edge-pairs using the edge-pair histogram. (a). The genome traverses the graph from $e_1$ to $e_2$ through $P_1$, $P_2$, and $P_3$. Setting the threshold to 200 (red line) splits the histogram into two edge-pair intervals $([e_1,e_2,130,144])$ (supporting the traversal via paths $P_1$ and $P_2$) and $([e_1,e_2,[156,164])$ (supporting the traversal through path $P_3$).

Figure 4.4: The pathset $PS = \text{PATHSET}(e_1,e_7,d)$ corresponding to the edge-pair $(e_1,e_7,d)$ contains 4 paths: $PS = \{e_1e_2e_4e_5e_7,e_1e_3e_4e_5e_7,e_1e_2e_4e_6e_7,e_1e_3e_4e_6e_7\}$. Edges $e_2$ and $e_3$ (as well as edges $e_5$ and $e_6$) form an independent set. Therefore $PS$ can be split into two pathsets: $PS_{e_2} = \{e_1e_2e_4e_5e_7,e_1e_2e_4e_6e_7\}$ and $PS_{e_3} = \{e_1e_3e_4e_5e_7,e_1e_3e_4e_6e_7\}$ containing edges $e_2$ and $e_3$ respectively.

Figure 4.5: The number of pathsets of each size in datasets (a) EC215 and (b) EC500. The red columns column counts initially constructed pathsets. The blue columns count pathsets after phantom path removal and splitting.

Figure 4.6: Decomposition of a “genome” into overlapping and non-overlapping synteny blocks. A highly duplicated “genome” (b) and its genomic dot-plot (c). (d) Since the diagonals in 2-D representations overlap in 1-D representation, one has to sub-partition them into red, yellow, and green sub-diagonals to avoid overlaps. (e) Generating A-Bruijn graph. (f) A-Bruijn graph reveals synteny blocks $B$, $E$ (each with two copies) and $C$ with three copies. (While this represents anchors as directed edges, all other figures in this paper represent anchors as vertices. We found that the vertex representation of anchors does not significantly affect our results while significantly simplifying the presentation of DRIMM-Synteny.)
Figure 5.2: A Human-Chimpanzee-Macaque-Rat-Mouse-Opossum-Cow synteny block (in Human chromosome 1) contains 29 genes with only 2 of them shared between all 7 species. While 17 of these red 29 genes appear to be present only in a single genome (like gene 27 in macaque), most of these 17 genes have orthologs in other species (these orthologs are not shown since they are located within other synteny blocks in other species).

Figure 5.3: (a) A genome $S = (1, 2, 3, 4, 5, 6, 1, 2, 3, 7, 8, 7, 9)$ with 13 genes (9 unique genes) represented as a path. (b) Constructing the A-Bruijn graph by gluing vertices with the same labels. (c) The A-Bruijn graph of genome $S$. (d) The weighted A-Bruijn graph with edge multiplicities shown.

Figure 5.4: (a) A doubly conserved synteny block in $K. waltii$ and $S. cerevisiae$ where one region in $K. waltii$ genome (red) corresponds to 2 regions in $S. cerevisiae$ (green and black). (b) An induced subgraph of the A-Bruijn graph corresponding to a DCS block (a) in the genomes of $S. cerevisiae$ and $K. waltii$ contains many short cycles. (c) The sequence modification algorithm reveals the synteny block as a non-branching path.

Figure 5.5: (a) A two-way cycle (1,2,3) caused by a small difference between the syntenic regions $[1,2,3,4]$ and $[1,3,4]$. (b) A one-way cycle (2,3,4) formed by a tandem repeat $[2,3,4,2,3,4]$. (c) A composite cycle formed by 3 paths: $[1,3]$, $[3,2]$, and $[2,1]$ that share some genes.

Figure 5.6: (a) Detour defined by a two-way cycle (1,2,3) (that is formed by paths $[1,2,3]$ and $[1,3]$) eliminates the cycle. (b) Shortcut of a one-way cycle (2,3,4,5) formed by a path $[2,3,4,5,2,3]$ eliminates the cycle. (c) Path splitting eliminates spurious similarities.

Figure 5.7: The pseudo-code of DRIMM-Synteny algorithm. The last color propagation step is not shown. See section 2 of the Supplement for details of the algorithm.

Figure 5.8: Coverage of Human genome by $k$-way synteny blocks for $2 \leq k \leq 7$. While Enredo [63] and DRIMM-Synteny produce blocks with similar coverage for small $k$, the $k$-way synteny blocks generated by Enredo have lower coverage for larger $k$.

Figure 5.9: Positions of DCS blocks in $S. cerevisiae$. Sixteen chromosomes of $S. cerevisiae$ are presented on the circle. Each arc joins two segments in $S. cerevisiae$ forming a DCS block. (a): 152 DCS blocks for $K. waltii$ and $S. cerevisiae$ from [50], (b): 151 DCS blocks generated by DRIMM-Synteny for $K. waltii$ and $S. cerevisiae$ (with the default parameters). (c): 87 DCS blocks generated by DRIMM-Synteny for $S. cerevisiae$ alone.
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Professor Pavel Pevzner, Chair

The recent proliferation of next generation sequencing with short reads has enabled many new experimental opportunities but, at the same time, has raised formidable computational challenges in genome assembly. One of the key advances that has led to an improvement in contig lengths has been read-pairs, which facilitate the assembly of repeating regions. The shortcomings of current read-pairs algorithm stem from the fact that they are heuristics approaches that are applied after the de Bruijn graphs have been constructed. First, we introduce the paired de Bruijn graph, a generalization of the de Bruijn graph that incorporates mate pair information into the graph structure itself instead of analyzing mate pairs at a post-processing step. While Paired de Bruijn Graphs provide an elegant solution to the read-pair analysis in theory, they are impractical in real sequencing data. Next, we introduce rectangles graphs and pathset graphs, which addressed additional challenges encountered in real data. In the final chapter of the thesis, we introduce an A-Bruijn graph algorithm for finding synteny blocks in highly duplicated genomes.
Chapter 1

Introduction

Current High Throughput Sequencing (HTS) technologies have reduced the time and costs of genome sequencing and have enabled new experimental opportunities in a variety of applications. At the same time, the short read length and sheer demand for powerful assemblers has raised formidable computational challenges. Thus, genome assembly continues to represent one of the most difficult and important algorithmic problems in bioinformatics.

Fortunately, all current sequencing platforms are able to produce mate-pairs — pairs of reads whose separation in the genome (called the insert size) is approximately known. Because insert sizes may be much longer than the read length, mate-pairs may span over long repeats and match up their flanking regions.

Mate-pair information has played an important role in most genome projects and many HTS assemblers incorporate mate-pair information to increase the contigs length in a post-processing step [67, 25, 95, 19, 83, 24, 53]. Most of these assemblers rely on the same basic observation [67]: if there is a unique path of suitable length in the assembly graph that connects the left and right reads of a mate-pair, the gap in the mate-pair can be filled in with the nucleotides spelled by this path (mate-pair transformation). However, when multiple paths exist between the left and right reads within a mate-pair, it remains ambiguous which path should be used to fill in the gap. Unfortunately, mate-pairs generated by existing HTS protocols are characterized by rather large variations in insert sizes, leading to multiple paths for a significant fraction of mate-pairs (since the range of suitable path lengths is wide), making it difficult to utilize such mate-pairs.

The challenge of algorithmically incorporating mate pair information into de Bruijn graph assemblers was first addressed by [71], which proposed a heuristic to look for a path between the two reads of a mate pair with a length of the insert size. If exactly one such path was found, then a mate
pair transformation could be applied to “unwind” this path in the graph. Essentially, this amounted to transforming two mated reads into one long read where the gap between the mates was filled in with the nucleotide sequence representing the found path, thus potentially connecting the surrounding regions of a repeat. Several other heuristic approaches for utilizing mate pair information in the de Bruijn graph were developed [94, 20, 58].

Such methods had a great impact on genome assembly, allowing the construction of much longer contigs; however, they could still fail in complex repeat-rich regions, where there are multiple paths between the read pairs. Many current technologies, including Complete Genomics [36] and Helicos [41], still generate very short reads (around 25 nt) for which the resulting de Bruijn graph is very tangled (even for bacterial genomes). In such cases, mate pair transformations often fail because of multiple paths. Additionally, the percentage of mate pairs that can be successfully transformed deteriorates when the insert size is high [22], and the search for paths between mates becomes prohibitively time-consuming. Unfortunately, these difficulties result in shorter contigs in complex repeat-rich regions. The limitations of the existing heuristics for analyzing mate pairs is thus a major hurdle towards assembling large contigs with short reads.

Three chapters (2, 3, 4) in this thesis address the challenges of utilizing mate-pair reads for improvements in genome assembly.

When genomic sequences are available, an important question to ask is how these genomes have evolved. The evidence in favor of the Whole Genome Duplication (WGD) in *S. cerevisiae* was discovered by [92] but was heavily contested (e.g., see [52]). [50] and [34] used preduplicated genomes of *K. waltii* and *A. gossypii* to settle this controversy (see [56] for a recent study contesting the WGD in yeast). Starting from [92] and [80] all WGD studies essentially amounted to constructing synteny blocks of certain type (e.g., *sister blocks* in [80] or *doubly conserved synteny* (DCS) blocks in [50]) and demonstrating that these blocks cover a large portion of the genome. Remarkably, there is still no general purpose tool that would automate such analysis and reduce various WGD studies to simply computing a “duplicativity coverage” of the genome. For example, software from [50] is not applicable to finding the synteny blocks from [80] and vice versa. Indeed, most WGD studies [87, 50, 34, 45, 55, 29, 5, 78] developed new software for WGD analysis instead of using some previously developed tools!

We argue that the lack of tools for automated WGD analysis is the result of the lack of tools for synteny block identification in highly duplicated genomes. Many genomes have undergone extensive duplications followed by gene losses and rearrangements, making decoding of genomic architecture (syn-
deny block reconstruction) in such genomes difficult. For example, duplications account for ≈ 70% of the Arabidopsis thaliana genome [13] making synten block reconstruction in this and other plant genomes challenging. Fig. 5.1(a) shows a highly duplicated “genome” $G$ along with its decomposition into overlapping (left) and non-overlapping (right) synten blocks. The non-overlapping decompositions are more desirable since they are required for the follow-up rearrangement and duplication studies (e.g., the existing genome rearrangement algorithms are unable to analyze overlapping decompositions). Chapter 5 presents the DRIMM-Synteny algorithm for finding synten blocks in highly duplicated genomes.

Chapter 2, in full, is a reprint of the material as it appears in Paul Medvedev*, Son Pham*, Mark Chaisson, Glenn Tesler and Pavel Pevzner, “Paired de Bruijn graphs: a novel approach for incorporating mate pair information into genome assemblers”. RECOMB 2011, pp. 238-251. (Co-first author). The dissertation author was the primary investigator and author of this paper.

Chapter 3, in part, is a reprint of the following: Nikolay Vyahhi, Alex Pyshkin, Son Pham and Pavel Pevzner, “From de Bruijn Graphs to Rectangle Graphs for Genome Assembly”. WABI 2012, pp. 249-261. (Corresponding author). Nikolay Vyahhi, Irina Vasilinetc, Son Pham and Pavel Pevzner, “From de Bruijn Graphs to Rectangle Graphs for Genome Assembly”. WABI 2012, pp. 249-261. (Corresponding author). The dissertation author was the corresponding author of these papers.

Chapter 4, in part, is a reprint of the material as it appears in Son Pham*, Dmitry Antipov*, Alexander Sirotkin, Glenn Tesler, Pavel Pevzner, and Max Alekseyev, “Pathset Graphs: A Novel Approach for Comprehensive Utilization of Mate-Pairs in Genome Assembly”. RECOMB 2012, pp. 200-212. (Co-first author). The dissertation author was the primary investigator and author of this paper.

Chapter 5, in part, is a reprint of the material as it appears in Son Pham and Pavel Pevzner, DRIMM-Synteny, “Decomposing Genomes into Evolutionary Conserved Segments”. Bioinformatics 2010, pp. 2509-2516. The dissertation author was the primary investigator and author of this paper.
Chapter 2

Paired de Bruijn graphs: a novel approach for incorporating mate pair information into genome assemblers

2.1 Introduction

The recent proliferation of next generation sequencing with short reads has enabled new experimental opportunities, such as the 10K genomes project, which aims to sequence and assemble the genomes of approximately one species in every vertebrate genus [42]. At the same time, the short read length and sheer demand for powerful assemblers has raised formidable computational challenges. Thus, genome assembly continues to represent one of the most difficult and important algorithmic problems in bioinformatics.

The first generation of assemblers followed the overlap-layout-consensus paradigm, where overlaps were heuristically used to join reads together into contigs [62, 11]. Later, the introduction of de Bruijn graphs led to significant improvements in assembly [70, 44, 73]. In contrast to the overlap-layout-consensus approach, these assemblers first constructed a graph where the original genome is spelled by a series of walks through the graph, and non-branching walks correspond to substrings (contigs) of the genome. Compared to the earlier heuristic approaches, de Bruijn graphs produced longer contigs and gave rise to more powerful techniques for correcting errors and resolving repeats — identical, or nearly identical, stretches of DNA [79]. Their success led to the development of other types of graphs for sequence assembly: A-Bruijn graphs [72] and closely related string graphs [61], which together have become an essential part of most modern assembly tools, including EULER-SR [23], Velvet [94], ALLPATHS [20], ABYSS [82], and others.

Despite these advances, the challenge of resolving repeats remains. When the length of a repeat
is longer than twice the read length, it becomes difficult to correctly match its upstream and downstream regions. In order to alleviate this problem, sequencing technologies were extended to produce mate pairs [90] — pairs of reads between which the genomic distance (called the insert size) is well estimated. Because insert sizes could be much longer than the read length, mate pairs were able to span long repeats and could potentially match up the regions surrounding a repeat.

The challenge of algorithmically incorporating mate pair information into de Bruijn graph assemblers was first addressed by [71], who proposed a heuristic to look for a path between the two reads of a mate pair with a length of the insert size. If exactly one such path was found, then a mate pair transformation could be applied to “unwind” this path in the graph. Essentially, this amounted to transforming two mated reads into one long read where the gap between the mates was filled in with the nucleotide sequence representing the found path, thus potentially connecting the surrounding regions of a repeat. Several other heuristic approaches for utilizing mate pair information in the de Bruijn graph were developed [94, 20, 58].

Such methods had a great impact on genome assembly, allowing the construction of much longer contigs; however, they could still fail in complex repeat-rich regions, where there are multiple paths between the read pairs. Many current technologies, including Complete Genomics [36] and Helicos [41], still generate very short reads (around 25 nt) for which the resulting de Bruijn graph is very tangled (even for bacterial genomes). In such cases, mate pair transformations often fail because of multiple paths. Additionally, the percentage of mate pairs that can be successfully transformed deteriorates when the insert size is high [22], and the search for paths between mates becomes prohibitively time-consuming. Unfortunately, these difficulties result in shorter contigs in complex repeat-rich regions. The limitations of the existing heuristics for analyzing mate pairs is thus a major hurdle towards assembling large contigs with short reads.

We believe that the shortcomings of current mate pair algorithms stem from the fact that they are heuristic approaches that are applied after the construction of the de Bruijn graph. The de Bruijn graph does an excellent job of incorporating the sequence information from the single reads; however, it ignores any mate pair information that is available. This information has to be recovered after the graph construction, and only then applied in a heuristic manner. In this paper, we propose the paired de Bruijn graph, a generalization of the de Bruijn graph that incorporates the mate pair information into the structure of the graph itself, as opposed to a post-processing step. Just as moving from the heuristic overlap-layout-consensus paradigm to the de Bruijn graph paradigm resulted in better assemblies, we believe that moving
from heuristic mate pair algorithms to paired de Bruijn graphs could result in a more effective use of mate pair information. The paired de Bruijn graph is a potential replacement of the de Bruijn graph in existing de Bruijn graph based assemblers; existing assembly stages, including error correction and scaffolding, would not need to be substantially modified.

Through assembly results on simulated perfect data, we argue that when mate pair information is used in this manner, the read length (once above a small threshold) becomes much less relevant [22]. We find that the contig sizes in an assembly are largely dictated by the average insert size — when it exceeds 6000 nt, we can assemble all of *E. coli* into one contig and most of the human chromosome 22 into 15 contigs. Though this paper falls short of analyzing real data, we believe that, similar to how early error-free studies of de Bruijn graphs laid the foundation for their use in assembly [70], the paired de Bruijn graph can become the basis of practical assemblers.

### 2.2 From de Bruijn Graphs to Paired de Bruijn Graphs

#### 2.2.1 Preliminaries

To simplify the presentation, we assume that the genome is a circular string, i.e., one circular, single-stranded chromosome, and that all reads have the same length $\ell$; extending our approach for multiple linear chromosomes or varying read length is straightforward. Moreover, we assume that reads are error-free (see Section 2.5 for a discussion). In this setting, a mate pair is an ordered pair of strings of length $\ell$ drawn from the genome at positions $i$ and $j$, respectively. Normally, the relative distance between reads is expressed in terms of the *insert size*, the number of nucleotides from the first nucleotide of $a$ to the last nucleotide of $b$: $j - i + \ell$. However, for the purposes of our construction, it is more convenient to express it in terms of $d = j - i$, the difference in their leftmost coordinates. Note that $d$ is the insert size minus one read length (see Fig. 2.1(a)).

As with any de Bruijn graph based approach, our algorithms have a parameter $k$ that dictates the size of the substrings into which the reads are chopped up. Thus, though our input is a set of mate pairs of reads of any length, we immediately chop them up into smaller pieces. Formally, each mate pair of reads is replaced by its constituent $\ell - k$ (sub-)mate pairs, where the reads of each (sub-)mate pair now have length $k + 1$. Therefore, for the remainder of the paper, we will assume without loss of generality that the reads are immediately given with length $k + 1$. We now give some definitions.

**A-Bruijn graphs:** Let $G$ be a directed graph on $m$ vertices. The *gluing* of vertices $v$ and $w$ is defined by substituting $v$ and $w$ by a single vertex (called the *successor* of $v$ and $w) and retaining all
edges incident to either \( v \) or \( w \) as edges incident to their successor. Let \( A \) be a boolean \( m \times m \) matrix representing “glues” [72]. The \( A \)-Bruijn graph \( A(G) \) is obtained by gluing all vertices \( v \) and \( w \) of \( G \) for which \( A_{v,w} = 1 \). One can execute these glues in an arbitrary order under the assumption that each gluing instruction \( A_{v,w} = 1 \) is applied to the successors of vertices \( v \) and \( w \) in the graph resulting from the previous gluing instructions.

Below we describe three \( A \)-Bruijn graphs: de Bruijn graphs (for unpaired reads); paired de Bruijn graphs (for mate pairs with an exact distance), and approximate paired de Bruijn graphs (for mate pairs with an approximate distance).

\( k \)-mers and labels: Define a \( k \)-mer as a string of length \( k \). Below we assume that the parameter \( k \) is fixed. Given a circular string \( S = s_1 \ldots s_n \), let \( S_k(i) \) be the \( k \)-mer \( s_i \ldots s_{i+k-1} \) (where the index is taken modulo \( n \)). The set of all \( k \)-mers \( S_k(i) \) (for \( 1 \leq i \leq n \)) is called the \( k \)-spectrum of \( S \). For a \( k \)-mer \( a = a_1 \ldots a_k \), we define two \((k-1)\)-mers, prefix(\( a \)) = \( a_1 \ldots a_{k-1} \) (remove last character) and suffix(\( a \)) = \( a_2 \ldots a_k \) (remove first character). We say that \( k \)-mer \( a \) aligns at position \( i \) if \( a = S_k(i) \).

\((k,d)\)-mers and bilabels: A bilabel \( (a|b) \) is a pair of strings, \( a \) and \( b \), of equal length. Define left(\( a|b \)) = \( a \) and right(\( a|b \)) = \( b \). A \( k \)-mer bilabel indicates both \( a \) and \( b \) have length \( k \). Define prefix(\( a|b \)) = \( (a_1 \ldots a_{k-1}|b_1 \ldots b_{k-1}) \) and suffix(\( a|b \)) = \( (a_2 \ldots a_k|b_2 \ldots b_k) \). Given an integer \( d \) (usually \( d \geq k \)), a \((k,d)\)-mer of \( S \) is a pair of \( k \)-mers \( S_k(i) \) and \( S_k(i+d) \) that start exactly \( d \) nucleotides apart. We use the bilabel notation \( (S_k(i)|S_k(i+d)) \) for \((k,d)\)-mers. For a string \( S \) and parameters \( d \) and \( \Delta \), we say \( k \)-mer bilabel \( (a|b) \) aligns at position \( i \) if \( a = S_k(i) \) and \( b = S_k(i+d+x) \) for some \(-\Delta \leq x \leq \Delta \). A \((k,d,\Delta)\)-mer of \( S \) is a bilabel \( (a|b) \) that aligns somewhere to \( S \).

2.2.2 De Bruijn Graphs (Modelling Unpaired Reads)

Let \( C \) be a set of \((k+1)\)-mers from a circular string \( S \). We construct an \( A \)-Bruijn graph based on \( C \) as follows.

- First we define an initial graph \( G_0 \) consisting of \( m = 2|C| \) vertices and \( |C| \) isolated edges. For each \((k+1)\)-mer \( a \in C \), introduce two new vertices \( u, v \) and form an edge \( u \rightarrow v \). Label the edge by the \((k+1)\)-mer \( a \); label \( u \) by the \( k \)-mer prefix(\( a \)); and label \( v \) by the \( k \)-mer suffix(\( a \)).

- Second, we glue certain vertices of \( G_0 \) together, by forming an \( m \times m \) binary matrix \( A \) and setting \( A_{i,j} = 1 \) to indicate that vertices \( i \) and \( j \) should be glued together. For this construction, we set \( A_{i,j} = 1 \) when vertices \( i \) and \( j \) have the same label.
The labeled directed graph $G = DB(C, k)$ obtained from these gluings is the de Bruijn graph of $C$ [72] (for an illustration, see Fig. 2.1(b,c,d)). It may be considered as either a simple graph (without parallel edges but with loops), or as a multigraph where the multiplicity of each edge is determined by the number of times the $(k + 1)$-mer it represents is present in $C$. Consider a walk through edge/label sequence $e_1, \ldots, e_r$. The labels satisfy $\text{suffix}(e_i) = \text{prefix}(e_{i+1})$, and we may define the string of length $r + k$ spelled by this walk as walkword$(e_1, \ldots, e_r)$ by successively overlapping the labels with a shift of one character at a time.

Traditionally, the de Bruijn graph is also defined on a string $S$ by setting the vertex set equal to the $k$-spectrum of $S$. For every $(k + 1)$-mer $a$ of $S$, define an edge $\text{prefix}(a) \rightarrow \text{suffix}(a)$ labeled by $a$. Explicitly, for each $S_{k+1}(i)$ of $S$, define an edge $S_k(i) \rightarrow S_k(i+1)$ labeled by $S_{k+1}(i)$ (for $i = 1, \ldots, n$).

In the case that $C$ is the $(k + 1)$-spectrum of $S$, the de Bruijn graph built on $C$ using the gluing approach is identical to the one built directly on the genome $S$. Moreover, there is a covering cycle that spells $S$, where a covering cycle is a cyclical walk that visits every edge at least once. In this graph, the
cycle is the sequence of edges $S_{k+1}(1), \ldots, S_{k+1}(n)$. The covering cycle property is crucial for assembly because it implies that all walks whose interior vertices have just one out-neighbor must spell substrings in $S$ (contigs).

### 2.2.3 Graph Complexity

The usefulness of a graph representation of a genome can vary widely. In general, the number of vertices can serve as a rough indicator of how useful the graph is — as the number of vertices grows (and the number of edges stays the same), the graph is likely to become less entangled, and the contigs are likely to become longer. Fig. 2.2(a) shows that in the de Bruijn graph, the number of repeated $k$-mers in *E. coli* drops as $k$ increases, indicating that the de Bruijn graph has more vertices and likely becomes less entangled. Alternatively, consider pairs of $k$-mers, i.e., $(k,d)$-mers. Fig. 2.2(b) shows that, after fixing $k = 50$, the number of repeated $(k,d)$-mers drops as $d$ increases. This is not surprising due to the repeat structure of genomes — the bigger the $d$, the less common it is to have pairs of repeats spaced a distance of $d$ apart. Figs. 2.2(a) and (b) illustrate alternatives for improving contig lengths: increasing the read length (pursued by companies such as Pacific Biosciences) versus increasing the insert size (advocated by Chaisson et al. [22]). While the increase in the read length remains a difficult technological challenge, increasing the insert size (up to tens of thousands of nucleotides) is already within the power of current technologies. Thus, if we could build a graph whose vertices represent $(k,d)$-mers instead of $k$-mers, then the length of the contigs is likely to increase as the insert size grows. This is the basic motivation for the paired de Bruijn graph, and, as we will show in Section 2.3, the contig lengths in the paired de Bruijn graph do in fact increase with $d$. 

![Graph Complexity Figure](image-url)
Figure 2.3: The (approximate) paired de Bruijn graph: (a–b) The paired de Bruijn construction for $k = 2, d = 4$ from the same string $S$ as in Fig. 2.1. In (a), the outer circle has an edge from every element of the $(3, 4)$-spectrum. (b) The paired de Bruijn graph after all the gluings; notice that it has only one branching vertex, versus four in the de Bruijn graph (Fig. 2.1(d)). (c–e) The construction of the approximate paired de Bruijn graph for $k = 2, d = 5, \Delta = 1$. In (c), one possible covering spectrum is shown in the outside circle, with black edges for elements with mate pair distance 6 and blue edges for distance 5. Since $\Delta = 1$, we glue vertices if they have equal left labels and their right labels are a distance at most 2 apart from each other in the de Bruijn graph (Fig. 2.1(d)). The final multigraph after all vertex gluings is shown in (d), and the resulting simple graph, used to spell the contigs, is shown in (e). Notice that this graph now has three branching vertices.
2.2.4 Paired de Bruijn Graphs (Modelling Paired Reads with Exact Distance)

We now define a graph modelling mate pairs in the special case that all pairs are exactly the same distance $d$ apart. This is an idealized case unachievable with current sequencing technologies, but the next section will generalize the construction to varying distances. Given a set of $(k+1,d)$-mers $C$ (modelling mate pairs), construct an A-Bruijn graph as follows:

- Define an initial graph $G_0$ on $m = 2|C|$ vertices. For each bilabel $(a|b) \in C$ (representing a $(k+1,d)$-mer), introduce two new vertices $u,v$ and form an edge $u \rightarrow v$. Label the edge by $(a|b)$; label $u$ by prefix$(a|b)$; and label $v$ by suffix$(a|b)$.
- Glue vertices of $G_0$ together when they have the same label. The graph $G$ so obtained is called the paired de Bruijn graph of $C$.

This procedure is illustrated in Fig. 2.3(a,b), and Fig. 2.4 gives another example of the graph. An alternate construction of the paired de Bruijn graph is to define the vertex set as the $(k,d)$-mers present in $C$, and the edges as connecting prefix$(a|b)$ to suffix$(a|b)$ for every element of $C$.

As with the regular de Bruijn graph, in this construction, every vertex of $G$ inherits the label common to all the vertices of $G_0$ that were glued together to form it, and this label is unique to that vertex. Any walk through the graph on edge sequence $e_1,\ldots,e_r$ spells out an $(r+k)$-mer bilabel $(L|R)$ where $L$ is formed from the left labels, $L = \text{walkword}(\text{left}(e_1),\ldots,\text{left}(e_r))$, and $R$ is formed from the right labels, $R = \text{walkword}(\text{right}(e_1),\ldots,\text{right}(e_r))$.

The $(k,d)$-spectrum of a string $S$ is $\{S_k(i)|S_k(i+d) : i = 1,\ldots,n\}$. When $C$ is the $(k+1,d)$-mer spectrum of $S$, there is a covering cycle whose left labels spell $S$ in $G$. The cycle consists of consecutive edges $(S_k(i)|S_k(i+d)) \rightarrow (S_k(i+1)|S_k(i+d+1))$ for $i = 1,\ldots,n$.

Just as with the de Bruijn graph, this is a key property that makes the paired graph useful for spelling contigs.

2.2.5 Approximate Paired de Bruijn Graphs (Modelling Inexact Distance)

We now define a graph modelling mate pairs where the distance between the two reads in each pair is only known to lie within some range $d \pm \Delta$. The parameter $\Delta$ can be estimated based on the mate pair generation protocol.
Figure 2.4: Example of the standard and paired de Bruijn graphs: The reads are the (5,12)-spectrum generated from the cyclic sequence *ATCGGATGACGTATGCCTCTCATTGCGGAGACTATGCGCTCTCCT*. (a) The de Bruijn graph with edges constructed from the set of 5-mers in the (5,12) spectrum. Each node is a rectangle labeled by a 4-mer with the node ID shown as a large red number on the left of the node. The mate pair information is also presented in the graph: for each node, the node IDs of its corresponding right 4-mers are shown as small numbers on the right side of the rectangle. For instance, the right 4-mers (blue dotted lines) of CGGG (node 3) are GTCG (node 21) and GCCG (node 22) and we write 21 and 22 on the right side of node 3. Note that there is not a single mate pair with a unique path between the mates, making mate pair transformations impossible. (b) The paired de Bruijn graph from the (5,12) spectrum is a cycle, representing a single contig. In this example, the paired approach allows for longer contigs than would mate pair transformations (though there are also examples when the opposite is true).
Let $C$ be an arbitrary set of $(k + 1, d, \Delta)$-mers, representing the input data. The key insight is that if two $(k, d, \Delta)$-mers $(a|b)$ and $(a|b')$ both arise from the same instance of $a$ in $S$, then in the de Bruijn graph of $S$, there is a directed path from $b$ to $b'$, or vice-versa, with distance at most $2\Delta$. This insight was used for repeat resolution in [58], albeit as a post-construction modification step. We construct an A-Bruijn graph from $C$ as follows:

- The initial graph $G_0$ consists of $|C|$ isolated edges on $2|C|$ vertices. For each $(a|b) \in C$, introduce an edge $u \rightarrow v$ on two new vertices. Label the edge by the $(k+1)$-mer bilabel $(a|b)$. Label $u$ by prefix$(a|b)$ and $v$ by suffix$(a|b)$.

- For each $k$-mer $\alpha$, glue together all vertices with labels $(\alpha|\beta), (\alpha|\beta')$ if there exists a directed path from $\beta$ to $\beta'$ (or vice-versa) in the de Bruijn graph $D = DB(C, k)$ of length at most $2\Delta$. Here, we assume that the construction of $D$ implicitly breaks the $(k+1)$-mer bilabels of $C$ into independent $(k+1)$-mers.

The graph $G = APDB(C, k, d, \Delta)$ so obtained is the approximate paired de Bruijn Graph of $C$ (Fig. 2.3(c,d,e)). The effect of this gluing is to merge all vertices $(k$-mer bilabels) that might align to the same position in the genome; vertices that align to the same position are thus guaranteed to be merged. However, the converse does not hold; vertices aligning to different positions in the genome are sometimes merged, either due to repeats that are not resolved by the given parameters, or due to chance short paths in $D$.

In the case that $k > 2\Delta$, we observed that if there is a directed path between $\beta$ and $\beta'$ in the de Bruijn graph $D$ of length at most $2\Delta$, then $\beta$ and $\beta'$ should share an overlap of at least $k - 2\Delta$ characters. This observation leads to an alternate rule to glue vertices of $G_0$: for each $k$-mer $\alpha$, glue together all vertices with labels $(\alpha|\beta), (\alpha|\beta')$ if $\beta$ and $\beta'$ share an overlap of at least $k - 2\Delta$ characters. Note that this rule can only be used if $k > 2\Delta$ and may lead to a different graph; however, it is easier to implement.

Unlike our earlier constructions of the de Bruijn and paired de Bruijn graphs, the vertices of $G$ do not inherit a single label from $G_0$; the vertices glued together have the same left label, but may have different right labels. In an edge walk $e_1, \ldots, e_r$ on $G$, the left labels spell walkword(left($e_1$), ..., left($e_r$)). However, the right labels typically do not successively overlap by $k - 1$ characters as they did for the paired de Bruijn graph. Though we currently ignore these after gluing, we recognize that there is a potentially untapped benefit to using the right labels to later improve the assembly (see Section 2.5).

A set $C$ of $(k+1)$-mer bilabels is a covering spectrum of $S$ if for every position $i = 1, \ldots, n$, we
have $\mathcal{S}_{k+1}(i)\mathcal{S}_{k+1}(i+d+x) \in C$ for at least one $x$ in the range $-\Delta \leq x \leq \Delta$. For each position $i$, there are $2\Delta + 1$ choices of $x$. Note that there are many different covering spectra, and different choices of $C$ may lead to different graphs. However, the graph will satisfy the key property of having a covering cycle that spells out $S$.

**Theorem 2.1.** Let $S$ be a circular string, and $C$ a set of $(k,d,\Delta)$-mers that is a covering spectrum of $S$. Then there is a covering cycle through the graph $G = \text{APDB}(C,k,d,\Delta)$ that spells out $S$.

**Proof.** For $i = 1,\ldots,n$, let $e_i \in C$ be any $(k+1)$-mer bilabel in $C$ aligning to position $i$ in $S$. To prove $e_1,\ldots,e_n$ is a cycle in $G$, we need to show that consecutive edges $e_i = u_i \to v_i$ with label $(a|b)$, and $e_{i+1} = u_{i+1} \to v_{i+1}$ with label $(a'|b')$, share the connecting vertex, $v_i = u_{i+1}$. (Indices are taken modulo $n$.) Since $C$ is a covering spectrum of $S$, the graph $D$ is the ordinary de Bruijn graph of $S$. In $G_0$, $v_i$ has label $(S_k(i+1),\text{suffix}(b))$ and $u_i$ has label $(S_k(i+1),\text{prefix}(b'))$. Since these both align to position $i+1$ in $S$, the distance between the start of $b$ and $b'$ in $S$ is at most $2\Delta$. Thus in $D$, the directed distance from $b$ to $b'$ (or vice-versa) is at most $2\Delta$, so these vertices were glued together when forming $G$. $\square$

### 2.3 Results

We implemented a prototype assembly algorithm to test the effectiveness of the (approximate) paired de Bruijn graph approach under the ideal conditions of perfect coverage and error-free reads. We experimented with with *E. coli* (4.6 Mbp) and *Human* chromosome 22 (35 Mbp after removal of ambiguous bases). The reads were generated with perfect coverage, meaning for every position in the genome we generated a single $(k,d,\Delta)$-mer aligning to it. The insert size was picked uniformly at random from the specified range. We report as contigs the (left) words spelled by all maximal walks of the graph whose interior vertices have just one out-neighbor. We validated that any generated contigs mapped perfectly back to the original genome — this was the case for all the contigs.

Constructing the de Bruijn graph and finding all its non-branching paths takes time $O(n \log n)$, where $n$ is the number of $k$-mers. The construction of the approximate paired de Bruijn graph has an additional cost of searching all neighbors within a distance $2\Delta$ of each node. Therefore, the running time of the algorithms is $O(n \log n + n \min\{2^\Delta, n\})$, where $n$ is the number of $(k,d,\Delta)$-mers. However, since de Bruijn graphs are sparse, the searches in the graph are usually very fast, and in practice, even the run on chr22 with $\Delta = 200$ took less than 2 hours on a 8 core processor with 16G RAM. Moreover, the algorithm could be easily distributed over a large cluster to deal with larger $\Delta$. 
**Figure 2.5: Contig Lengths**

Cumulative contig lengths (for standard and paired de Bruijn graphs) on simulated data with perfect coverage. Contigs are sorted in order from largest to smallest. Point \((x, y)\) means the largest \(x\) contigs have cumulative length \(y\). (a) To analyze the effect of the insert size (IS) on the assembly, we kept the read length fixed at 50, but varied the insert size. We also generated non-paired reads of length 50. For *E. coli*, the curve for insert size 6000 is not shown because there was only one contig, representing the whole genome. (b) To analyze the effect of read length on contig lengths, we fixed the insert size to 1000 but varied the read length. We also generated non-paired reads of length 1000, giving an upper bound on how good the assembly can be in this case. (c) To analyze the effect of variations in the insert size (\(\Delta\)), we fixed the mean insert size (1000) and read length (50). We also show the baseline contig lengths in a non-paired dataset, with read length 50 and perfect coverage.
Our motivation for the paired de Bruijn graph approach was that the number of repeated \((k,d)\)-mers quickly drops as \(d\) increases (Fig. 2.2(b)), and hence the contigs of the paired de Bruijn graph based on these \((k,d)\)-mers could be longer. To test this hypothesis, we generated a set of mate pairs with varying insert sizes and plotted the length of the obtained contigs (Fig. 2.5(a)). To isolate the effect of the insert size, the coverage of the data was perfect (the \((k,d)\)-spectrum), the insert sizes were perfect (\(\Delta = 0\)), and the read length was fixed to 50. We observed that contig lengths improved dramatically as the insert size increased. With an insert size of 6000 nt, all of \(E. coli\) was covered with just one contig, while for chr22, an insert size of 5000 nt enabled us to cover 98% of the chromosome with the 15 largest contigs. We thus believe that properly using mate pairs has a strong potential to increase contig lengths.

To explore the role that read length plays relative to the insert size, we generated sets of mate pairs with varying read lengths but with a fixed insert size (1000 nt). To isolate the effect of the read length, we had perfect coverage and no variation in the insert size. For \(E. coli\), we found that, for an insert size of 1000 nt, once the read length grew over a small threshold of 10–20 nt, the contig lengths nearly reached the theoretical optimum that could be achieved by simply generating reads of length equal to the insert size (Fig. 2.5(b)). For \textit{Human}, we needed to increase the read length to 300 nt in order to reach the optimum with 1000 nt insert size (Fig. 2.5(b)). However, for a longer insert size (5000 nt), a read length of 50 came close (Fig. 2.5(a)) to achieving the optimum (which, with 5000 nt reads, was a single contig). Therefore, by properly using mate pairs with large enough insert size, one can significantly reduce the limitations caused by short read length.

We measure the effect of increasing variability in the insert size (\(\Delta\)) on the assembly. We fix the insert size to be 1000 nt and generate 50-long reads with perfect coverage, while varying \(\Delta\) (Fig. 2.5(c)). We found that the assembly deteriorates with increasing \(\Delta\), especially for the \textit{Human} genome. When \(\Delta\) is large, the chance of two vertices of the de Bruijn graph being connected increases, and, hence, the number of vertices (bilabels) that do not align but nevertheless get glued together increases. In this situation, the read length is still important in determining the complexity of the (non-paired) de Bruijn graph. Some recent datasets achieve a small \(\Delta\), such as the [12] human dataset with a mean insert size of 208 nt and a standard deviation of 13 nt. Nevertheless, we see robustness with respect to \(\Delta\) as an important direction for improving the practical usefulness of our method.
2.4 Towards a Practical Paired de Bruijn Graph Assembler

We believe that, similarly to early studies of idealized fragment assembly with error-free k-mers [70], the (approximate) paired de Bruijn graphs can be of use in practical assemblers that utilize paired reads. Though this paper falls short of analyzing real data, we present here potential ways to remove our simplifications, and to move from the current de Bruijn graph assemblers to (approximate) paired de Bruijn graphs.

**Base calling errors in reads.** As with regular assembly, reads with base-calling errors may perturb the graph. Error correction algorithms for single reads may be used to improve the accuracy of the reads, while future error correction algorithms may also incorporate the mate pair information. Graph correction algorithms employed by current de Bruijn based assemblers [23, 94] may also be applied to (approximate) paired de Bruijn graphs.

**Insert size outliers.** If a small percentage of read pairs are spaced outside the range $d \pm \Delta$, they will likely form isolated edges or terminal branches, which can be detected and discarded.

**Double strandedness.** The approximate paired de Bruijn graph is asymmetric in its treatment of the two reads $(a|b)$, and in the reverse complement, these are switched to $(b'|a')$ (where $a'$, $b'$ are the reverse complements of $a$ and $b$). This makes existing methods [48, 59, 94] for accounting for double-strandedness difficult to apply. However, we may explicitly introduce the reverse complement of every read; perform assembly; match up reverse complement contigs after assembly; and reconcile any differences through a consensus stage.

2.5 Conclusion

In this paper, we introduced the paired de Bruijn graph and motivated its use in genome assembly. Instead of incorporating mate pairs into a post-graph-construction step, we have used them to construct the graph itself. Any procedures that could be performed on the regular de Bruijn graph (e.g., error correction) can be performed in the same manner on the paired de Bruijn graph. For instance, even when there are repeats that the paired de Bruijn graph does not resolve, mate pair transformations can still be applied to the graph to help resolve the remaining repeats.

By formulating an alternative to mate pair transformations, the paired de Bruijn graph approach provides a potential method for assembly with short read mate pairs, like the ones generated by Complete Genomics [36] and Helicos [41]. By not requiring unique paths between paired reads in the de Bruijn
graph, the paired approach could still resolve repeats despite the short read length (e.g. Fig 2.4). Moreover, the algorithms we describe can be extended to the strobes generated by Pacific Biosciences, which extend the notion of the mate pair to a set of multiple (more than two) reads separated by some distances.

A future direction lies in the use of the right labels on edges of the approximate paired de Bruijn graph. Currently, we spell out each contig using only the left label. The positions of the right labels are only known approximately, but this is often sufficient to form a righthand word displaced approximately \( d \) from the lefthand word. Moreover, after encountering an edge \((a\mid b)\) in a walk, we must encounter some edge \((b\mid c)\) approximately \( d \) edges away (unless it is past the end of the walk). This compatibility requirement may help to narrow the choice of valid paths when encountering branching vertices, thereby resolving longer repeats and improving contig lengths.

Chapter 2, in full, is a reprint of the material as it appears in Paul Medvedev*, Son Pham*, Mark Chaisson, Glenn Tesler and Pavel Pevzner, “Paired de Bruijn graphs: a novel approach for incorporating mate pair information into genome assemblers”. Journal of Computational Biology 2011, pp. 1625-1634. (Co-first author). The dissertation author was the primary investigator and author of this paper.
Chapter 3

From de Bruijn Graphs to Rectangle Graphs for Genome Assembly

3.1 Introduction

The recent proliferation of next generation sequencing technologies has enabled new experimental opportunities and, at the same time, raised formidable computational challenges. When the length of a repeat in the genome exceeds the read length, it becomes difficult to “span” the flanking regions of this repeat in the assembly. To alleviate this problem, sequencing technologies were extended to produce read-pairs, pairs of reads separated by an estimated insert length. Because insert length is longer than the read length, read-pairs span longer repeats and could potentially result in better assemblies. However, while assembling single reads can be elegantly modeled by de Bruijn graphs [44], equally elegant models for assembling read-pairs remain unknown [32].

Pevzner and Tang, 2001 [67] addressed this challenge by constructing the de Bruijn graph and further checking if a path between two reads within a read-pair satisfies the constraint imposed by the insert length. If only one such path exists, the read-pair is transformed into a virtual long read where the gap between reads is filled in with the nucleotide sequence representing the found path.

While this and similar methods [95, 53] had a large impact on genome assembly, they fail in repeat-rich regions, where there are multiple paths between the reads within read-pairs. Recently, Medvedev et al., 2011 [57] introduced paired de Bruijn graphs that directly incorporate read-pairs into the graph structure and bypass the problem of multiple paths in previous approaches. However, the paired de Bruijn graph concept was introduced as a theoretical framework and is mainly aimed at an unrealistic case when the distance between reads within read-pairs is exactly $d$ for all read-pairs. To address this bottleneck, Bankevich et al., 2012 [9] introduced the rectangle graph by generalizing the problem of a string reconstruction from its paired substrings to a variation of a jigsaw puzzle problem. While fragment as-
assembly is usually modeled as a 1-dimensional overlapping puzzle (pieces correspond to individual reads), Bankevich et al. [9] modeled assembly as a 2-dimensional non-overlapping puzzle (pieces correspond to pairs of paths in the de Bruijn graph). However, while Bankevich et al. [9] sketched the rectangle graph idea, the various questions arising in applications of rectangle graphs to fragment assembly remained unaddressed.

The jigsaw puzzles were originally constructed by painting a picture on a rectangular piece of wood and further cutting it into smaller pieces with a jigsaw. The Jigsaw Puzzle Problem is to find an arrangement of these pieces that fills up the rectangle in such a way that neighboring pieces have “matching” boundaries with respect to color and texture. This paper extends the previous algorithmic studies of the Jigsaw Puzzle Problem (that were motivated by the restoration of archaeological artifacts [47]) to the problem of genome assembly from read-pairs. In section 2, we describe a class of simple jigsaw puzzles (called rectangle puzzles) and define the rectangle graph to assemble such puzzles. In section 3, we establish the relation between the rectangle puzzle and genome assembly from read-pairs and address the algorithmic challenges of “missing rectangles” (that often arise in genome assembly) in the rectangle puzzle problem. In Section 4, we apply the rectangle graph to bacterial genome assembly for both standard (multicell) and more difficult single cell datasets.

### 3.2 Rectangle Puzzles

Consider \( n + 1 \) points \( x_0 = 0 < x_1 < \ldots < x_n \) on x-axis and \( m + 1 \) points \( y_0 = 0 < y_1 < \ldots < y_m \) on y-axis. Points \((x_i, y_j)\) form a 2-dimensional grid consisting of \( n \cdot m \) rectangles filling up the grid with corners \((0,0), (0,y_m), (x_n,0)\) and \((x_n,y_m)\). By analogy with the jigsaw puzzle assembly, we assume that the grid is “painted” and the goal is to assemble small rectangles into the painted grid in such a way that rectangles fully fill up the grid and that the colors at the sides of neighboring rectangles match (valid assembly). To simplify the matters, we will assume that the “orientation” of each rectangle is known.

Assembling the Ha Long Bay puzzle in Fig. 3.1a is trivial (for every rectangle, there exists an unambiguous choice of neighboring rectangles). Fig. 3.1b shows 9 rectangles from this puzzle with 12 blue dotted lines connecting the unique matching sides of these rectangles. Fig. 3.1c shows a more difficult “frogs and butterflies” puzzle (for every rectangle, there are multiple choices of neighboring rectangles). Fig. 3.1d shows 9 rectangles from this puzzle with 6 dotted connections showing all rectangles that match the upper side of the lower-left rectangle. Even a seasoned puzzle enthusiast may have difficult time assembling this puzzle and may end up with a wrong assembly shown in Fig. 3.1e 1. Below we introduce

---

1Polynomial algorithms for assembling such puzzles remain unknown.
a simpler type of puzzles (shown in Fig. 3.1f and called *rectangle puzzles with traversing curves*) and discuss algorithms for their assembly.

Consider a continuous non-self-intersecting curve from \((0,0)\) to \((x_n, y_m)\) in the grid that crosses the sides of the rectangles at points \(p_0 = (0,0), p_1, \ldots, p_N = (x_n, y_m)\) (in their order along the curve). For convenience, we assume that points on this curve are painted “red” and no other points in the puzzle is painted red. The curve is called *traversing* if \(p_i\) and \(p_{i+1}\) belong to different sides of a rectangle (for \(0 \leq i \leq N - 1\)) and if there are exactly two red points on the sides of each rectangle. For simplicity we assume that the direction of the traversing curve within each rectangle is known and that the curve does not pass through the corners of rectangles except for the points \(p_0 = (0,0)\) and \(p_N = (x_n, y_m)\).

In the Rectangle Puzzle Problem we assume that red points in the grid form a traversing curve and the goal is to assemble the grid from rectangles. More precisely, we want to generate all valid assemblies of the rectangles into the grid. Fig. 3.1g shows 9 rectangles from this puzzle with blue dotted lines connecting all matching sides of these rectangles and illustrates that the number of matching sides is reduced as compared to Fig 3.1d.

The red curve enters and leaves each rectangle \(R\) through sides that we call \(source(R)\) and \(sink(R)\) correspondingly. We assume that every side \(S\) of a rectangle is assigned a label \(label(S)\) (that encodes the painting of this side) and that differently painted sides are assigned different labels. We represent a rectangle \(R\) by a directed edge \(edge(R)\) from vertex \(label(source(R))\) to vertex \(label(sink(R))\). For convenience, we assign identical and unique labels to the sides of rectangles containing the first and the last points \((0,0)\) and \((x_n, y_m)\) on the red curve. It corresponds to closing the traversing curve as shown in Fig. 3.1g.

The concept of the traversing curve turns out to be useful for bringing the de Bruijn graph concept in the domain of puzzle assembly. Below, we describe an application of this concept for assembling rectangle puzzles.

**Rectangle Graphs.** The concept of rectangle graphs was first described in [9]. Given a rectangle puzzle, its *rectangle graph* is constructed as follows:

- Define a graph \(G\) with \(n \cdot m\) isolated edges (on \(2 \cdot n \cdot m\) vertices) by introducing a directed edge \(edge(R)\) for each rectangle \(R\). Starting and ending vertices of \(edge(R)\) are labeled as \(label(source(R))\) and \(label(sink(R))\), correspondingly.
- The rectangle graph is formed by gluing identically labeled vertices in \(G\) (Fig. 3.1h).

\(^2\)Intuitively, a traversing curve is a curve that “visits” every rectangle exactly once.
Figure 3.1: Rectangle puzzles and rectangle graphs. a) A simple puzzle on the background image of Ha Long Bay. Points $x_0, \ldots, x_3$ on $x$-axis and $y_0, \ldots, y_3$ on $y$-axis form a $3 \times 3$ grid. (b) Nine rectangles with twelve matching sides in the Ha Long bay puzzle (shown by blue dotted connections) illustrate that there exists an unambiguous choice of matching sides. (c) A more difficult “frogs and butterflies” puzzle with multiple ambiguous choices of matching sides. (d) Nine rectangles with multiple matching sides (only some of them are shown) illustrate ambiguities in the selection of matching sides. (e) Failed attempt at the “frogs and butterflies” puzzle assembly. (f) The traversing curve in the “frogs and butterflies” puzzle makes the assembly easier. (g) Gluing sides of the rectangles in the “frogs and butterflies” puzzle. (h) The rectangle graph with 2 Eulerian cycles: $R_1R_2R_3R_6R_5R_4R_7R_8R_9$ and $R_1R_8R_3R_6R_5R_4R_7R_2R_9$ where only the first represents a valid solution. (i) Traversing line and subgrid assembly. The red traversing curve is replaced by a line. We are interested in assembling the subgrid formed by all rectangles crossed by the red line.
Obviously, the rectangle graph is the de Bruijn graph on strings of length 2 in the alphabet of labels (each label encodes a side of a rectangle). Each rectangle assembly corresponds to an Eulerian cycle in the rectangle graph. All Eulerian cycles can be generated using the BEST [1] theorem thus reducing the rectangle puzzle assembly to enumerating Eulerian cycles in the rectangle graph [2]. However, not every Eulerian cycle corresponds to a valid solution of the rectangle puzzle since some solutions may correspond to: (i) an assembly where rectangles overlap, (ii) an assembly that does not form a rectangular grid, (iii) an assembly where some sides of rectangles do not match. While the number of Eulerian cycles may be large, it is easy to check if a given Eulerian cycle corresponds to a valid rectangle puzzle assembly in linear time.

Below we limit attention to traversing lines (rather than curves) and relax the condition of visiting all rectangles (Fig. 3.1i): The traversing line \( y = x + d \) visits some (not necessary all) rectangles. In this case we are only interested in assembling rectangles into a subgrid formed by rectangles crossed by the red line, rather than assembling all rectangles into the full grid. For \( d \neq 0 \), the traversing line does not necessarily starts at \((0,0)\) or ends at \((x_n,y_m)\). In this case, every Eulerian cycle corresponds to a valid subgrid assembly. It is easy to see that in the case of the traversing line (in difference from the traversing curve) no additional checks are needed to verify that the assembly (given by an Eulerian cycle) is valid. Below we continue using the term “rectangle puzzle” while referring to the case of traversing lines (rather than traversing curves).

### 3.3 Rectangle Puzzles and Genome Assembly

**Generating a Rectangle Puzzle from a Genome.**

We represent a genome as a circular string over the alphabet of nucleotides \( \{A,T,C,G\} \). A \textit{k-mer} is a string of length \( k \) in the alphabet of nucleotides.

Given a \textit{k-mer} \( s = s_1 \ldots s_k \), we define \( \text{prefix}(s) = s_1 \ldots s_{k-1} \) and \( \text{suffix}(s) = s_2 \ldots s_k \). Given a \textit{Genome}, the de Bruijn graph \( DB(\text{Genome},k) \) is defined on the set of vertices representing all \((k-1)\)-mers from \textit{Genome} and has a directed edge \((\text{prefix}(s), \text{suffix}(s))\) for each \textit{k-mer} \( s \) appearing in \textit{Genome}. It is easy to see that \textit{Genome} defines an Eulerian cycle in its de Bruijn graph.

A vertex \( v \) in a graph precedes (follows) a vertex \( w \) if there exists an edge from \( v \) to \( w \) (from \( w \) to \( v \)). The indegree (outdegree) of a vertex is the number of vertices preceding (following) it. A vertex is called a branching vertex if either its indegree or its outdegree is larger than 1. A path in a graph is called a \textit{non-branching path} if all vertices in this path (with exception of the first and the last ones) have
indegree and outdegree both equal to 1.

The de Bruijn graph $DB(Genome,k)$ partitions $(k-1)$-mers from $Genome$ into branching (if they correspond to branching vertices in $DB(Genome,k)$) and non-branching. Similarly, all positions in $Genome$ are partitioned into branching (if the $(k-1)$-mer starting at this position is branching) and non-branching. For example, ACG, CGT, GTT, and TCT are the branching 3-mers in $Genome$ (shown as red points in Fig. 3.2a) while 0, 1, 7, 9, 13, 14, 19, 21, 24 are branching positions (shown as red points in Fig. 3.2b). For convenience, we assume that the circular genome “starts” at a branching position 0 and “ends” at the branching position $N$.\footnote{Since the genome is circular, these two positions represent the same site in the genome and the same vertex in the de Bruijn graph.}

We denote the branching positions in $Genome$ as $x_0 = 0 < x_1 < \ldots < x_N = N$ and define the grid consisting of $n \times n$ rectangles formed by points $x_0 = 0 < x_1 < \ldots < x_N = N$ on $x$ axis and the same list of points on $y$-axis. The segment of $Genome$ between positions $x_i$ and $x_{i+1}$ corresponds to a non-branching path in the de Bruijn graph. Thus, every rectangle corresponds to a pair of non-branching paths. The red line is defined by the equation $y = x + d$.\footnote{Below we will define $d$ as the median distance between reads within a read-pair.} Given an integer $d$, we define $Puzzle(Genome,k,d)$ as a set of rectangles crossed by the red line. Each rectangle in this set is uniquely defined by a pair of non-branching paths and the position of a red line segment within the rectangle.

Given a position $x$ in $Genome$ we define $\bar{x}$ as the $(k-1)$-mer starting at this position. Thus, each integer 2D coordinate $(x,y)$ defines a paired $(k-1)$-mer $(a|b)$, where $a = (\bar{x})$ and $b = (\bar{y})$. The label (“paint”) of position $(x,y)$ in the grid is defined as $((\bar{x}), (\bar{y}), color)$, where $color$ is “red” or “white” depending on whether $(x,y)$ is located on the red line or not. The label of a side of a rectangle is defined as an ordered list of all labels of (integer) points located on this side. It is easy to see that there exists an alternative simpler representation of this label, i.e., by a paired $(k-1)$-mer corresponding to the red position on the corresponding side.\footnote{Since it uniquely defines the label of all other points on the side.} A rectangle formed by a pair of non-branching paths $(p,p')$ together with the red line segment on it can be represented as a triple $(p,p',t)$ where $t$ is the position of the red line in the rectangle relative to the low left corner of the rectangle. See Fig. 3.2b for an example of rectangle puzzle constructed from a genome.

We mention that since the labels along the red line completely define the genome, assembling the red line from the rectangles results in assembling the genome. However, this puzzle may appear useless for genome assembly tasks since the puzzle itself was originally created from the genome that we...
are trying to assemble in the first place! Below we show that the rectangle puzzle can be created from read-pairs without knowing the genome.

**Generating a Rectangle Puzzle from Exact-Distance Read-Pairs.**

A \((k,d)\)-mer is a pair of \(k\)-mers separated by \(d\) in the genome. If two reads \(r'_1 \ldots r'_n\) and \(r''_1 \ldots r''_n\) within a read-pair are separated by an exact distance \(d\), one can extract \((k,d)\)-mers \((r'_i \ldots r'_{i+k-1})r''_i \ldots r''_{i+k-1}\) from them (for \(1 \leq i \leq n-k+1\)). Iterating over all read-pairs results in a large set of \((k,d)\)-mers. For simplicity, we unrealistically assume that the resulting set contains all and only \((k,d)\)-mers from the genome. Before showing that the \(Puzzle(Genome,k,d)\) can be constructed only from the \((k,d)\)-mers, we introduce multirectangle — a different but equivalent representation of rectangle pieces in the rectangle puzzle\(^6\) (Fig. 3.3a).

Given \(r\) rectangles: \((p,p',t_1),\ldots,(p,p',t_r)\) formed by the same pair of non-branching paths \((p,p')\) but having different positions of their red line segments, we define a multirectangle \(R^*\) as a rectangle that is formed by the same pair of non-branching paths \((p,p')\) (with horizontal edges \(p\) and vertical edges \(p'\)) but with \(r\) red line segments and represent the multirectangle as \((p,p',\{t_1,\ldots,t_r\})\).

Let \(Puzzle^*(Genome,k,d)\) denote a set of multirectangles by transforming rectangles in \(Puzzle(Genome,k,d)\) that are formed by the same pairs of non-branching paths into single multirectangles. Within each multirectangle \(R^* = (p,p',\{t_1,\ldots,t_r\}) \in Puzzle^*(Genome,k,d)\), the red (integer) points on these \(r\) line segments represent all \((k-1,d)\)-mers \((a|b)\) of the genomes such that \(a \in p\) and \(b \in p'\)\(^7\). Additionally, each \((k-1,d)\)-mer \((a|b)\) such that \(a \in p\) and \(b \in p'\), corresponds to a unique position in the multirectangle. These two observations lead to a simple approach for constructing the \(Puzzle^*(Genome,k,d)\) from the \((k,d)\)-mers set: (1) Construct the de Bruijn graph \(DB(ReadPairs,k)\) from individual reads in read-pairs; (2) For each pair of non-branching paths \((p,p')\) in the de Bruijn graph that are connected by \((k,d)\)-mers (i.e., there exists at least one \((k-1,d)\)-mer \((a|b)\) such that \(a \in p\) and \(b \in p'\)), we draw a multirectangle with horizontal edges \(p\) and vertical edges \(p'\), together with red points corresponding to \((k-1,d)\)-mer that connect \(p\) and \(p'\). These points form a single or multiple red line segments within the multirectangle.

From the set of multirectangles, we further transform it into the rectangle puzzle by replacing each multirectangle by separated rectangles, each containing a single red line segment (see Fig. 3.3a).

---

\(^6\)While introducing the multirectangle concept does not have any analogy to the jigsaw puzzle assembly, it simplifies the proof that the \(Puzzle(Genome,k,d)\) can be constructed only from the set of all \((k,d)\)-mers of the unknown genome.

\(^7\)With a minor exception for points that lie on the edges of the multirectangles.
Figure 3.2: The rectangle puzzle and the rectangle graph of the genome $Genome = ACGTCAAGTTCTGACGTGGGTTC$. (a) De Bruijn graph $DB(Genome, k)$ with $k = 4$ can be constructed from $Genome$ or individual reads generated from $Genome$. The graph has 4 branching vertices (ACG, CGT, GTT, TCT) colored red that correspond to 8 branching positions in $Genome$. (b) Generating rectangle puzzle when $Genome$ is known. $Genome$ is represented as a sequence of 3-mers in both vertical and horizontal axes. The 3-mers corresponding to the branching vertices in the de Bruijn graph are colored red. The set of all $(3,5)$-mers (pair of 3-mers separated by 5 nucleotides in the genome) forms a line $(d) : y = x + 5$ on the grid. (c) Rectangle graph is obtained by gluing sides of rectangle with the same labels. (d) The same as figure (b) but with rectangles in the dash box $(R_5, R_6, R_7)$ removed. $R_5, R_6, R_7$ represent 3 missing rectangles. (e) The same as figure (c) but with rectangles in the dash box $(R_5, R_6, R_7)$ missing. This results in two dead-ends vertices (sides of $R_4$ and $R_8$) in the rectangle graph.

**Generating a Rectangle Puzzle from Inexact-Distance Read-Pairs.**

We now show how to construct the rectangle puzzle in a more realistic case of read-pairs with inexact distances between reads. Given integers $d$ and $\Delta$, a pair of $k$-mers $(a, b)$ is called a $(k, d, \Delta)$-mer in $Genome$ if it is a $(k, d_0)$-mer of $Genome$ for some $d_0 \in [d - \Delta, d + \Delta]$. While the set of all $(k - 1, d)$-mer of $Genome$ forms a line $(d) : y = x + d$ in the 2D grid, a set of $(k - 1, d, \Delta)$-mers fills up a band of width $\Delta$ around $(d)$, called a $\Delta$-cloud. In this case, the rectangle puzzle needs to be redefined since: (1) red line segments in rectangles are substituted by red $\Delta$-clouds, making it difficult to infer the position of the red line segments within the rectangles; (2) some new rectangles with red points are added into the original set of rectangles crossed by the red line (false rectangles); (3) some rectangles crossed by the red line are now missing (missing rectangles). Below we address these complications.

For each pair of non-branching path $(p, p')$ in the de Bruijn graph that is connected by $(k - 1, d, \Delta)$-mers, we form a multirectangle with horizontal edge $p$ and vertical edge $p'$ together with red
points corresponding to the \( (k-1,d,\Delta) \)-mers \((a,b)\) where \( a \in p \) and \( b \in p' \). While in the case of the exact distance and perfect coverage, red points define a collection of line segments in the multirectangle, in the case of inexact distance these points fall into a band of width \( \Delta \) around these (unknown) red line segments. Thus, red points in each multirectangle should be somehow transformed into the red line segments, a difficult task. Below, we introduce the notion of \( (k-1,d) \)-tuple, which enables us to draw all possible positions of the red line segments, and later, using the red points in the multirectangle to classify these segments into correct/incorrect red line segments.

Given the de Bruijn graph \( DB \), we define a \( (k-1,d) \)-tuple as a pair of \((k-1)\)-mers \( (a|b) \) such that there exists a path of length \( d \) between vertex \( a \) and vertex \( b \) in \( DB \). Obviously, every \((k-1,d)\)-mer in \textit{Genome} corresponds to a \((k-1,d)\)-tuple in \( DB \) (but not vice versa).

Given a multirectangle formed by a pair of paths \((p,p')\) and a collection of red points within it, we generate all possible \(^9\) \((k-1,d)\)-tuples \( (a|b) \) such that \( a \in p \) and \( b \in p' \). These \((k-1,d)\)-tuples define 45 degree line segments within this multirectangle. Those \((k-1,d)\)-tuples that are also \((k,d)\)-mers, form correct red line segments, while tuples that are not \((k,d)\)-mers, form incorrect line segments. However, such a classification is unknown and we attempt to infer the correct/incorrect red line segments by the red points (corresponding to the \((k-1,d,\Delta)\)-mers) in the multirectangle.

Intuitively, correct line segments usually lie close to the “center” of red \( \Delta \)-clouds, while the incorrect ones have few red points surrounding them. However, correctly classifying these segment into correct/incorrect segments still remains a difficult problem\(^{10}\), since in the case of closely located red line segments, it is difficult to rule out which of them is correct (or whether they both are correct) and often forces us to combine such segments into a \textit{cluster} (see Fig. 3.3b) within an assumption that at least one of red line segments in the cluster represents a correct red segment. Below we describe the rectangle graph approach in the case when we deal with clusters of red segments.

In this case, we still represent each rectangle \( R \) as a single edge \( \text{edge}(R) \) but use \textit{multiple} labels for its starting and ending vertices (in the past we labeled these vertices by a single label). Specifically, we label its starting (ending) vertex by a multiset of all starting (ending) points of red segments. The \textit{multilabeled rectangle graph} is defined as follows:

- Form a directed edge \( \text{edge}(R) \) for each rectangle \( R \). Starting (ending) vertices of \( \text{edge}(R) \) are labeled by a \textit{set} of labels of all starting (ending) points of the red segment within this rectangle.

\(^9\)If no such \((k-1,d)\)-tuple exists, we remove the multirectangle.
\(^{10}\)A similar problem was addressed in [9, 74].
The rectangle graph is formed by gluing vertices in $G$ if their sets of labels overlap. Given a multirectangle $R$, SPAdes+ identifies $T$ clusters of line segments that are supported by ReadPairs using a variation of the approach from [9]. It further generates $T$ rectangles (each rectangle with a single cluster of red segments as in Fig. 3.3b) and applies the multilabeled rectangle graph to assemble the resulted rectangles.

**Missing Rectangles.** We now consider the case when some rectangles are missing and ask whether the missing rectangles can be somehow reconstructed to complete the puzzle. Fig. 3.2d illustrates the case of 3 missing rectangles (R5, R6, and R7) resulting in a “gap” in the rectangle graph between vertices $(GTT|GAG)$ and $(ACG|GGT)$ in Fig. 3.2e. These dead-ends vertices (i.e., vertices with indegree or outdegree zero) provide a clue that some rectangles are missing and, as we show below, often allow one to recover the missing rectangles.

Consider two points with integer coordinates $(x, x + d)$ and $(x + t, x + d + t)$ in the grid located at the intersection of the red line with the sides of the rectangles. We refer to labels of these points as $(a|b)$ and $(a′|b′)$, correspondingly. For example, points (7,11) and (13,17) in Fig 3.2d correspond to paired $(k-1)$-mers $(GTT|GAG)$ and $(ACG|GGT)$. Given Genome, we define $Rectangles((x,y) \rightarrow (x′,y′))$ as the set of all rectangles crossed by the segment of the red line between points $(x,x + d)$ and $(x + t, x + d + t)$. For example, $Rectangles((7,11) \rightarrow (13,17)) = \{R5,R6,R7\}$.

Fig. 3.2c presents an idealized case when Genome as well as the points (7,11) and (13,17) (that contain vertices from some missing rectangles) are known. In reality, this information is not available in genome assembly projects. However, one knows the de Bruijn graph and can guess the labels of the points (7,11) and (13,17) (as labels of the dead-ends vertices in the rectangle graph in Fig. 3.2e). This raises the question whether the missing rectangles $Rectangles((7,11) \rightarrow (13,17))$ can be inferred from the paired $(k-1)$-mers $(GTT|GAG)$ and $(ACG|GGT)$ (that represent labels of points (7,11) and (13,17)) without...
knowing the coordinates of these points. Given paired \((k-1)\)-mers \((a|b)\) and \((a'|b')\), below we define the set of rectangles \(\text{Rectangles}((a|b) \rightarrow (a'|b'))\) that often approximates \(\text{Rectangles}((x,y) \rightarrow (x',y'))\) well.

Given an integer \(t\), paired \((k-1)\)-mers \((a|b)\) and \((a'|b')\) are called \(t\)-tied if there exist instances of \(a,b,a',b'\) located, respectively, at positions \(x,y,x+t,y+t\) in \(\text{Genome}\). Labels of every two red points in the grid represent \(t\)-tied paired \((k-1)\)-mers. Below we relax the definition of \(t\)-tied paired \((k-1)\)-mers for the case when \(\text{Genome}\) is unknown and only the de Bruijn graph of \(\text{Genome}\) is given.

Given an integer \(t\) and a de Bruijn graph \(DB\), paired \((k-1)\)-tuples \((a|b)\) and \((a'|b')\) are called \(t\)-linked if there exists a path \(p = p_0 \ldots p_r\) of length \(t\) between \(a\) and \(a'\) and a path \(q = q_0 \ldots q_t\) of the same length between \(b\) and \(b'\) in the de Bruijn graph \(DB\). Obviously, every \(t\)-tied paired \(k\)-mers is also \(t\)-linked, but not vice versa. Paths \(p\) and \(q\) define \(t+1\) paired \((k-1)\)-tuples \((p_i|q_i)\) that may potentially belong to the red line (since the notion of “\(t\)-linked” is a relaxation of the notion of “\(t\)-tied”). We define \(\text{Rectangles}_{p,q}((a|b) \rightarrow (a'|b'))\) as the set of all rectangles that contain at least one point \((p_i|q_i)\) (for \(0 < i < t\)). We will often refer to \(\text{Rectangles}_{p,q}((a|b) \rightarrow (a'|b'))\) as simply \(\text{Rectangles}((a|b) \rightarrow (a'|b'))\) when it does not cause a confusion.

For example, \((\text{GTT}|\text{GAG})\) and \((\text{ACG}|\text{GGT})\) are 6-linked since there exists a path \(p (q)\) of length 6 from \(\text{GTT}\) to \(\text{ACG}\) (from \(\text{GAG}\) to \(\text{GGT}\)) in the de Bruijn graph in Fig. 3.2a. The vertices of the path \(p(q)\) are located on 2 (3) non-branching paths in the de Bruijn graph thus contributing to \(2 \times 3 = 6\) rectangles. Only 3 of these 6 rectangles \((R5, R6, \text{and } R7)\) contain red points implying that \(\text{Rectangles}((\text{GTT}|\text{GAG}) \rightarrow (\text{ACG}|\text{GGT})) = \{R5, R6, R7\}\).

This example illustrates that one can close the gap between the dead-ends vertices \((a|b)\) and \((a'|b')\) in the rectangle graph by simply finding \(t\)-linked dead-ends in the rectangle graph (for small values of \(t\)), generating the set of missing rectangles \(\text{Rectangles}((a|b) \rightarrow (a'|b'))\), and adding these missing rectangles to the pool of previously generated rectangles. Finally, one can construct the rectangle graph from the resulting enlarged set of rectangles.

### 3.4 Results

**Assembly Datasets.** To evaluate rectangle graph algorithm for genome assembly, we assembled two paired-end datasets from [28]. All these datasets are Illumina short reads with 100bp read length, 600× coverage. The first dataset is the multiple cell \(E.coli\) dataset with average insert size 215 bp, and denoted as ECOLI-MC. The second dataset is single cell \(E.coli\) dataset with average insert size 266 bp.

**Benchmarking.** We compare our SPAdes+ algorithm with EULER-SR [25], SOAPdenovo [53], Velvet [95], Velvet-SC [28], E+V-SC [28] and SPAdes [9]. See Table 3.1. Our rectangle graph algorithm
Table 3.1: Comparison of assemblies for single-cell (ECOLI-SC) and two standard (ECOLI-MC) datasets. Assembly quality assessment was made by QUAST 1.3. The best assembler by each criteria is indicated in bold. EULER-SR 2.0.1, Velvet 0.7.60, and E+V-SC were run with vertex size 55. SOAPdenovo 1.0.4 was run with vertex size 27–31. SPAdes-single refers to SPAdes without using read-pair information. SPAdes iterated over vertex sizes $k – 1 = 21, 33, 55$. Only contigs of length longer than 500 bp are reported.

<table>
<thead>
<tr>
<th>Assembler</th>
<th># contigs</th>
<th>NG50 (bp)</th>
<th>Largest (bp)</th>
<th>Total (bp)</th>
<th>Covered (%)</th>
<th># Misassemblies</th>
<th># Complete genes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MC215: A multicell E. coli dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EULER-SR</td>
<td>100</td>
<td>110153</td>
<td>221409</td>
<td>4574240</td>
<td>99.0</td>
<td>7</td>
<td>4220</td>
</tr>
<tr>
<td>SOAPdenovo</td>
<td>141</td>
<td>62512</td>
<td>172567</td>
<td>4519621</td>
<td>97.6</td>
<td>0</td>
<td>4157</td>
</tr>
<tr>
<td>Velvet</td>
<td>120</td>
<td>82776</td>
<td>242032</td>
<td>4554702</td>
<td>99.5</td>
<td>3</td>
<td>4231</td>
</tr>
<tr>
<td>IDBA-UD</td>
<td>107</td>
<td>111789</td>
<td>236470</td>
<td>4562955</td>
<td>99.6</td>
<td>1</td>
<td>4222</td>
</tr>
<tr>
<td>SPAdes-single</td>
<td>158</td>
<td>60600</td>
<td>166117</td>
<td>4544186</td>
<td>99.3</td>
<td>0</td>
<td>4190</td>
</tr>
<tr>
<td>SPAdes</td>
<td>102</td>
<td>119880</td>
<td>265405</td>
<td>4639596</td>
<td>99.9</td>
<td>3</td>
<td>4278</td>
</tr>
<tr>
<td>Rectangles</td>
<td>104</td>
<td>133918</td>
<td>285115</td>
<td>4633639</td>
<td>99.9</td>
<td>1</td>
<td>4285</td>
</tr>
<tr>
<td><strong>MC480: A multicell E. coli dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EULER-SR</td>
<td>784</td>
<td>11793</td>
<td>60466</td>
<td>3966931</td>
<td>85.7</td>
<td>6</td>
<td>3223</td>
</tr>
<tr>
<td>SOAPdenovo</td>
<td>984</td>
<td>57167</td>
<td>173976</td>
<td>4527198</td>
<td>98.4</td>
<td>0</td>
<td>4131</td>
</tr>
<tr>
<td>Velvet</td>
<td>169</td>
<td>105637</td>
<td>209338</td>
<td>4531649</td>
<td>99.1</td>
<td>4</td>
<td>4225</td>
</tr>
<tr>
<td>IDBA-UD</td>
<td>185</td>
<td>112430</td>
<td>224018</td>
<td>4556916</td>
<td>99.5</td>
<td>0</td>
<td>4223</td>
</tr>
<tr>
<td>SPAdes-single</td>
<td>493</td>
<td>60600</td>
<td>173976</td>
<td>4536189</td>
<td>99.0</td>
<td>0</td>
<td>4159</td>
</tr>
<tr>
<td>SPAdes</td>
<td>90</td>
<td>130544</td>
<td>224341</td>
<td>4615709</td>
<td>99.8</td>
<td>3</td>
<td>4251</td>
</tr>
<tr>
<td>Rectangles</td>
<td>101</td>
<td>132556</td>
<td>225631</td>
<td>4633124</td>
<td>99.8</td>
<td>1</td>
<td>4274</td>
</tr>
<tr>
<td><strong>SC266: A single-cell E. coli dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EULER-SR</td>
<td>429</td>
<td>26662</td>
<td>140518</td>
<td>4248713</td>
<td>85.4</td>
<td>18</td>
<td>3431</td>
</tr>
<tr>
<td>SOAPdenovo</td>
<td>569</td>
<td>18468</td>
<td>87533</td>
<td>4098032</td>
<td>80.2</td>
<td>6</td>
<td>3055</td>
</tr>
<tr>
<td>Velvet</td>
<td>261</td>
<td>22648</td>
<td>132865</td>
<td>3501984</td>
<td>74.7</td>
<td>2</td>
<td>3105</td>
</tr>
<tr>
<td>IDBA-UD</td>
<td>250</td>
<td>96947</td>
<td>224018</td>
<td>4791744</td>
<td>96.4</td>
<td>10</td>
<td>4054</td>
</tr>
<tr>
<td>SPAdes-single</td>
<td>354</td>
<td>55617</td>
<td>166064</td>
<td>4786498</td>
<td>96.0</td>
<td>0</td>
<td>3999</td>
</tr>
<tr>
<td>SPAdes</td>
<td>279</td>
<td>109876</td>
<td>268093</td>
<td>4960147</td>
<td>97.0</td>
<td>3</td>
<td>4084</td>
</tr>
<tr>
<td>Rectangles</td>
<td>238</td>
<td>118981</td>
<td>284497</td>
<td>4884705</td>
<td>96.5</td>
<td>2</td>
<td>4103</td>
</tr>
</tbody>
</table>

outperforms other assemblers in most metrics. Improvement is more significant for single cell dataset. On ECOLI-SC dataset, SPAdes+ produces contigs with higher N50 (56,842 bp vs 49,623 by SPAdes), with higher largest contig (209,690 bp vs 177,944 by SPAdes) and no misassemblies, also captures 64 additional E. coli genes (3975 vs 3911 by SPAdes).

For both E. coli datasets, the rectangle graph module works for less than 10 seconds and using less than 100 MB RAM given (1) the de Bruijn graph has been already constructed and (2) mapping information of all paired-end reads to the de Bruijn graph has been calculated (using other modules in [9]).

### 3.5 Conclusion

In this paper, we modeled the problem of genome assembly using read-pairs as a simple jigsaw puzzle and reintroduced the notion of rectangle graph [9] in a more intuitive way. We further addressed algorithmic challenges that arise in the application of rectangle graphs that have not been addressed in [9]. We demonstrated that by addressing these algorithmic challenges, the quality of the assembly significantly improves for both single cell and multicell bacterial datasets.
Chapter 3, in part, is a reprint of the material as it appears in Nikolay Vyahhi, Alex Pyshkin, Son Pham and Pavel Pevzner, “From de Bruijn Graphs to Rectangle Graphs for Genome Assembly”. WABI 2012, pp. 249-261. The dissertation author was the corresponding author of these paper.
Chapter 4

Pathset Graphs: A New Approach for Comprehensive Utilization of Mate-Pairs in Genome Assembly

4.1 Introduction

Current High Throughput Sequencing (HTS) technologies have reduced the time and costs of genome sequencing and have enabled new experimental opportunities in a variety of applications. However, as sequencing technologies improve, the challenges in designing software to assemble genomes get harder. Current genome assemblers face the challenge of assembling billions of short reads. When the length of a repeat is longer than the read length, correctly matching up its upstream and downstream flanking regions is difficult. Fortunately, all current sequencing platforms are able to produce mate-pairs — pairs of reads whose separation in the genome (called the insert size) is approximately known. Because insert sizes may be much longer than the read length, mate-pairs may span over long repeats and match up their flanking regions.

Mate-pair information has played an important role in most genome projects and many HTS assemblers incorporate mate-pair information to increase the contigs length in a post-processing step [67, 25, 95, 19, 83, 24, 53]. Most of these assemblers rely on the same basic observation [67]: if there is a unique path of suitable length in the assembly graph that connects the left and right reads of a mate-pair, the gap in the mate-pair can be filled in with the nucleotides spelled by this path (mate-pair transformation). However, when multiple paths exist between the left and right reads within a mate-pair, it remains ambiguous which path should be used to fill in the gap. Unfortunately, mate-pairs generated by existing HTS protocols are characterized by rather large variations in insert sizes, leading to multiple paths for a significant fraction of mate-pairs (since the range of suitable path lengths is wide), making it difficult to
utilize such mate-pairs.

Recently, [57] introduced the notion of the \textit{paired de Bruijn graph}, which incorporates mate-pair information in the graph structure rather than using it for mate-pair transformations in a post-processing step. Similar methods were also developed independently [27, 35]. Unfortunately, the performance of these methods deteriorates as the variation in the insert size increases.

Below we show that while reducing variation in the insert size remains a difficult experimental problem, it can be addressed computationally by aggregating the mate-pair information for all mate-pairs linking a pair of edges in the condensed de Bruijn graph. This transforms mate-pairs into \textit{edge-pair histograms}, consisting of pairs of edges together with distances aggregated from mate-pair information.

Using the collection of edge-pair histograms, we further combine the ideas of mate-pair transformations and paired de Bruijn graphs into new data structures for genome assembly, called pathsets and pathset graphs. We further compare the performance of our assembler (based on the pathsets approach) to other assemblers on various bacterial datasets.

\section*{4.2 Methods}

\subsection*{4.2.1 Assumptions}

There are many sources of error and variation in Next Generation Sequencing technologies. This paper focuses on issues arising from paired reads. For theoretical development of our methods, in this section we will assume all reads are perfect, with no local errors like point mutations, insertions, or deletions. We will also assume perfect coverage, with a \textit{k}-mer starting at every position in the genome. Our focus is on the complexities of using paired reads in assembly: (1) insert size variation; (2) repeats for which a read pair maps as a pair to two or more places in the genome, resulting in multiple ways to fill in the region between those two reads; and (3) chimeric read pairs.

In Sec. 4.2.9 and Results, we demonstrate that our approach can be adapted to work well with various bacterial datasets where read errors and imperfect coverage are present.

\subsection*{4.2.2 De Bruijn graphs}

We represent genomes as circular strings over \{\textit{A}, \textit{T}, \textit{G}, \textit{C}\}, the alphabet of nucleotides. An \textit{n}-mer is a string of length \textit{n}. Given a \textit{n}-mer \(s = s_1 \ldots s_n\), we define \textsc{prefix}(s) = s_1 \ldots s_{n-1} \text{ and } \textsc{suffix}(s) = s_2 \ldots s_n.\)

Let \(k\) be a fixed parameter. Given a set \(A\) of \(k\)-mers, the standard de Bruijn graph has a directed
edge \((\text{PREFIX}(s), \text{SUFFIX}(s))\) for each \(k\)-mer \(s \in A\). The condensed de Bruijn graph \(\text{CG}(A,k)\) is obtained from the standard de Bruijn graph by replacing every maximal non-branching path\(^1\) \(P\) by a single edge \(e\) of length \(\ell(e)\) equal to the number of edges in \(P\) (see Fig. 4.1a,b). Below we work with condensed (rather than standard) de Bruijn graphs and refer to them simply as de Bruijn graphs.

Each \(k\)-mer \(a \in A\) maps to an edge \(e = \text{EDGE}(a)\) in \(\text{CG}(A,k)\) at position \(\text{OFFSET}(a)\) \((1 \leq \text{OFFSET}(a) \leq \ell(e))\). For a path \(P = e_1 \ldots e_n\) in a graph \(\text{CG}(A,k)\), we define \(d_P(e_i,e_j) = \sum_{i=1}^{j-1} \ell(e_t)\). We further define the length of \(P\) as \(d_P(e_1,e_n)\), i.e., the total length of its edges, excluding the last edge.

Given a parameter \(d\), a pair of \(k\)-mers \(a, b\) form a \((k,d)\)-mer \((a|b)\) of string \(S = s_1 \ldots s_n\) if there are instances of \(a = s_i \ldots s_{i+k-1}\) and \(b = s_{i+d} \ldots s_{i+d+k-1}\) in \(S\) whose starting positions differ by \(d\) nucleotides. Given parameters \(d\) and \(\Delta\), a pair of \(k\)-mers \((a|b)\) is called a \((k,d,\Delta)\)-mer of \(S\) if it is a \((k,d_0)\)-mer of \(S\) for some \(d_0 \in [d - \Delta, d + \Delta]\).

We call \(a\) and \(b\) the left and right \(k\)-mers of the pair \((a|b)\), respectively, and we refer to the distance between them as the distance of \((a|b)\). In particular, error-free pairs of reads of length \(l\) with exact insert size \(s\) form \((l,s-l)\)-mers (Fig. 4.2). For a set \(B\) of \(k\)-mer pairs, we let \(\text{LEFT}(B)\) (resp., \(\text{RIGHT}(B)\)) be the set of left (resp., right) \(k\)-mers appearing in \(B\).

We transform each pair of reads of length \(l\) into a sequence of \(l - k + 1\) consecutive \(k\)-mer pairs. For the set \(B\) of resulting \(k\)-mer pairs, we define the de Bruijn graph of reads as \(\text{CG}(\text{LEFT}(B) \cup \text{RIGHT}(B),k)\).

### 4.2.3 From \(k\)-mer pairs to edge-pair histograms

We assume for simplicity that the genome defines a genomic walk \(W\) that passes through all edges in the de Bruijn graph of reads.\(^2\) Since some edges may appear multiple times in the genomic walk, we distinguish between the edge \(e\) and its instance \(\tilde{e}\). Every two instances \(\tilde{e}_1\) and \(\tilde{e}_2\) of edges \(e_1\) and \(e_2\) define a genomic distance \(d_W(\tilde{e}_1, \tilde{e}_2)\) between edges \(e_1\) and \(e_2\). This in turn yields a triple \((e_1, e_2, d_W(\tilde{e}_1, \tilde{e}_2))\) called a genomic edge-pair. Note that a pair of edges may have multiple genomic distances if one of these edges appears multiple times in the genomic walk.

When the genomic walk \(W\) is unknown, genomic edge-pairs can be computed from the set of

---

\(^1\)A path is non-branching if all its vertices (except possibly the first and last) have indegree and outdegree both equal to 1. The condensed de Bruijn graph may contain loops and multiple edges between the same pair of vertices.

\(^2\)While this assumption is unrealistic (e.g., gaps in coverage often make the de Bruijn graphs of reads disconnected), the analysis of fragment assembly in this idealized setting can be extended to real sequencing data; see the Results section.
Figure 4.1: From de Bruijn graph to pathset graph. (a) A standard de Bruijn graph and the corresponding mapping of mate-pairs. The number on top of each node is the node ID. The smaller blue numbers below/beside each node are the IDs of the corresponding paired right nodes. The bold red, blue and green paths show how the genome traverses the graph. (b) The condensed de Bruijn Graph with edges corresponding to non-branching paths in the standard de Bruijn graph. The dotted red lines indicate edge-pairs. (c) Pathset graph. Initially there are eight pathsets: $C_1 = \{e_1 e_3 e_5, e_1 e_4 e_5\}, C_2 = \{e_1 e_5\}, C_3 = \{e_3 e_5\}, C_4 = \{e_1 e_3 e_5, e_2 e_4 e_5\}, C_5 = \{e_2 e_3 e_6, e_2 e_4 e_6\}, C_6 = \{e_4 e_5\}, C_7 = \{e_4 e_6\},$ and $C_8 = \{e_2 e_4\}$. Using the edge-pair information, we find phantom paths (indicated in boldface) and remove them. After removal of all prefix pathsets ($C_2$ and $C_3$), the pathset graph has six nodes and consists of three edges: $C_1 \rightarrow C_3$ (red path), $C_4 \rightarrow C_6$ (green path), and $C_5 \rightarrow C_7$ (blue path). Each edge in the pathset graph corresponds to a contig; e.g., $C_1 \rightarrow C_3$ spells out the red path (AAACAATCGGGCGCTTTAG).

Figure 4.2: A mate-pair is a pair of reads with distance $d$ between their starting positions. The insert size is the distance from the start of the left read to the end of the right read. Each platform has reads oriented a particular way, but for presentation purposes, we canonically re-orient them as indicated.
$k$-mer pairs $B$ when the genomic distance between $k$-mers in each $k$-mer pair of $B$ is known exactly. In practice, such distances are estimated rather than exact. Below, we define edge-pair histograms and use them for more accurate approximation of genomic edge-pairs.

For a set $B$ of $k$-mer pairs, a pair of edges $(e_1, e_2)$ in the de Bruijn graph $CG(LEFT(B) \cup RIGHT(B), k)$ is called $B$-bounded if there exists at least one $k$-mer pair in $B$ whose left (resp., right) $k$-mer maps to the edge $e_1$ (resp., $e_2$).

Below we assume that parameters $d_0$ (estimated distance between reads within read-pairs) and $\Delta$ (maximum error in distance estimates) are fixed. Given a set of read pairs whose distances fall in the range $d_0 \pm \Delta$, one can generate a set $B$ of all $(k, d_0, \Delta)$-mers (extracted from all read-pairs), and then compute the set of $B$-bounded edge-pairs. For a $B$-bounded edge-pair $(e_1, e_2)$, we define the edge-pair histogram $(e_1, e_2, h)$, where $h$ is a histogram with $h(x)$ equal to the number of $(k, d_0, \Delta)$-mers in $B$ that support genomic distance $x$ between $e_1$ and $e_2$:

$$h(x) = \# \{(a, b) \in B \mid \text{EDGE}(a) = e_1, \text{EDGE}(b) = e_2, \quad \text{and} \quad d_0 + \text{OFFSET}(a) - \text{OFFSET}(b) = x\}.$$  

While HTS machines produce large numbers of read pairs (e.g., over $10^7$ for the E. coli datasets we analyze below), the de Bruijn graph of reads contains a small number of edges (several thousand for our E. coli datasets). Thus, edge-pair histograms are typically supported by many $k$-mer pairs, which allows one to accurately estimate the genomic distance(s) between $e_1$ and $e_2$.

Since insert sizes typically follow a Gaussian distribution [26], the histogram $(e_1, e_2, h)$ either represents a sample from a single Gaussian distribution (if $e_1$ and $e_2$ appear once in the genomic walk) or a mixture of Gaussian distribution (if $e_1$ and $e_2$ appear multiple times in the genomic walk). Inferring each individual Gaussian distribution from a sample of mixture distributions represents a challenging problem [60]. Here we sketch a simple approach to address this problem (see [8] for details of a more advanced analysis). We smooth the histogram, choose a threshold, and focus on the regions where the values of the histogram exceed the threshold (above the red line in Fig. 4.3b). The edge-pair histogram is thus transformed into one or more non-overlapping edge-pair intervals, each corresponding to one or more genomic edge-pairs with similar distances.

An edge-pair interval $(e_1, e_2, [a, b])$ is called correct if there exists a genomic edge-pair $(e_1, e_1, D)$ such that $a \leq D \leq b$. A properly chosen threshold should maximize the number of correct edge-pair intervals, while still separating the genomic edge-pairs with different distances.
Figure 4.3a shows a pair of edges \((e_1, e_2)\) that is traversed three times through the paths \(P_1\), \(P_2\), and \(P_3\). The first two traversals, \(e_1P_1e_2\) and \(e_1P_2e_2\), have similar lengths while the third, \(e_1P_3e_2\), has significantly larger length. Setting the threshold to 200 results in two edge-pair intervals: \((e_1, e_2, [130, 144])\) and \((e_1, e_2, [156, 164])\). The first interval supports two genomic edge-pairs, \((e_1, e_2, 134)\) and \((e_1, e_2, 140)\), while the second interval supports a single genomic edge-pair, \((e_1, e_2, 160)\).

Edge-pair intervals have two advantages over mate-pairs:

- With proper choice of thresholds, estimates of distances between edges in edge-pair intervals are more accurate than estimates of distances between individual mate-pairs. Better estimates may result in better performance of existing methods for resolving repeats, including mate-pair transformations [68], paired de Bruijn graphs [57], and mate-pair graphs [35].

- Since the edge-pair intervals compactly represent the mate-pair data, many redundant operations can be avoided; for instance, multiple function calls to perform mate-pair transformations for all mate-pairs corresponding to the same edge-pair interval (e.g., in EULER-SR [25]) can be replaced by a single mate-pair transformation of the corresponding edge-pair interval.

Below, we use edge-pair intervals to define the notions of pathset and pathset graph.
4.2.4 From edge-pair intervals to pathsets

We define a pathset as any set of paths between a fixed pair of edges. Every edge-pair interval $(e_1, e_2, [a, b])$ corresponds to a pathset $\text{PATHSET}(e_1, e_2, [a, b])$ formed by all paths starting at $e_1$, ending at $e_2$, and having lengths in the interval $[a, b]$. For example, in Fig. 4.1b, $\text{PATHSET}(e_1, e_5, [9, 11]) = \{e_1e_3e_5, e_1e_4e_5\}$.

As a by-product of transforming edge-pair intervals to pathsets, the set of possible genomic distances between edges in each edge-pair interval can be further reduced. Namely, the interval $[a, b]$ in an edge-pair interval $(e_1, e_2, [a, b])$ can be replaced by a list of lengths of paths in the corresponding pathset. This is referred to as an edge-pair distance set, or simply an edge-pair, and denoted $(e_1, e_2, d)$. If all paths in a pathset have the same length, this length reveals the genomic distance between $e_1$ and $e_2$.

A path in the de Bruijn graph is called a genomic path if it corresponds to a substring of the genome (i.e., is a subpath of the genomic walk), and a phantom path otherwise. In general, a pathset may contain multiple genomic and phantom paths. Given a collection of pathsets obtained from edge-pairs, our goal is to remove the phantom paths in each pathset and to further split pathsets with $t$ genomic paths into $t$ pathsets consisting of singleton paths. While it is not always possible to accomplish this task (since it is not clear how to separate phantom and genomic paths), below we describe some steps towards this goal.

We note that all edge-pairs are disjoint, i.e., for every two distinct edge-pairs $(e_1, e_2, d)$ and $(e_1, e_2, d')$ formed by the same two edges $e_1$ and $e_2$, the sets $d$ and $d'$ are disjoint. A pair of edges $e_1$ and $e_2$ in the genomic walk is called $d_0$-bounded if at least one of its genomic distances falls in the range $[d_0 - \ell(e_2), d_0 + \ell(e_1)]$. A set of edge-pairs is representative if for each instance of a $d_0$-bounded pair of edges $e_1$ and $e_2$ (at genomic distance $D$), there exists a supporting edge-pair $(e_1, e_2, d)$ with $D \in d$. For the sake of simplicity, we assume that a set of edge-pairs is representative and correct. Then the corresponding pathsets are also (a) disjoint (i.e., do not overlap as sets), (b) correct (i.e., each contains a genomic path), and (c) representative (i.e., every genomic path between $d_0$-bounded instances of two edges belongs to some pathset). These conditions are important for constructing the pathset graph. Below we show how to remove phantom paths and split the pathsets into smaller pathsets while preserving conditions (a–c).

---

3The term “pathset” is also used in [35] to describe the construction of a different graph that represents mate-pairs.

4In the Results section, we demonstrate that conditions (a–c) are satisfied for the vast majority of pathsets constructed for our bacterial assembly datasets.
4.2.5 Removing phantom paths from pathsets.

Since our pathsets are representative (condition (c)), for each instance of a \(d_0\)-bounded pair of edges, there exists a supporting edge-pair. Therefore, if a path in a pathset does not have a supporting edge-pair, it represents a phantom path. Below we describe how to identify some (but not necessarily all) phantom paths.

A path \(P = e_1e_2\ldots e_n\) is supported by a set of edge-pairs \(EP\) if for every pair of \(d_0\)-bounded edges \(e\) and \(e'\) in \(P\), there exists an edge-pair \((e,e',d)\in EP\) such that \(d_P(e,e')\in d\). The path \(P\) is strongly supported by a set of edge-pairs \(EP\) if it can be extended from both ends into a longer path \(P' = u\ldots e_1\ldots e_n\ldots v\) such that (i) \(P'\) is supported by \(EP\), (ii) the pair of edges \(u\) and \(e_1\) is \(d_0\)-bounded, and (iii) the pair of edges \(e_n\) and \(v\) is \(d_0\)-bounded. Paths in a pathset that are not strongly supported are classified as phantom paths and removed.\(^5\)

Indeed, if \(P\) is a genomic path, then it is a subpath of the genomic walk. In the genomic walk, there exists an edge \(u\) preceding \(P\) and an edge \(v\) succeeding \(P\) that satisfy the properties (ii) and (iii). The subpath starting at \(u\) and ending at \(v\) (denoted \(P'\) above) clearly satisfies property (i).

4.2.6 Splitting pathsets

A pathset contains an edge \(e\) if there is a path in this pathset that contains \(e\). For a pathset \(PS\) and sets of edges \(U = \{u_1,\ldots,u_m\}\) and \(V = \{v_1,\ldots,v_n\}\), we define \(PS_{u_1,\ldots,u_m,v_1,\ldots,v_n}\) as the set of all paths in \(PS\) that contain all edges from \(U\) and no edges from \(V\).

Two edges contained in a pathset are called independent if no path in this pathset contains them both. An edge \(e\) is essential for a pathset \(PS\) if there exists a genomic path in \(PS\) containing \(e\). A set of essential edges in a pathset is called independent if every two edges in this set are independent. An independent set \(A = \{a_1,\ldots,a_t\}\) of essential edges contained in \(PS\) defines a split of \(PS\) into \(t\) disjoint pathsets:\(^6\) \(PS_{a_1},\ldots,PS_{a_{t-1}},PS_{\pi_1,\ldots,\pi_{t-1}}\). We remark that each of these pathsets contains an essential edge from \(A\) and thus is correct. It is easy to check that the split operation preserves conditions (a–c).

For example, for the pathset defined by edges \(e_1\) and \(e_7\) in Fig. 4.4, all edges are essential. Edges \(e_2\) and \(e_3\) (as well as \(e_5\) and \(e_6\)) form an independent set.

\(^5\)In Sec. 4.2.9, we describe how to adapt this approach for real datasets where the representative condition can be violated.

\(^6\)We remark that the resulting pathsets depend on ordering of elements in \(A\) (in particular, on the choice of “last” element \(a_t\)); different orderings may result in different splits.
4.2.7 Identifying essential edges

To split a pathset, one has to identify essential edges. Consider an instance \( \tilde{e} \) of an edge \( e \) in the genomic walk. A subpath of this walk \( e_1 \ldots \tilde{e} \ldots e_2 \) is called an \( \tilde{e} \)-subpath if (i) the pair of edges \( e_1 \) and \( \tilde{e} \) is \( d_0 \)-bounded, and (ii) the pair of edges \( \tilde{e} \) and \( e_2 \) is \( d_0 \)-bounded. A maximal \( \tilde{e} \)-subpath (i.e., a subpath containing all other \( \tilde{e} \)-subpaths) is called a span of \( \tilde{e} \). For an edge \( e \), we define \( \text{SPAN}(e) \) as a set of the spans of all instances \( \tilde{e} \) of the edge \( e \).

We refer to a pathset as \( PS(a,b) \) if all paths in this pathset start at edge \( a \) and end at edge \( b \). Given paths \( a \ldots e \) and \( e \ldots b \) (i.e., starting and ending at the same edge \( e \)), we define their concatenation as the path \( a \ldots e \ldots b \). Given a collection of pathsets and a fixed edge \( e \), consider all pathsets \( PS(a,e) \) and \( PS(e,b) \) and all concatenations of paths from \( PS(a,e) \) with paths from \( PS(e,b) \) (for all possible choices of \( a \) and \( b \)). Define \( \text{SPREAD}(e) \) as the set of all supported paths in this set. Obviously, \( \text{SPAN}(e) \subseteq \text{SPREAD}(e) \).

An edge \( e \) is called \((e_1,e_2)\)-constrained if all paths in \( \text{SPREAD}(e) \) have the form \( \ldots e_1 \ldots e \ldots e_2 \ldots \) and edges \( e_1 \) and \( e_2 \) in all such paths are \( d_0 \)-bounded. It is easy to see that every \((e_1,e_2)\)-constrained edge \( e \) is essential in some pathset from \( PS(e_1,e_2) \). Indeed, since the genomic walk contains each edge \( e \) in the graph, there exists a genomic path \( P \) in \( \text{SPAN}(e) \). Since \( \text{SPAN}(e) \subseteq \text{SPREAD}(e) \) and since \( e \) is \((e_1,e_2)\)-constrained, \( P \) has the form \( \ldots e_1 \ldots e \ldots e_2 \ldots \), where edges \( e_1 \) and \( e_2 \) are \( d_0 \)-bounded. Therefore, the subpath \( e_1 \ldots e \ldots e_2 \) of \( P \) belongs to some pathset from \( PS(e_1,e_2) \), implying that \( e \) is an essential edge.

4.2.8 Pathset graph

Given a collection of pathsets satisfying conditions (a–c), the genome assembly problem becomes similar to traditional genome assembly with each pathset playing a role of a single (long) read. Below, we define the pathset graph with nodes corresponding to pathsets and non-branching paths corresponding to assembly contigs.
Path $p$ is a prefix (resp., suffix) of path $q$ if $q$ can be obtained from $p$ by concatenating some non-empty path to the end (resp., start) of $p$. Pathset $PS$ is called a prefix of pathset $PS'$ if each path of $PS$ is a prefix of a path in $PS'$. Path $q$ follows path $p$ if they have the following form: $p = e_1e_2...e_k$ and $q = e_2...e_k...e_k+t$, where $t \geq 0$. Pathset $PS'$ follows pathset $PS$ if there exists paths $q \in PS'$ and $p \in PS$ such that $q$ follows $p$.

A collection of pathsets is called prefix-free if no pathset in this collection is a prefix of another pathset. Given a collection of pathsets, we remove phantom paths, perform splits, and remove prefix pathsets to obtain a prefix-free collection of pathsets. We then construct the pathset graph by representing each remaining pathset as a node and forming a directed edge $PS \rightarrow PS'$ if $PS'$ follows $PS$ (similarly to the classical overlap-layout-consensus approach to fragment assembly).

Fig. 4.1c illustrates the pathset graph for a toy example. After removing phantom paths, we obtain six singleton pathsets. The pathset graph consists of six vertices and three edges (non-branching paths), corresponding to three contigs.

The pathset graph approach can be summarized as follows:

**Input:** Set of mate-pairs

1: Construct the de Bruijn graph from individual reads in mate-pairs
2: Transform read-pairs into a set of edge-pair histograms
3: Transform edge-pair histograms into edge-pair intervals
4: Transform edge-pairs intervals into pathsets
5: for each pathset
6: Remove phantom paths
7: Construct an independent edge-set in each pathset
8: Split the pathset over the independent edge-set
9: Remove prefix pathsets from the resulting collection of pathsets
10: Construct the pathset graph on the resulting prefix-free collection of pathsets
11: Output contigs as non-branching paths in the pathset graph

**4.2.9 Adaptations for imperfect coverage and read errors**

In contrast to the paired de Bruijn graph approach [57], which requires us to have a pair of $k$-mers starting at each position of the genome, the pathset approach only requires us to have a pathset starting at each condensed edge. In the two bacterial datasets in our Results section, we observed very
few cases where there is no such pathset. In genomes with complicated repeat structures, the number of such cases may increase. This raises two obstacles for the current approach: (1) some genomic paths may be removed; (2) some pathsets may not be extended. To address the first obstacle, we do not remove paths in singleton pathsets, and we retain the most supported path in each pathset if all of its paths are identified as phantom paths. For the second obstacle, if a pathset can not be extended, the algorithm finds the best possible extension pathset and extends the contig.

Additionally, some mate-pairs can have aberrant insert sizes or may contain errors that are not corrected by error correction programs. Therefore, some pathsets may not contain any genomic path. Our implementation has a procedure for removing pathsets that are not connected to any other pathsets and which have very few mapped mate-pairs.

4.3 Results

We implemented Pathset as a module in the new assembler SPAdes [8]. The source code is released under the GNU General Public License and is available at http://bioinf.spbau.ru/spades/pathset. To evaluate the performance of Pathset, we compared it with various assemblers on two Illumina *E. coli* datasets. The first dataset (EMBL-EBI Sequence Read Archive ERA000206, which we refer to as EC215) consists of 28 million paired reads of length 100 bp and mean insert size $\approx 215$ bp, while the second (EMBL-EBI Sequence Read Archive ERR022075, which we refer to as EC500) consists of 44 million paired reads of length 100 bp and mean insert size $\approx 500$ bp. The reads in each dataset were error-corrected with Quake [49].

4.3.1 From mate-pairs to edge-pair intervals

For each dataset, we constructed the de Bruijn graph for $k = 55$ and transformed the set of input mate-pairs into a set $EP$ of edge-pair intervals. To evaluate this transformation, we further extracted from the *E. coli* genome a set of $k$-mer pairs at fixed distance $d_0$. The mapping of these $k$-mer pairs to edges of the graph defines a set of genomic edge-pairs, $EP_0$. Table 4.1 demonstrates that for insert size $d_0 = 215$, most genomic edge-pairs in $EP_0$ (97%) are also present\(^7\) in $EP$ and very few (0.8%) of the edge-pair intervals in $EP$ are incorrect. We also observed that for $d_0 = 500$, the proportion of incorrect edge-pairs in EC500 only slightly increases as compared to EC215.

\(^7\)A genomic edge-pair $(e_i, e_j, d_g)$ is present (resp., missing) in $EP$ if there exists (resp., does not exist) an edge-pair interval $(e_i, e_j, [a, b]) \in EP$, such that $a \leq d_g \leq b$. 

4.3.3 Comparing Pathset with other genome assemblers

Figure 4.5: The number of pathsets of each size in datasets (a) EC215 and (b) EC500. The red columns count initially constructed pathsets. The blue columns count pathsets after phantom path removal and splitting.

4.3.2 From edge-pair intervals to pathsets

For each edge-pair interval \((e_1, e_2, [a, b]) \in EP\), we constructed its pathset and further applied phantom path removal and pathset splitting. For EC215 (resp., EC500), we generated 6178 (resp., 18571) pathsets before removing prefix pathsets and 1430 (resp., 2037) pathsets after removing prefix pathsets. Approximately 90% (resp., 74%) of all pathsets that remained represented singletons.

Fig. 4.5 shows the number of pathsets of each multiplicity before (red) and after (blue) phantom path removal and splitting. Before removing phantom paths and splitting, the largest pathset contained only 4 (resp., 27) paths for the EC215 (resp., EC500) dataset. As Fig. 4.5 illustrates, most pathsets with multiple paths turn into singletons after phantom path removal and splitting.

4.3.3 Comparing Pathset with other genome assemblers

We compared Pathset to Velvet [95], SOAPdenovo [53], SPAdes [8], and IDBA [65] assemblers using Plantagora [93], an assembly evaluation tool; see Table 4.2. For dataset EC215, Pathset improved on other assemblers in N50, N75, number of misassemblies, and the number of captured complete genes. For dataset EC500, Pathset outperformed the other assemblers in N75 and the number of captured genes.

While Velvet had a larger N50 for the EC500 dataset, Velvet’s assembly was compromised by the largest number of errors (5). SOAPdenovo produced the most accurate assembly (no assembly errors) but the smallest N50 (57167 as compared to 97971 for Pathset and 105637 for Velvet).

\(^8\)A misassembly is formed by concatenation of two sequences \(A\) and \(B\) that both align to the reference genome but with a gap between them larger than 1000 bases.
4.4 Discussion

In this paper, we presented the pathset data structure for assembling genomes using mate-pair data. Instead of using mate-pair transformations on a set of mate-pairs directly, which is computationally expensive and susceptible to failure when the insert size variation is high, we first transform mate-pairs into edge-pairs. We aggregate the distance estimates from all mate-pairs mapping to each pair of edges to make distance estimates more accurate.

As compared with the traditional mate-pair transformation approach, where it is required to have a unique path between paired reads in the de Bruijn graph, our approach stores all suitable paths in a pathset data structure and later uses the paired information to remove phantom paths and further split pathsets. We also introduce the pathset graph, which allows one to construct contigs from the pathsets. Multiple libraries with different insert sizes can be utilized in the pathset data structure. The paired information in different libraries can be used to remove invalid paths in each pathset.

One should note that the pathset algorithms were designed and tested for Illumina paired-end reads with short insert sizes (typically 200–500 bp). Without further developments, the current pathset algorithms will not perform well on Illumina mate-pair (jumping) libraries with insert size in the thousands (typically 2–5 kb). These long libraries, while able to span longer repeats, possess multiple properties that makes it difficult to use the current pathset algorithms: a) high variation in the insert size; b) low coverage; c) high rate of chimeric reads and read pairs. The high variation of insert size together with its long range result in pathsets containing a very large number of paths. The low coverage violates the representative property of pathsets. The high rate of chimeric reads and read pairs introduce false paths in the graph. Adapting the pathset algorithm to jumping libraries faces many algorithmic challenges and requires further investigation.

4.5 Appendix: Compact representation of pathsets

4.5.1 Gapped pathsets

The number of paths of length $d$ between two given edges may be exponential in $d$, so working with pathsets given explicitly may lead to computational difficulties in the case of large insert size, especially in highly repetitive regions. Below, we describe an implicit representation of pathsets to compactly represent such large sets. This has not yet been implemented, but we expect it will prove valuable for dealing with jumping libraries.
Everywhere below, we assume that a directed weighted graph \( G(V,E,\ell) \) (where the weighting function \( \ell() \) measures the length of edges) is fixed.

A *gapped path* in \( G \) is a tuple \( p = (e_1, e_2, \ldots, e_n, q) \) where \( e_1, e_2, \ldots, e_n \in E \) and \( q \) an \((n - 1)\)-dimensional integer vector. The edges \( e_1, e_2, \ldots, e_n \) are called *solid edges* of \( p \). A gapped path \( p = (e_1, e_2, \ldots, e_n, (q_1, q_2, \ldots, q_{n-1})) \) encodes a pathset consisting of all paths \( P \) that pass through the solid edges \( e_1, e_2, \ldots, e_n \) in order such that \( d_P(e_i, e_{i+1}) = q_i, i = 1, 2, \ldots, n - 1 \). We denote the corresponding pathset by \( \text{PATHSET}(p) \).

A *gapped pathset* is a set of gapped paths. For a gapped pathset \( g \), we let \( \text{PATHSET}(g) = \bigcup_{p \in g} \text{PATHSET}(p) \).

Initially we transform given edge-pairs into gapped pathsets with two solid edges. Namely, an edge-pair \( (e_1, e_2, q) \) is transformed into a gapped pathset \( \{ (e_1, e_2, (q)) \mid q \in q \} \).

### 4.5.2 Counting paths

For \( a, b \in E \) and a nonnegative integer \( d \), define \( \text{NUMPATHS}(a, b, d) \) as the number of paths of length \( d \) starting at \( a \) and ending at \( b \).

Since we will use this function extensively, for efficiency purposes, we precompute and store its values in a table of size \( |V| \times |V| \times d_{\text{max}} \), where \( d_{\text{max}} \) is the maximum value of \( d \) that we use.

Our dynamic programming algorithm is based on the following formula:

\[
\text{NUMPATHS}(a, b, d) = \begin{cases} 
[a \neq b], & \text{if } d = 0; \\
0, & \text{if } 0 < d < \ell(a); \\
\sum_{a', \text{START}(a') = \text{END}(a)} \text{NUMPATHS}(a', b, d - \ell(a)) & \text{if } d \geq \ell(a).
\end{cases}
\]

This formula allows one to efficiently fill up the table in \( O(|V|^2 \cdot d_{\text{max}}) \) time.

We can easily extend \( \text{NUMPATHS}() \) to gapped paths:

\[
\text{NUMPATHS}((e_1, e_2, \ldots, e_n, (q_1, q_2, \ldots, q_{n-1}))) = \prod_{i=1}^{n-1} \text{NUMPATHS}(e_i, e_{i+1}, q_i)
\]
and further to gapped pathsets:

\[ \text{NUMPaths}(g) = \sum_{p \in g} \text{NUMPaths}(p). \]

In particular, this can be used for detecting empty gapped pathsets (when the number of paths is zero) and gapped pathsets with a unique path (when the number of paths is one).

### 4.5.3 Identifying bridges

An edge \( e \) is called a bridge for a gapped pathset \( g \) if every path in \( \text{PATHSET}(g) \) passes through \( e \).

We remark that \( e \) is a bridge for a gapped path \( (e_1, e_2, q) \) if and only if \( \text{NUMPaths}(e_1, e_2, q) \)
equals

\[ \sum_{j=0}^{q} \text{NUMPaths}(e_1, e, j) \cdot \text{NUMPaths}(e, e_2, q - j) \]

which can easily tested. We further can detect that \( e \) is a bridge for a gapped path \( (e_1, \ldots, e_n, (q_1, q_2, \ldots, q_{n-1})) \) by testing whether \( e \) is a bridge for at least one of the gapped subpaths \( (e_i, e_{i+1}, q_i), i = 1, 2, \ldots, n - 1. \)

It is clear that \( e \) is a bridge for a gapped pathset \( g \) iff \( e \) is a bridge for every gapped path in \( g \).

### 4.5.4 Prefix testing

To test whether a gapped path \( (e_1, e_2, q) \) represents a prefix of a gapped path \( (e'_1, e'_2, q') \), we check that \( e_1 = e'_2 \) and \( \text{NUMPaths}(e_2, e'_2, q' - q) > 0 \). This can be further extended to gapped paths with more than two solid edges and gapped pathsets (to be described elsewhere).

### 4.5.5 Finding essential edges

To find essential edges for gapped pathsets in a given set \( S \), we first remark that if an edge \( e \) is \((e_1, e_2)\)-constrained, then \( e_1 \) represent a bridge in every gapped pathset ending with \( e \) and \( e_2 \) represents a bridge in every gapped pathset starting with \( e \). So to determine whether an edge \( e \) is essential in some gapped pathset from \( S \), we start with searching for such bridges \( e_1 \) and \( e_2 \). Then for each possible pair of \((e_1, e_2)\), we check whether it is \( d_0 \)-bounded. In this case, \( e \) represents an essential edge for every gapped pathset from \( S \) whose elements (i.e., gapped paths) contain \( e_1, e_2 \) in order as solid edges.
Table 4.1: Comparison of edge-pairs from *E. coli* genome vs. from paired reads in two *E. coli* datasets EC215 and EC500, with insert size 215 and 500, correspondingly.

| Insert size$^a$ | $|EP_0|^b$ | $|EP|^c$ | FPR$^d$ | FNR$^e$ |
|-----------------|-----------|----------|----------|----------|
| 215             | 6321      | 6178     | 0.008    | 0.030    |
| 500             | 18684     | 18571    | 0.017    | 0.023    |

$^a$These correspond to *E. coli* datasets EC215 and EC500.

$^b$Edge-pairs determined from the reference genome; these are correct by definition.

$^c$Edge-pairs determined by mapping mate-pairs to the assembly graph.

$^d$The False Positive Rate is the fraction of edge-pair intervals in $EP$ that are incorrect.

$^e$The False Negative Rate is the fraction of genomic edge-pairs in $EP_0$ that are missing in $EP$.

### 4.5.6 Splitting pathsets

Assume that we have a set of independent essential edges $A = \{a_1, a_2, \ldots, a_t\}$ in a gapped path $p = (e_1, \ldots, e_n, (q_1, \ldots, q_{n-1}))$. The subset of $\text{PATHSET}(p)$ that contains paths passing through $a_1$ is encoded by a gapped pathset $g$ constructed as follows: for every $i = 1, 2, \ldots, n-1$, we find all such $j = 0, 1, \ldots, q_i$ that $\text{NUMPATHS}(e_i, a_1, j) \cdot \text{NUMPATHS}(a_1, e_{i+1}, q_i - j) > 0$, and add a gapped path

$$(e_1, \ldots, e_{i-1}, a_1, e_{i+1}, \ldots, e_n, (q_1, \ldots, q_{i-1}, j, q_i - j, q_{i+1}, \ldots, q_{n-1}))$$

$g$. Gapped pathset representing a subset of $\text{PATHSET}(p)$ consisting of pathsets containing $a_i$ ($i = 2, 3, \ldots, t$) is constructed similarly.

Construction of a gapped pathset representing pathsets not containing any edges from $A$ is to be described elsewhere.
Table 4.2: Comparison of different assemblers. For each column, the best assembler by each criteria is indicated in bold.

<table>
<thead>
<tr>
<th>Assembler</th>
<th># contigs</th>
<th>N50</th>
<th>N75</th>
<th>Covered (%)(^a)</th>
<th>MA(^b)</th>
<th>MM(^c)</th>
<th>CG(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EC215 dataset:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velvet</td>
<td>198</td>
<td>82776</td>
<td>42878</td>
<td><strong>99.93</strong></td>
<td>4</td>
<td>1.2</td>
<td>4223</td>
</tr>
<tr>
<td>SOAPdenovo</td>
<td>192</td>
<td>62512</td>
<td>35069</td>
<td>97.72</td>
<td>1</td>
<td>26.1</td>
<td>4141</td>
</tr>
<tr>
<td>IDBA</td>
<td>246</td>
<td>48825</td>
<td>25483</td>
<td>99.60</td>
<td>3</td>
<td>1.3</td>
<td>4170</td>
</tr>
<tr>
<td>SPAdes</td>
<td>385</td>
<td>86548</td>
<td>42441</td>
<td>99.53</td>
<td>2</td>
<td>3.7</td>
<td>4223</td>
</tr>
<tr>
<td>SPAdes single read</td>
<td>458</td>
<td>54858</td>
<td>30309</td>
<td>99.56</td>
<td>0</td>
<td><strong>0.7</strong></td>
<td>4239</td>
</tr>
<tr>
<td>Pathset</td>
<td>360</td>
<td><strong>91829</strong></td>
<td><strong>56830</strong></td>
<td>99.56</td>
<td>1</td>
<td>2.1</td>
<td><strong>4249</strong></td>
</tr>
<tr>
<td><strong>EC500 dataset:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velvet</td>
<td>169</td>
<td><strong>105637</strong></td>
<td>57172</td>
<td>99.28</td>
<td>5</td>
<td>2.5</td>
<td>4095</td>
</tr>
<tr>
<td>SOAPdenovo</td>
<td>982</td>
<td>57167</td>
<td>31582</td>
<td><strong>99.88</strong></td>
<td>0</td>
<td><strong>0.2</strong></td>
<td>4196</td>
</tr>
<tr>
<td>IDBA</td>
<td>227</td>
<td>57827</td>
<td>34421</td>
<td>99.26</td>
<td>1</td>
<td>4.2</td>
<td>4158</td>
</tr>
<tr>
<td>SPAdes</td>
<td>215</td>
<td>95454</td>
<td>46490</td>
<td>99.80</td>
<td>4</td>
<td>1.7</td>
<td>4223</td>
</tr>
<tr>
<td>SPAdes single read</td>
<td>493</td>
<td>54666</td>
<td>35158</td>
<td>99.88</td>
<td>0</td>
<td><strong>0.9</strong></td>
<td>4215</td>
</tr>
<tr>
<td>Pathset</td>
<td>320</td>
<td>97971</td>
<td><strong>58548</strong></td>
<td>99.46</td>
<td>2</td>
<td>2.0</td>
<td><strong>4252</strong></td>
</tr>
</tbody>
</table>

\(^a\)Percent of genome covered is the ratio of total number of aligned bases in the assembly to the genome size.

\(^b\)MA: Misassemblies are locations on an assembled contig where the left flanking sequence aligns over 1 kb away from the right flanking sequence on the reference.

\(^c\)MM: Mismatch (substitution) error rate per 100 kbp is measured in the correctly assembled contigs.

\(^d\)Complete genes is the number of genes contained completely within assembly contigs (using \textit{E. coli} gene annotations from http://www.ecogene.org).
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Chapter 5

DRIMM-Synten: decomposing genomes into evolutionary conserved segments

5.1 Introduction

The evidence in favor of the Whole Genome Duplication (WGD) in *S. cerevisiae* was discovered by 92 but was heavily contested (e.g., see 52). 50 and 34 used preduplicated genomes of *K. waltii* and *A. gossypii* to settle this controversy (see 56 for a recent study contesting the WGD in yeast). Starting from [92] and [80] all WGD studies essentially amounted to constructing synteny blocks of certain type (e.g., sister blocks in 80 or doubly conserved synteny (DCS) blocks in 50) and demonstrating that these blocks cover a large portion of the genome. Remarkably, there is still no general purpose tool that would automate such analysis and reduce various WGD studies to simply computing a “duplicativity coverage” of the genome. For example, software from [50] is not applicable to finding the synteny blocks from [80] and vice versa. Indeed, most WGD studies [87, 50, 34, 45, 55, 29, 5, 78] developed new software for WGD analysis instead of using some previously developed tools!

We argue that the lack of tools for automated WGD analysis is the result of the lack of tools for synteny block identification in highly duplicated genomes. Many genomes have undergone extensive duplications followed by gene losses and rearrangements, making decoding of genomic architecture (synteny block reconstruction) in such genomes difficult. For example, duplications account for ≈ 70% of the *Arabidopsis thaliana* genome [13] making synteny block reconstruction in this and other plant genomes challenging. Fig. 5.1(a) shows a highly duplicated “genome” *G* along with its decomposition into overlapping (left) and non-overlapping (right) synteny blocks. The non-overlapping decompositions are more desirable since they are required for the follow-up rearrangement and duplication studies (e.g., the existing genome rearrangement algorithms are unable to analyze overlapping decompositions). However, con-
structing non-overlapping decompositions is more difficult than constructing overlapping decompositions. While it may appear that one can simply sub-partition the overlapping blocks into the non-overlapping ones, 46 and 64 explained that this partitioning does not work for complex genomes.

77 proposed the first algorithm for synteny block generation, which was aimed at comparative mapping data and did not take into account micro-rearrangements. The first algorithms for synteny block reconstruction in sequenced genomes (GRIMM-Synteny [69] and Chains-and-Nets [51]) were developed in 2003 when thousands of micro-rearrangements in mammalian genomes were discovered. These and many other synteny block generation algorithms [38, 18, 21, 31, 30, 16, 86, 33, 54] proved to be adequate for small sets of genomes but did not address issues that stem from extensive duplications and deletions. Most previous efforts to generate synteny blocks for highly-duplicated genomes [88, 17, 14, 50, 39, 40, 85, 81] generated overlapping rather than non-overlapping blocks. In contrast, some recently developed tools (e.g., Enredo tool [63] used in Ensembl [43]) aim to generate non-overlapping synteny blocks. The non-overlapping representation has advantages over the traditional pairwise (and overlapping) representation of duplications. Indeed, the pairwise representation (that dominated previous studies of human segmental duplications) left the question of finding ancestral duplicons in the human genome unanswered [6], while the non-overlapping representation constructed in [46] resolved it. Also, an overlapping representation can be easily obtained from a non-overlapping representation but not vice versa.

Fig. 5.2 shows an Human-Chimpanzee-Macaque-Rat-Mouse-Opossum-Cow synteny block and illustrates the challenge of constructing synteny blocks in multiple genomes. As the number of analyzed genomes increases, the number of shared genes may substantially decrease. While this block contains 29 genes, only 2 of them are shared between all 7 species. The existing synteny block generation algorithms (like GRIMM-Synteny) are likely to miss such a block with only 2 shared genes or discard it as statistically insignificant.

64 noticed that the problem of constructing non-overlapping synteny blocks is similar to the difficult problem of de novo repeat classification [10]. 66 introduced the A-Bruijn graph approach to repeat classification, representing all repeats as a mosaic of non-overlapping sub-repeats. Later, the A-Bruijn graphs were found to be useful in diverse applications such as multiple alignment [75], de novo protein sequencing [7], analysis of segmental duplications [46], and next generation DNA sequencing [25, 19, 95].

While diverse applications of A-Bruijn graphs use the same algorithmic idea, each application has unique features that need to be addressed for a new research domain. The original A-Bruijn graph
Figure 5.1: (a) Decomposition of a “genome” into overlapping and non-overlapping synteny blocks. A highly duplicated “genome” (b) and its genomic dot-plot (c). (d) Since the diagonals in 2-D representations overlap in 1-D representation, one has to subpartition them into red, yellow, and green sub-diagonals to avoid overlaps. (e) Generating A-Bruijn graph. (f) A-Bruijn graph reveals synteny blocks B, E (each with two copies) and C with three copies. (While this represents anchors as directed edges, all other figures in this paper represent anchors as vertices. We found that the vertex representation of anchors does not significantly affect our results while significantly simplifying the presentation of DRIMM-Synteny.)

Figure 5.2: A Human-Chimpanzee-Macaque-Rat-Mouse-Opossum-Cow synteny block (in Human chromosome 1) contains 29 genes with only 2 of them shared between all 7 species. While 17 of these red 29 genes appear to be present only in a single genome (like gene 27 in macaque), most of these 17 genes have orthologs in other species (these orthologs are not shown since they are located within other synteny blocks in other species).
approach [66] involves some heuristics that may or may not work for a particular application. For example, the bulge removal heuristic was originally designed for fragment assembly of Sanger reads but turned out to work well in various tools for next generation DNA sequencing [95, 19, 25], mass spectrometry [7] and synteny block reconstruction [63, 64]. Another important heuristic that is application specific is the threading procedure from [66] that reconstructs how the genome traverses the transformed A-Bruijn graph. While threading was never problematic in sequencing applications, 64 came to the conclusion that it is a major bottleneck in synteny block reconstruction and wrote: “Optimizing the A-Bruijn graph approach for synteny block generation represents the next challenge in analyzing the genomic architectures.” Our paper addresses this problem by devising the first A-Bruijn graph approach that does not require a threading step and substitutes it with an alternative genome modification step implemented in the DRIMM-Synteny (Duplications and Rearrangements In Multiple Mammals) software (http://bix.ucsd.edu/projects/drimm/).

We illustrate applications of DRIMM-Synteny to analyzing yeast, plant, and mammalian genomes and further combine it with rearrangement analysis to reconstruct the ancestral preduplicated yeast genome.

5.2 Methods

Preliminaries. A typical synteny block generation algorithm takes as an input a set of anchors (e.g., local alignments or pairs of similar genes) between two genomes and constructs a set of synteny blocks that cover (without overlaps) most of each genome. As a result, each genome is represented as a shuffled sequence of the synteny blocks. For two genomes, most synteny blocks generation algorithms employ a 2-dimensional genomic dot-plot where two genomes are placed along the axes on the plane and their anchors are represented as dots (Fig. S1(a)). These algorithms further decompose the dot-plot into long diagonal-like segments constituting 2-D synteny blocks. The conventional (1-D) synteny blocks for each genome can be obtained as projections of the 2-D synteny blocks onto a corresponding axis (Fig. S1(b)).

Fig. 5.1(b), 5.1(c) shows a highly duplicated “genome” and its genomic dot-plot. The diagonals in Fig. 5.1(c) are what conventional synteny block reconstruction methods would produce as synteny blocks from the genomic dot-plot of a genome against itself. Since these 2-D blocks overlap along the sequence (in 1-D), the duplication structure is unclear. Ideally, we would like to see diagonal segments that do not overlap along the sequence (Fig. 5.1(d)). The non-overlapping segments are revealed by the A-Bruijn graph (Fig. 5.1(e), 5.1(f)) approach described in [66].

Let $S = (s_1, s_2, \ldots, s_n)$ be a sequence of genes in a genome represented as an undirected path
A genome $S = (1, 2, 3, 4, 5, 6, 1, 2, 3, 7, 8, 7, 9)$ with 13 genes (9 unique genes) represented as a path. (b) Constructing the A-Bruijn graph by gluing vertices with the same labels. (c) The A-Bruijn graph of genome $S$. (d) The weighted A-Bruijn graph with edge multiplicities shown.

(Fig. 5.3(a)) and let $m$ be the number of unique genes in $S$ ($S$ may have repeated genes). While this paper considers genes as anchors, DRIMM-Synteny is applicable to any anchors representing arbitrary regions of similarity. An A-Bruijn graph $AB(S)$ is obtained by “gluing” identically labeled vertices of the path $S$ as shown in Fig. 5.3(c) (see 66 for the precise definition of “gluing”). We remark that the A-Bruijn graphs are Eulerian, i.e., there exists a path in these graphs visiting every edge exactly once. The A-Bruijn graph can be viewed as both an undirected multi-graph (adjacent vertices can be connected by multiple edges) and a weighted graph with the multiplicity of an edge $(v, w)$ defined as the number of times genes $v$ and $w$ are consecutive in $S$.

A set of the perfectly repeated regions in $S$ corresponds to a path in the A-Bruijn graph (e.g., the path $[1, 2, 3]$ in Fig. 5.3(d)). The perfectly repeated regions that do not share genes with other regions in $S$ correspond to non-branching paths (maximal paths in the graph satisfying the condition that all their internal vertices have only two neighboring vertices), with the multiplicities equal to the number of times these regions appear in the sequence $S$. In the case of the synteny blocks, however, small differences between multiple instances of the same synteny block generate short cycles in the A-Bruijn graphs, while the spurious similarities between different synteny blocks (called microblocks) break long non-branching paths into multiple shorter sub-paths. Moreover, short palindromic regions within the conserved blocks generate the so-called thorns (like path $[7, 8, 7]$ in Fig. 5.3(c)). These short cycles, microblocks, and thorns hide the underlying synteny blocks in genomes and make the synteny block generation difficult.
Synteny blocks in multiple and/or highly duplicated genomes. From an algorithmic perspective, finding (i) synteny blocks between multiple genomes and (ii) synteny blocks within a single genome are similar problems since (i) can be reduced to (ii) by concatenating (with delimiters) the multiple genomes into a single genome. This illustrates the challenge one faces while reconstructing synteny blocks in multiple mammalian genomes that are traditionally viewed as an “easy target” (compared to plant genomes) for synteny block analysis: while duplications account for less than 7% of mammalian genomes, the concatenation of mammalian genomes represents a highly duplicated virtual genome that rivals the complexity of plant genomic architectures. 15 faced this problem while constructing the human-mouse-rat synteny blocks. While their approach (based on anchors shared between all genomes) worked for a small number of genomes, it is unsustainable since the number of such anchors decreases with the increase in the number of genomes.

Given a set of chromosomes, one can concatenate them and construct the A-Bruijn graph of the resulting concatenation. Applying this procedure to genomes of S. cerevisiae (16 chromosomes with 5616 genes, 5057 are unique) and K. waltii (8 chromosomes with 5070 unique genes) results in a complex graph with 6240 vertices and 8976 edges. Fig. 5.4(b) represents a subgraph of this A-Bruijn graph corresponding to a Doubly Conserved Synteny (DCS) block [50]. This DCS is formed by a pair of regions:

\[
\ldots 1, 4, 7, 12, 15, 16, 17, 19, 21, \ldots
\]

\[
\ldots 1, 3, 22, 5, 7, 9, 23, 12, 13, 24, 25, 15, 17, 19, 26, \ldots
\]

in S. cerevisiae and a single region

\[
\ldots 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 20, \ldots
\]

in K. waltii (six genes shared by all 3 regions are shown in bold). Fig. 5.4(b) reveals many short cycles that “hide” these three syntenic regions. Below we propose a Sequence Modification algorithm that transforms the original genome (with cryptic) synteny blocks into a slightly different genome with the well defined synteny blocks. The key idea is to make small changes to the sequence $S$, so that its corresponding A-Bruijn graph is simplified. In contrast, the previous A-Bruijn graph approaches simplify the A-Bruijn graph $AB(S)$ without changing the sequence $S$ and thus faced a difficult challenge of threading $S$ through the simplified graph. The Sequence Modification algorithm transforms the subgraph in Fig. 5.4(b) into a subgraph in Fig. 5.4(c) and transforms each of the 3 (varying) instances of the doubly conserved synteny block into 3 (non-varying) instances \ldots, 1, 3, 22, 5, 6, 7, 9, 23, 12, 13, 24, 25, 15, 16, 17, 18, 19, \ldots.

Genome Threading Problem. A cycle in a graph is short if it has fewer than girth edges, where girth is a parameter. Short cycles often aggregate into complex networks and “hide” the underlying structure
Figure 5.4: (a) A doubly conserved synteny block in *K. waltii* and *S. cerevisiae* where one region in *K. waltii* genome (red) corresponds to 2 regions in *S. cerevisiae* (green and black). (b) An induced subgraph of the A-Bruijn graph corresponding to a DCS block (a) in the genomes of *S. cerevisiae* and *K. waltii* contains many short cycles. (c) The sequence modification algorithm reveals the synteny block as a non-branching path.

of the A-Bruijn graphs. To reveal this hidden structure, [66] formulated the *Maximum Subgraph with Large Girth (MSLG)* problem, which aims to find the maximum weight subgraph of the A-Bruijn graph that does not contain short cycles. [66] proposed constructing the *Maximum Spanning Tree (MST)* as the first step towards finding MSLG, followed by extending MST into an approximate solution (called the simplified A-Bruijn graph and denoted $\text{MSLG}(S)$) of the MSLG problem, and finally, the genome threading procedure. We remark that while the multigraph $\text{AB}(S)$ is Eulerian and the genome sequence $S$ represents an Eulerian path in $\text{AB}(S)$, $\text{MSLG}(S)$ is typically non-Eulerian. The goal of threading is to find a *Chinese Postman [84]* path in $\text{MSLG}(S)$ that “mimics” $S$. While the threading heuristic from [66] worked well for fragment assembly, [64] commented that it deteriorates for synteny block construction when missing genes and micro-rearrangements are common.

Therefore, the key complication in the synteny block reconstruction is that, in difference from the (Eulerian) A-Bruijn graph, the simplified A-Bruijn graph is not Eulerian. Since the MSLG algorithm from [66] breaks the Eulerian path into multiple segments, threading the original sequence through the simplified graph, in some cases, becomes impossible. This motivates the *Sequence Modification Problem (SMP)* defined below.

**SequenceModification Problem.** Since the A-Bruijn graphs of real genomes have many short cycles (hiding synteny blocks), the goal of the synteny block reconstruction is to reveal the “hidden” synteny blocks by removing these short cycles. In an A-Bruijn graph without short cycles, synteny blocks are
defined as the non-branching paths in the graph with multiplicity larger than 1. The number of times a
synteny block appears in the sequence is the multiplicity of the corresponding non-branching path.

Let \(d(S,S')\) be the minimum number of edit operations (e.g. insertions/deletions/substitutions of
letters or short substrings) to transform a string \(S\) into a string \(S'\). We define the Sequence Modification
Problem as follows:

**Sequence Modification Problem (SMP):** Given a string \(S\) and a parameter *girth*, find a string \(S'\)
with minimum \(d(S,S')\) among all strings such that \(AB(S')\) has no cycles shorter than *girth*.

Since the complexity status of SMP is unknown, we propose a greedy algorithm that produces
good results in practice. In brief, the algorithm finds short cycles in \(AB(S)\) and further changes \(S\) into \(S'\)
with the goal to eliminate short cycles from \(AB(S')\). Before describing the strategy for eliminating the
short cycles, we classify all cycles in the A-Bruijn graphs into two-way, one-way, and composite
cycles.

A cycle \(C\) in \(AB(S)\) is formed by paths \(P_1\) and \(P_2\) \((P_1\) and \(P_2\) are non-overlapping substrings of
\(S\)) if the edge set of \(C\) is the union of the edge sets of \(P_1\) and \(P_2\). A cycle \(C\) is called a two-way cycle
if it is formed by paths \(P_1\) and \(P_2\). For example, in Fig. 5.5(a), a two-way cycle on vertices \((1,2,3)\)
in the A-Bruijn graph of \(S = (\ldots 1,2,3,4,\ldots, 1,3,4,\ldots)\), is formed by paths \(P_1 = [1,2,3]\) (consisting of two
edges) and \(P_2 = [1,3]\) (consisting of a single edge).

A cycle \(C\) in \(AB(S)\) is called a one-way cycle if it is formed by a single path (substring) \(P\) of
sequence \(S\) (i.e., the edge sets of \(C\) and \(P\) are the same). In Fig. 5.5(b), the tandem repeat \([2,3,4,2,3,4]\)
corresponds to a one-way cycle \((2,3,4)\). We also define composite cycles as cycles that are formed by
more than 2 paths/substrings (Fig. 5.5(c)).

In practice, the cycles in the A-Bruijn graphs are typically classified in only one of three cate-
gories above. However, some cycles are classified into multiple categories, for example, a cycle can be
both a one-way cycle and a two-way cycle.

**Cycle rerouting.** Let \(C\) be a two-way cycle formed by paths \(P_1\) and \(P_2\). The string \(S\) may contain multiple
instances of substrings \(P_1\) and \(P_2\), with the corresponding multiplicities \(n_1 \leq n_2\). \((P_1,P_2)\)-transformation
of \(S\) (called DETOUR) is a substitution of all instances of \(P_1\) in \(S\) by \(P_2\). \((P_1,P_2)\)-transformation has a
simple interpretation: the Eulerian path switches from traversing \(P_1\) to traversing \(P_2\), thus eliminating an
instance of a cycle \(C\) from the A-Bruijn graph (Fig. 5.6(a)). We choose \(n_1\) substitutions of \(P_1\) by \(P_2\) (rather
than \(n_2\) substitutions of \(P_2\) by \(P_1\)) to minimize the number of segmental substitutions in the Sequence
Modification algorithm.

Let \(C\) be a one-way cycle formed by a path \(P = (v_{in},\ldots,u,v_{in},\ldots,v_{out})\), where \(v_{in}\) and \(v_{out}\) are
Figure 5.5: (a) A two-way cycle \((1,2,3)\) caused by a small difference between the syntenic regions \([1,2,3,4]\) and \([1,3,4]\). (b) A one-way cycle \((2,3,4)\) formed by a tandem repeat \([2,3,4,2,3,4]\). (c) A composite cycle formed by 3 paths: \([1,3]\), \([3,2]\), and \([2,1]\) that share some genes.

Figure 5.6: (a) Detour defined by a two-way cycle \((1,2,3)\) (that is formed by paths \([1,2,3]\) and \([1,3]\)) eliminates the cycle. (b) Shortcut of a one-way cycle \((2,3,4,5)\) formed by a path \([2,3,4,5,2,3]\) eliminates the cycle. (c) Path splitting eliminates spurious similarities.
the first and the last vertices of $P$. $P$-transformation (called SHORTCUT) substitutes every instance of path $P$ by a shorter path $(v_{in}, \ldots, u)$ (Fig. 5.6(b)).

The REROUTE procedure (Fig. S4) iterates detours and shortcuts on a cycle $C$ until the cycle is eliminated or is neither a two-way nor one-way cycle. DRIMM-Synteny does not have a specific subroutine that removes composite cycle. However, in most cases, composite cycles are removed by the cycle rerouting procedure (on different cycles) or the splitting procedure described below.

**Processing microblocks and thorns.** After REROUTE, the A-Bruijn graph may still be complex. Spurious similarities between different synteny blocks form microblocks (non-branching paths shorter than a threshold $pathLength$) and the palindrome-like substrings in the genomic sequences form thorns (like path $[7,8,7]$ in Fig. 5.3(c)). Both microblocks and thorns break long synteny blocks into shorter blocks and need to be processed to avoid unnecessary synteny blocks miniaturization.

GRIMM-Synteny [69] simply removes microblocks (defined as “small” synteny blocks) and may occasionally “destroy” biological synteny blocks formed by multiple microblocks. DRIMM-Synteny instead splits blocks that share a microblock (Fig. 5.6(c)). The palindrome-like substrings in $S$ form non-branching paths called thorns. Long palindromes are valuable synteny blocks while short ones form thorns that break long synteny blocks into shorter ones. We process short thorns (shorter than $thornLength$) by finding all short palindromes and removing the second halves of these palindromes. Similarly, tandem repeats are reported as synteny blocks (of multiplicity 2) if they from long cycles.

**Identification of syntenic regions: an alternative to genome threading.** DRIMM-Synteny (Fig. 5.7) is an approximation algorithm for the Sequence Modification Problem that first finds a maximum spanning tree $T$ of the graph $AB(S)$ and iteratively analyzes all edges that are not present in $T$ (outside edges). We limit our attention to the outside edges forming short cycles, identify a shortest cycle containing an outside edge, and further change $S$ into $S'$ with the goal to eliminate this cycle from $AB(S')$. Application of DRIMM-Synteny to the graph in Fig. 5.4(b) results in a simple graph in Fig. 5.4(c) that reveals the DCS block. We remark that while any spanning tree (rather than MST) would work for detecting short cycles, DRIMM-Synteny selects MST since it proved to work well in other applications of A-Bruijn graphs. DRIMM-Synteny is fast in practice, taking less than a minute even for the largest dataset we analyzed ($\approx 20000$ genes per each of seven mammalian genomes).

DRIMM-Synteny transforms the original sequence $S$ (genome) into a new sequence $S'$ with well-defined synteny blocks (each synteny block in $S'$ corresponds to a non-branching path in $AB(S')$). The only remaining task is to identify the positions of all synteny blocks in the original sequence $S$. If we assume
Figure 5.7: The pseudo-code of DRIMM-Synteny algorithm. The last color propagation step is not shown. See section 2 of the Supplement for details of the algorithm.

that each synteny block in the modified sequence \( S' \) is painted with its own color, then the problem is to transform colors from \( S' \) back to \( S \). While the threading step from [66] often results in poor-quality synteny block reconstruction [64], our sequence modification approach bypasses the genome threading step.

5.3 Results

Datasets and parameters. The yeast gene orders were extracted from [50] and [78]. The mammalian gene orders were generated using MSOAR program [37]. The gene order of Arabidopsis thaliana was extracted from [17].

Although every synteny block reconstruction algorithm is parameters independent, we are not aware of tools for automatic derivation of the optimal parameters. The parameters’ choice for these tools (and DRIMM-Synteny) relies on an expert analysis. In this paper, we use the default parameters (girth = 20, pathLength = 3, thornLength = 3) for all datasets.

Synteny blocks in 7 mammalian genomes. To benchmark DRIMM-Synteny on multiple (but not highly duplicated) genomes, we analyzed 7 mammalian genomes: Human (H), Chimpanzee (C), Macaque (Q), Rat (R), Mouse (M), Opossum (O) and Cow (W). As the number of genomes increases, the number of genes that are shared between all genomes decreases and methods relying on the genes shared by all genomes (e.g., GRIMM-Synteny) deteriorate. Fig. 5.2 shows a 7-way synteny block that would most likely be missed by such tools.

The concatenation of 7 mammalian genomes results in a virtual genome with 144149 genes (53245 unique genes). The simplified A-Bruijn graph of this concatenation (with the default parameters) has 31282 vertices and 35773 edges. Substituting non-branching paths in this graph by single edges
Figure 5.8: Coverage of Human genome by $k$-way synteny blocks for $2 \leq k \leq 7$. While Enredo [63] and DRIMM-Synteny produce blocks with similar coverage for small $k$, the $k$-way synteny blocks generated by Enredo have lower coverage for larger $k$.

results in a graph on 2212 vertices and 3514 edges. DRIMM-Synteny still finds many synteny blocks with good coverage ($\approx 70\%$) in this highly duplicated virtual genome. Enredo [63], an advanced synteny block generation tool used in Ensembl [43], generated 7-way blocks with a significantly lower coverage ($\approx 32\%$, table S1 b).

To further compare Enredo [63] and DRIMM-Synteny, we ran both program on the dataset initially containing only Human and Chimpanzee genomes where these tools generated nearly identical results. Then at each step, we added one more genome to the dataset, generated $k$-way synteny blocks ($k$ is the number of genomes), computed the genome coverage by these blocks and repeated the process for $k = 3, \ldots , 7$. Fig. 5.8 shows that, as more genomes are added to the dataset, DRIMM-Synteny continues generating synteny blocks with high coverage ($\approx 70\%$ for 7-way blocks), while the 7-way synteny blocks generated by Enredo cover only $\approx 32\%$ of the genome.

**Synteny blocks in K. waltii and S. cerevisiae**. The concatenation of *S. cerevisiae* (S) and *K. waltii* (K) results in a genome with 10686 genes (6240 unique genes). The simplified A-Bruijn graph of this concatenation has 5844 vertices and 6221 edges. Substituting non-branching paths in this graph by single edges results in a graph on 653 vertices and 997 edges. DRIMM-Synteny finds nearly all doubly conserved
synteny blocks identified in [50] as well as 231 singly conserved synteny blocks (Table 5.1).

Table 5.1: Synteny blocks of K. waltii (K) and S. cerevisiae (S). K-S-S blocks represent blocks of multiplicity 3 that have one instance in K. waltii and two instances in S. cerevisiae (DCS blocks from [50]). K-S blocks represent blocks of multiplicity 2 that have one instance in K. waltii and one instances in S. cerevisiae. The average size of the K-S-S and K-S blocks is 18 and 8 genes respectively (before removing short blocks).

<table>
<thead>
<tr>
<th>Mult.</th>
<th>Type</th>
<th># of blocks</th>
<th>Span on K</th>
<th>Span on S</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>K-S-S</td>
<td>246</td>
<td>77%</td>
<td>78%</td>
</tr>
<tr>
<td>2</td>
<td>K-S</td>
<td>231</td>
<td>13%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Since most studies of genomic architectures ignore very short synteny blocks, we delete all short synteny blocks (with fewer than Δ genes in each species) in an iterative fashion as described in [3].

Fig. 5.9(a,b) shows the position of DCS blocks (on S. cerevisiae genome) generated by DRIMM-Synteny and in [50] and illustrates that they produced nearly identical results. The statistics of synteny blocks generated by DRIMM-Synteny is given in Table 5.1. Enredo [63], on the other hand, missed many synteny blocks found in [50]. This raises a question why a rather sophisticated Enredo algorithm failed to reveal synteny blocks constructed using a simple approach from [50]. We emphasize that Enredo is a general synteny block generation tool while the approach in [50] has many limitations: it is only applicable to pairs of pre-WGD and after-WGD genomes with small number of additional segmental duplications.

We also ran DRIMM-Synteny on the S. cerevisiae genome alone with the default parameters. DRIMM-Synteny generated 87 synteny blocks (Fig. 5.9(c)), which cover about 51% the genome and
reveal a pattern similar to the one shown in Fig. 5.9(a,b). This result is consistent with the analysis in [80] (84 blocks with ≈ 50% coverage). While 80 indeed revealed sister blocks in *S. cerevisiae*, we are not aware of any (general purpose) synteny block generation tool that can automatically construct synteny blocks in highly duplicated genomes. As Fig. 5.9 illustrates, if such a tool was available in 2004 when [50] was published, it would provide a solid evidence for WGD in *S. cerevisiae* even without additional analysis in [50]. Moreover, the analysis in [50] would be largely reduced to merely running DRIMM-Synten.

**How many Whole Genome Duplications have shaped evolution of *Arabidopsis thaliana***? Although the *Arabidopsis thaliana* genome has been shaped by large duplications, the number and extent of these duplications have been controversial [76, 91]. On the one hand, *Arabidopsis*’ genomic architecture may be explained by multiple independent segmental duplications. On the other hand, it may originate from a single WGD (or a few rounds of WGDs) followed by genomic rearrangements that split up the original duplicated sequences. The initial *Arabidopsis* studies hypothesized that its ancestor underwent a single WGD [4, 13]. However, 89 argued that *Arabidopsis thaliana* underwent multiple segmental duplications at different times (rather than WGD). 14 (see also 17) refuted [89], confirmed WGD and further found evidence for a second older WGD that has been partly obscured by other segmental duplications. A good way to resolve this controversy would be to construct synteny blocks and to analyze coverage by blocks of multiplicity larger than 2. However, to the best of our knowledge, the high-coverage non-overlapping decompositions of *Arabidopsis thaliana* into synteny blocks has not been constructed yet.

The genome of *Arabidopsis thaliana* contains 28170 genes (23129 unique genes). The simplified A-Bruijn graph of this genome has 20288 vertices and 21486 edges. Substituting non-branching paths in this graph by single edges results in a graph on 782 vertices and 1224 edges. We further remove short (and potentially spurious) synteny blocks (Table S2). While the synteny blocks with multiplicity 2 (supporting one round WGD) span 50% of the genome, the synteny blocks of multiplicity 4 (supporting evidence for two rounds of WGDs) cover only 8% of the genome. If 50% coverage by 2-way blocks in *S. cerevisiae* established by 80 was criticized as a proof of WGD in yeast (and required an additional study [50] to establish WGD), why 8% coverage by 4-way synteny blocks is a definite proof of two rounds of WGD in *Arabidopsis*. If one counts both 3-way and 4-way synteny blocks, the coverage increases to 16% but in retrospect (see 80, 50) it remains unclear why 16% coverage represents a definite proof of two rounds of WGD.
5.4 Discussion

The rapidly increasing set of sequenced genomes highlights the importance of identifying the synteny blocks in multiple and/or highly duplicated genomes. As the number of analyzed genomes increases, the number of shared genes may decrease substantially. The synteny block generation algorithms based on pairwise comparisons are often limited, since in some cases, the synteny blocks can only be reconstructed by multi-way comparison. We proposed the DRIMM-Synteny algorithm for identifying the non-overlapping synteny blocks and bypassed the difficult threading problem (a bottleneck in [64]) by developing a new A-Bruijn graph approach for solving the Sequence Modification Problem.
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