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ABSTRACT OF THE DISSERTATION

Indirect excitons in GaAs coupled quantum wells: Development of optoelectronic logic devices and trapping potentials, and studies of low temperature phenomena in a bosonic condensed matter system

by

Alexander Arthur High

Doctor of Philosophy in Physics

University of California, San Diego, 2012

Professor Leonid Butov, Chair

Indirect excitons in coupled quantum wells form a unique system for both development of novel optoelectronic devices as well as studies of the low temperature physics of bosons in condensed matter systems. An exciton is a quasiparticle which is a bound state of an electron and hole. Excitons can be created by light, and when they recombine they can emit light. In an indirect exciton, the electron and hole are spatially separated, which results in a long exciton lifetime as well as an electronic dipole moment. The long lifetime allows excitons to travel over large distances $\sim 100\mu$m. The electronic dipole moment allows direct electronic control of the exciton energy. Therefore, as an optical
media that is also electronically controllable, indirect excitons offer promise for
development of new, efficient optoelectronic devices. In this dissertation, we
prototype two new optoelectronic devices based on indirect excitons: the exci-
ton optoelectronic transistor, and the excitonic integrated circuit. In addition,
the long radiative lifetime allows indirect excitons to cool to very low temper-
atures below the temperature of quantum degeneracy. Traps are of particular
interest for studies of low temperature gases, as they facilitate creation of high
density, cold gases as well as offer opportunities for in situ control of the gas.
This dissertation presents novel, precisely engineered trapping potentials for
exciton gases based on electronic control and makes a thorough examination
of the physical properties of the trapped gas. Furthermore, as a bosonic quasi-
particle, excitons can be expected to form a condensate under certain density
and temperature conditions. A signature of condensation is the emergence of
spontaneous extended coherence, where the coherence length significantly ex-
ceeds its classically expected value. We present the first evidence for extended
spatial coherence in an exciton system - the system of exciton rings. A pattern of
extended spontaneous coherence is correlated with a pattern of spontaneous po-
larization, revealing the properties of a multicomponent coherent state. We also
observed phase singularities in the coherent exciton gas. Lastly, we probe the
spatial coherence of excitons in an electrostatic trap and present direct evidence
for Bose-Einstein condensation of excitons therein.
Chapter 1

Introduction

An exciton is a quasiparticle composed of an electron and hole. Excitons can be created by light, and when they decay they can release light. In an indirect exciton system, the electrons and holes are spatially separated. Similar to electrons, indirect excitons can be controlled electronically. Therefore, as an optically active, electronically controllable particle they are attractive media for the development of optoelectronic devices. Furthermore, since an exciton is composed of two fermions, it is a boson. The low temperature behavior of fermions in crystals have been explored for more than a century; the study of excitons provides an opportunity to study the comparatively unexplored physics of ultra cold bosons in condensed matter materials. Bosons can be expected to form condensates under certain experimental conditions, and a main thrust of exciton research is to directly measure condensation.

This chapter will introduce the indirect exciton system, as well as discuss the properties of GaAs that make it a favorable material for studies of indirect excitons. We will describe the most significant characteristics of indirect excitons, and discuss condensation in a two-dimensional exciton system. Furthermore, we will provide a description of experimental methods for researching indirect excitons, and provide a historical background on prior achievements in the field. Finally, we will provide a brief outline of the dissertation.
1.1 Indirect excitons in GaAs

The presence of a crystal and hence a lattice potential has dramatic consequences on the behavior of electrons. For a free, non-relativistic electron, the relationship between the energy $\epsilon$ and wavenumber $k$ of the electron - the band diagram - is simply a quadratic curve $\epsilon = (\hbar k)^2/(2m_e)$. In a crystal, electrons interact with a periodic lattice potential. In general, the presence of a lattice potential leads to allowed regions of electron energy in which multiple energy-momentum bands can exist as well as forbidden regions of electron energy known as band gaps. See appendix A for an introductory-level discussion of band structure.

In a semiconductor, in the limit $T \to 0$, the Fermi energy resides within the band gap, meaning the bands are either completely occupied (valence bands) or completely empty (conduction bands). Under certain circumstances, an electron in the valence band can absorb a photon and be promoted to the conduction band. It will leave behind a vacancy in the valence band - a hole - which carries positive charge. Then, the electron and hole will be attracted to each other and can form a hydrogen-like bound state called an exciton.

GaAs has many properties which make it advantageous for studies of excitons. GaAs has a band gap that is direct in momentum space; this means that excitonic absorption and emission will be an efficient process. Furthermore, the exciton emission is at wavelengths in the near infrared, $\approx 790\text{nm}$, which is convenient for optical studies with standard lasers, lenses, and CCDs. In comparison, studies at $\approx 400\text{nm}$, the wavelength of the band gap in ZnO, requires specialized equipment such as ultraviolet lasers. Furthermore, GaAs heterostructures have a long history of development, and they can be grown with extremely high quality. The heterostructures studied in this dissertation have very low concentrations of impurities; this reduces undesirable effects such as non-radiative recombination and leakage currents. Furthermore, GaAs quantum wells can be grown with very small well-width fluctuations, with energy broadening due to disorder of $< 1\text{meV}$. See appendix B for a more thorough description of the optical properties of GaAs.
Figure 1.1: An electric field along the $z$-axis pulls the electron and hole into spatially separated quantum wells, forming an indirect exciton.

With epitaxial techniques, it is possible to combine materials with different band structures to form heterostructures. This thesis mainly concerns GaAs/AlGaAs coupled quantum well heterostructures, in which two 8nm layers of GaAs separated by 4nm are embedded in Al$_{0.33}$Ga$_{0.67}$As, see Fig. 1.1. In this band structure, it is energetically favorable for the electrons and holes to reside in the quantum wells, and within the quantum wells their behavior becomes effectively two-dimensional. If an electric field is applied along the $z$-direction, due to their opposite charge the electrons and holes will be pulled into different quantum wells, and form spatially indirect excitons, see Fig. 1.1.

1.1.1 Properties of indirect excitons

The spatial separation of the electron and hole leads to numerous differences between indirect excitons in quantum wells and bulk direct excitons in GaAs. Indirect excitons (1) have a dramatically increased lifetime compared to direct excitons, (2) have a higher cooling rate than direct excitons, (3) have a repulsive dipole interaction which can screen disorder, and (4) they are elec-
tronically controllable, whereas direct excitons are only weakly modified by electric fields. These features are discussed below and will be expanded upon in later chapters. There are further differences between indirect excitons and bulk direct excitons; for instance, the electron-hole exchange interaction is reduced, which can increase spin coherence lifetime [Leonard et al., 2009], and the dipole-repulsive nature of indirect excitons prevents exciton molecule formation, which can be a source of instability for Bose-Einstein condensation of excitons [Keldysh & Kozlov, 1968].

(1) Long lifetime:
Due to the spatial separation between the electron and hole layers, the lifetime of an indirect exciton exceeds by orders of magnitude the lifetime of regular excitons and varies typically from ten nanoseconds to ten microseconds. This is the main advantage of utilizing indirect excitons as opposed to direct excitons. As a result, indirect excitons can travel over large distances of tens and hundreds of micrometers within their lifetime.

(2) Increased cooling rate:
Indirect excitons exist in a two-dimensional heterostructure. The emission of bulk longitudinal acoustic (LA) phonons is more efficient in quantum wells versus bulk. This is due to the relaxation of momentum conservation along the z-axis. This can increase the cooling rate by two to three orders of magnitude compared to bulk GaAs [Butov et al., 2001]. The long lifetime combined with increased cooling rate allows excitons to readily cool to temperatures close to the bath temperature, permitting studies of low-temperature, equilibrium gases of indirect excitons.

(3) Screening of disorder:
Even in the highest quality GaAs samples, the quantum well disorder due to well-width fluctuation is on the order of 1meV. For the temperature range explored in this dissertation, $T < 10K$, the thermal energy is lower than the
disorder and localization effects could become dominant. This is undesirable, as we are interested in exploring systems where excitons can travel over large distances and exhibit two-dimensional behavior. To realize this system, the effects of disorder must be minimized. Indirect excitons, as aligned dipoles, are repulsive to each other. Hence, if there is a minima in the disorder potential, a small number of excitons can in effect fill in the minima. Any further excitons added to the system will no longer see a potential minima; rather, they will see a smooth potential. This screening of disorder allows indirect excitons to propagate over large distances.

(4) Electronic control:

If an exciton is placed in an external electric field, the electron and hole will be pulled in opposite directions and it will acquire a electronic dipole moment. As a result, its energy will decrease. This is known as the Stark effect, and the same process can also be seen in atomic spectra under applied electric field. In bulk semiconductors, the maximum energy shift is limited to by ionization of the exciton, in which the electron and hole are pulled apart by the electric field. In these systems, the energy shift is limited to $\approx 10\%$ of the exciton binding energy, discussed in [Miller et al., 1985], which limits the usefulness of the effect. In quantum wells, where barriers strongly confine the exciton along the $z$-axis, a significantly larger $z$-axis electric field is required to pull the electron or hole out of the quantum well and hence ionize the exciton. This built in resistance to ionization allows for significantly larger exciton energy shifts. This effect known as the quantum-confined Stark effect [Miller et al., 1985].

The electric field dependence of the exciton energy is dependent on the quantum well geometry, which along with the electric field determines the electronic dipole moment of the exciton. For a single quantum well geometry, the electron-hole separation - the dipole moment - is variable and depends on the electric field strength. In this dissertation we utilize a coupled quantum well geometry in which the exciton dipole moment is essentially fixed as the separation between the quantum well centers. Since the dipole moment is fixed,
Figure 1.2: Schematic of electronic control of indirect excitons. (a) Model of CQW structure: Al$_{0.33}$Ga$_{0.67}$As (grey), GaAs quantum well (yellow), $n^+$-doped GaAs (blue). Electrodes are deposited at the surface of the heterostructure (gold). (b) Electrode voltages $V_1$, $V_2$, $V_3$ configured in transistor operation. Excitons are created at the input; flux of excitons to output is controlled by $V_2$. (c) Electrodes configured as a trapping potential. When $|V_2| > |V_1, V_3|$, a trapping potential is created.
the exciton energy is linearly dependent on the strength of the applied electric field. Correct patterning of electrodes at the surface of the heterostructure allows creation of almost any desired potential landscape for indirect excitons, see Fig. 1.2.

1.1.2 Bose-Einstein condensation and superfluidity of indirect excitons

Particles that are indistinguishable and can allow degenerate occupation of the same state (i.e. bosons) obey Bose-Einstein statistics. Then, the number of particles \( N \) in a state with given energy \( \epsilon \) is given by

\[
N(\epsilon) = \frac{g(\epsilon)}{e^{(\epsilon-\mu)/k_B T} - 1}
\] (1.1)

where \( \mu \) is the chemical potential and \( g(\epsilon) \) is the density of states (for a full derivation see for instance [Pathria, 1996]). Depending on \( g(\epsilon) \), for a given temperature \( T \), there can be a maximum occupation of the excited states given by

\[
N_{\text{exc}} = N_{\text{total}} - N_{\text{ground}} = \int_{\epsilon(n=1)}^{\infty} \frac{g(\epsilon)}{e^{\epsilon/k_B T} - 1} d\epsilon,
\] (1.2)

where \( \epsilon(n=1) \) is the energy of the first excited state. If this number is exceed, every further particle added to the system must reside in the ground state. Macroscopic occupation of the ground state, with \( N_{\text{ground}} \) on the order of \( N_{\text{total}} \), is known as Bose-Einstein condensation.

The density of states plays a crucial role in determining the transition density (or alternatively transition temperature). For an infinite three dimensional system, \( g(\epsilon) \propto \epsilon^{1/2} \) and \( N_{\text{exc}} \) gives a finite number. However, for an infinite two dimensional system, \( g(\epsilon) \) is constant and hence the integral diverges and there is no limit on the number of particles in the excited states. Therefore, in an infinite two-dimensional system Bose-Einstein condensation cannot occur at finite temperature. Many of the experiments in this dissertation probe condensation in a two dimensional system; therefore we must note why the reasons why condensation should be possible.
For one, we do not observe excitons in an infinite system; rather, they exist in a finite area. Therefore, the density of states is not continuous; rather, it is discrete and the minimum energy in the integral will not be 0. Hence, the integral will not diverge and for $N$ particles in an area $S$ there will be a transition temperature

$$T_c \sim \frac{T_{dB}}{\ln(N)} \sim \frac{T_{dB}}{\ln(nS)}$$

(1.3)

where the degeneracy temperature $T_{dB}$ is defined as the temperature where the thermal de Broglie wavelength is equal to the inter particle spacing:

$$\lambda_{dB} = n^{-1/2} \rightarrow T_{dB} = \frac{2\pi \hbar^2}{mk_B}n.$$  

(1.4)

The excitons studied in this dissertation have mass $m_{ex} = 0.22m_0$, where $m_0$ is the electron mass in vacuum. For an experimentally accessible density $n \sim 10^{10}$ cm$^{-2}$, $T_{dB} \sim 3$K. Therefore, $T \ll T_{dB}$ can be readily achieved in a liquid helium cryostat or dilution refrigerator.

Furthermore, although Bose-Einstein condensation in its most strict definition can not occur in an infinite 2-dimensional system, superfluidity can occur with a transition temperature on the order of the degeneracy temperature [Popov, 1972]. The presence of dipolar interaction, as in an indirect exciton system, can increase the critical temperature [Filinov et al., 2010]. Similar to Bose-Einstein condensation, superfluidity is characterized by spontaneous extended coherence $\xi \gg \xi_{classical}$, where $\xi_{classical}$ is close to the thermal de Broglie wavelength $\lambda_{dB} = (2\pi \hbar^2/mk_B T)^{1/2}$. Phenomena such as topological defects and coherent spin transport can manifest themselves in a system characterized by spontaneous extended coherence. Such phenomena are explored in chapter 4.

Finally, we can modify the density of states through the addition of a trapping potential. For instance, in an isotropic 2-D harmonic trap $g(\epsilon)$ the eigenstates have energy $\hbar\omega_0 n, n \in \{1, 2, 3, \ldots\}$ and degeneracy $n$. In such a system the critical temperature of Bose-Einstein condensation at fixed particle number scales with $\omega_0$ [Ketterle & van Druten, 1996]. We explore condensation of excitons in a trap in chapter 5.
Figure 1.3: Basic experimental schematic for optical measurements. A laser excitation (cyan) creates excitons in the sample (rectangle in the cryostat). Exciton emission (red) is collected and made parallel by a microscope objective (MO). The emission is focused onto the slit of the spectrometer, which also corresponds to the focal plane of the charged-coupled device (CCD) or photo-multiplier tube (PMT) at the output of the spectrometer. The spectrometer provides energy resolution. Optics for polarization and interference measurements are placed in the grey area.

1.2 Measuring the physical properties of excitons

Experimenting with indirect excitons is relatively straightforward, see figure 1.3. To achieve low temperatures, the sample is placed in either a liquid-helium cryostat to achieve lattice temperature $T_{lattice} = 1.4K$ or a dilution refrigerator to achieve $T_{lattice} = 50mK$. A helium-neon laser is used for excitation of carriers in the bulk AlGaAs. These bulk carriers can be captured by the quantum wells and form excitons; a surplus of holes can also be created as discussed in chapter 4. A titanium-sapphire laser is used for resonant excitation of direct excitons. Then, we use various optical techniques to measure the exciton property in question. In this dissertation, along with basic imaging measurements, we present coherence-, energy-, polarization-, and time-resolved measurements. From the exciton emission, we can learn about the exciton energy, spin and coherence length, all of which can be spatially resolved.

1.3 Historical Background

Research into indirect excitons has a long and fascinating history. The research presented in this dissertation would not exist without an enormous
preexisting theoretical and experimental base. Rather than provide a complete history of the field, this section will provide an overview of significant historical developments relevant to this dissertation.

**Development of the Bose-Einstein statistical model:**

In two seminal papers, [Einstein, 1924, 1925] Einstein extended Bose’s derivation of Plank’s law [Bose, 1924] into a description of ideal gases. The derivation relies on the principle of indistinguishability of the component particles. In his second treatise, [Einstein, 1925], Einstein describes a spectacular property of a gas of indistinguishable particles; at any given temperature \( T \), there exists a density \( n \) beyond which all excited states in the system are saturated and any additional particles added to the system must reside in the ground state of the system. This is known as Bose-Einstein condensation, and should be a general property of any system of bosons in thermal equilibrium. An exciton is a boson; hence, an exciton could potentially undergo Bose-Einstein condensation.

**First theoretical description of excitons:**

In 1931, Frenkel considered what happens when a crystal absorbs a photon [Frenkel, 1931]. From the abstract:

Starting from the analogy between a crystal and molecule, it is shown that the electronic excitation, forming the first step in the process of light absorption, is not confined to a particular atom, but is diluted between all of them in the form of “excitation waves,” ...

In other words, when an electron absorbs a photon, it will enter an excited state. This excited state can travel around the crystal without conducting charge. This is the first description of an exciton.

**Prediction of Bose-Einstein condensation of excitons:**

An exciton is a bound state composed of two fermions. Simply because an exciton has integer spin does not imply that it can be regarded as a structureless boson, such as a photon; rather, the statistical behavior of excitons must be influenced by the fermionic nature of its components. In 1968, Keldysh and
Kozlov, working within the framework of electrons and holes, made a theoretical study of exciton statistics and predicted that in the dilute limit excitons could indeed behave like a weakly non-ideal Bose gas and hence could undergo Bose-Einstein condensation under reasonable experimental conditions [Keldysh & Kozlov, 1968]. The prediction that excitons could undergo Bose-Einstein condensation has been the driving force behind decades of exciton-based research and spurred development of the high-quality GaAs quantum well structures utilized in this thesis.

**Suggestion of a spatially-indirect exciton system and prediction of Bose-Einstein condensation therein:**

In [Lozovik & Yudson, 1976], the researchers considered a system of paired electrons and holes confined in two spatially separated layers, i.e. the system studied in this dissertation. They suggest that superfluidity and Bose-Einstein condensation could occur in an indirect exciton system, and note some inherent advantages. For instance, in the paper of Keldysh and Koslov, a main point of concern is that excitons could form molecules, which would make an exciton condensate unstable. This is a reasonable concern; in bulk, excitons are attracted to each other by Van der Waals interaction and hence could form molecules. In [Lozovik & Yudson, 1976], the authors observed that in this system the excitons are aligned dipoles and are repulsive to each other; therefore, instability due to molecule formation would no longer be a concern.

**Development of high-quality GaAs/AlGaAs quantum well heterostructures and observation of excitons therein:**

An ideal quantum well should have a box-like band structure along the z-direction. To achieve this structure, not only do the composite crystal have to be of the highest purity, but the transition from barrier material to well material should be immediate, on the order of the lattice constant, and uniform. If a quantum-well structure is of high enough quality, the electronic energy levels should take well defined values that depend only on the width and depth of the
potential well. In [Chang et al., 1974; Dingle et al., 1974], researchers made the 
first observation of these well defined energy levels in a GaAs/AlGaAs quan-
tum well heterostructure and showed that energy levels could be well described 
theoretically. This demonstrated that fabrication of high quality, low disorder 
quantum wells was indeed possible. In [Chang et al., 1974], researchers demon-
strated quantized energy levels through electronic tunneling experiments. In 
[Dingle et al., 1974], researchers performed optical measurements and observed 
exciton states in a GaAs/AlGaAs quantum well heterostructures. They further 
observed that the absorption spectra was strongly well-width dependent.

**First observation of the quantum-confined Stark effect:**

In [Wood et al., 1983; Miller et al., 1984, 1985], researchers demonstrated 
that through the Stark effect they could shift the excitonic absorption of a 
GaAs/AlGaAs multiple quantum well structure by \(\approx 10 - 25\) meV by applying 
an electric field along the \(z\)-axis. As discussed previously, the Stark effect is not 
useful for controlling the exciton energy in bulk materials; however, in quantum 
well heterostructures the Stark effect becomes a powerful tool for controlling the 
exciton energy. These papers present the first large-scale, i.e. greater than the 
exciton binding energy and line-width, electronic control of exciton energy.

**Measured exciton lifetime \(>500\) ns:**

Perhaps the most important aspect of indirect excitons is that they have 
a significantly enhanced lifetime compared to direct excitons in the same struc-
ture. Without a long lifetime, they could not travel over distances \(> 1\) \(\mu\)m, which 
would severely limit potential device applications. Furthermore, a prerequisite 
of Bose-Einstein condensation is thermal equilibrium between the component 
particles; without a long lifetime, equilibrium cannot be reached. In [Zrenner, 
1992], researchers show that in a AlAs/GaAs coupled-quantum well structure 
indirect exciton lifetimes can exceed 500ns. Within the world of semiconductors, 
in which physical processes such as cooling and computational processes such 
as switching occur on the picosecond to nanosecond timescale, this lifetime is
more than sufficient for studies of low-temperature equilibrium physics as well as development of devices.

Creation of drift potentials for indirect excitons:

Much of the work in this dissertation relies on modulating the in-plane exciton potential by modulating electrode voltage at the surface of the heterostructure. This modulation creates drift fields at the quantum well level, and these drift fields can in turn control the exciton flux. In [Hagn et al., 1995], showed that by attaching wires to two ends of a resistive electrode at the surface of their heterostructure, they created a potential gradient across the electrode, which in turn created a potential gradient for the excitons at the quantum well level. This dissertation will present new techniques to modulate the electric field at the quantum well level; however, this result established the principle of in-plane modulation of the exciton potential via modulation of the electrode potential at the surface.

Early indicators of quantum degeneracy in indirect excitons:

In [Butov & Filin, 1998; Spielman et al., 2000; Butov et al., 2001], researchers present the first strong indicators of quantum degeneracy in an indirect exciton system.

In [Butov & Filin, 1998], researchers report a huge increase in the radiative decay rate with both decreasing temperature and increasing magnetic field. This superradiance was interpreted as a result of condensation; for excitons, their radiance increases with the extension of their wavefunction. In a classical gas, the exciton wavefunction extension is small, on the order of the localization length and scattering length [Butov & Filin, 1998]. In a condensate, the wavefunction of an exciton is equivalent to the size of the condensate and can become quite large; hence the radiance should dramatically increase.

In [Spielman et al., 2000], the researchers probe a related system of quantum-hall bilayers. In the case of filling factor 1/2 for each layer in their system, one layer can be regarded as a hole layer, and indirect excitons can form.
In this system, researchers demonstrated a huge temperature dependence in the zero-bias interlayer tunneling rate, an indicator that the electron layer was aligned with the hole layer and hence in a condensed state. In many ways, this is similar to the enhanced radiative decay rate reported in [Butov & Filin, 1998]; it is noted in this dissertation due to the different techniques utilized to achieve the coherent state.

In [Butov et al., 2001], researchers studied the rise time in the exciton photoluminescence after switching off the laser excitation. The luminescence rate of excitons is strongly temperature dependent. Since the laser is a heating source, under direct laser excitation the excitons are in a high temperature state and the decay rate will be low; when the laser is switched off, they will cool and can decay quickly. This work reports that cooling into the low energy radiative states is strongly density dependent; this is a signature of bosonic stimulated scattering, in which the scattering into the ground state is proportional to the number of particles already in the ground state. Hence, the higher the exciton density, and hence the higher the degeneracy in the ground state, the faster the excitons can cool.

Observation of the MOES:

In [Butov et al., 2002], researchers observed that under certain excitation and gate voltage conditions, rings of luminescence would appear in the plane of the sample, not only in the local area of the laser excitation but also in regions separated by hundreds of microns from the laser excitation. Specifically, a large ring of luminescence would appear, surrounding the region of the laser excitation. Within the larger ring, smaller rings referred to as Localized Bright Spots (LBSs) would appear. The origin of these rings is purely classical; they form on the boundaries of electron-rich and hole-rich regions. This makes them attractive for studies of low temperature excitons, since the excitons when created only release the minimum binding energy and they form far away from the laser, which is a heating source.

Furthermore, the rings exhibit a rather spectacular property when cooled
to low temperature; at some critical temperature, they will spontaneously fragment into beads. This is referred to as the Macroscopically Ordered Exciton State (MOES). This could potentially be caused by potential minima; however, it was demonstrated in [Yang et al., 2007] that the centers of each bead correspond to a peak in the exciton energy, opposite to what would be expected if they were at a potential minima. The formation of beads requires positive feedback to density modulation. Indirect excitons are aligned dipoles and hence are repulsive to each other; this repulsive interaction would provide negative feedback to density modulation and act against the formation of beads. In [Levitov et al., 2005], it was proposed that the beads form due to a stimulated process in which the exciton creation rate is directly dependent on local exciton density.

Measurement of spontaneous coherence in the MOES:

In the formation of beads and the temperature dependence of the beads there were strong experimental indications that the MOES forms due to a quantum statistical process. In [Yang et al., 2006], researchers using a Mach-Zehnder interferometer with a single-pinhole technique measured a strong increase in the coherence length $\xi >> \xi_{\text{classical}}$ of excitons in the MOES with decreasing temperature. Spontaneous coherence with $\xi >> \xi_{\text{classical}}$ is a direct measurement of condensation, and will be discussed in detail in later chapters. This is the first measurement of extended spontaneous exciton coherence in an exciton system.

Elimination of exciton ionization by heterostructure geometry:

The exciton based devices presented in this thesis rely on using multiple electrodes to precisely control the exciton energy. When two electrodes are in close proximity to each other and are offset in voltage, large in-plane electric fields can develop. Similar in-plane fields can occur at the edges. These in-plane fields can pull the exciton apart, and can limit the usefulness of indirect exciton based devices and traps. In [Hammack et al., 2006a], researchers showed theoretically that if the quantum wells are positioned close to the ground plane of a structure, the in-plane fields are significantly reduced. Hence, losses due to
field ionization can be essentially eliminated. This is a necessary requirement for the development of efficient exciton-based devices.

1.4 Outline of dissertation

This dissertation concerns the control and study of indirect excitons in gallium arsenide (GaAs) coupled quantum wells. An indirect exciton is a bound state of an negatively charged electron and a positively charged hole that are spatially separated. Indirect excitons have myriad properties which make them an exciting platform for the development of novel optoelectronic devices as well as a model system for studies of ultra cold bosons in condensed matter systems. This dissertation follows two intertwined pathways: (1) electronic control of excitons and (2) experimental studies of low temperature excitons. In chapter 2 we present electronic control of excitons and prototype novel optoelectronic devices. In chapter 3 we demonstrate how the same principles of electronic control can create precisely engineered trapping potentials for indirect excitons and present detailed observations of exciton behavior in the traps. In chapter 4 we present detailed coherence and polarization measurements of a different exciton system, the exciton rings. Finally, in chapter 5 we merge elements of chapter 3 and chapter 4 to study condensation of excitons in an electrostatic trap.
Chapter 2

Exciton-based optoelectronic devices

In this chapter, we will demonstrate proof-of-principle operation of exciton-based transistors and circuits. These devices rely on the ability to control excitons electronically and their development not only has ramifications in the development of optoelectronics but also in the studies of the fundamental physics of cold excitons. The control of exciton fluxes opens a pathway to the study of excitons in controllable potential profiles, a bosonic counterpart of electronic mesoscopics, the field which concerns electron transport in potential profiles.

2.1 Motivation

As the communications industry continues its shift into optically based systems, the demand for devices that have the capability to process optical signals in an efficient and expedient manner is steadily increasing. The development of optically based devices that can perform all necessary logic operations (i.e. switching, AND/OR operations) in a simple and compact manner are vital to increasing the speed of information processing.

The advancement of signal processing and communication has led to the development of optoelectronic and all-optical circuits which expand signal processing into an optically active media [Gibbs, 1985; Wakita, 1998]. Semiconductor based optoelectronic components are of particular interest as they can be integrated into circuits in a similar way to electronic integrated circuits. The
advances in this direction include in particular the development of an optoelectronic transistor [Aull et al., 1993] and compact microring [Xu et al., 2005] and Mach-Zehnder [Green et al., 2007] modulators. The latter devices have achieved switching speeds exceeding several GHz with active region dimensions in the range of 10-100 micrometers [Liu et al., 2004; Xu et al., 2005; Green et al., 2007; Jiang et al., 2005; Liu et al., 2008; Chen et al., 2008].

Excitons have been used in the development of semiconductor based optoelectronic devices which utilize an optically active media. Optoelectronic devices operating with excitons include modulators [Miller et al., 1985], storage devices [Lundstrom et al., 1999; Winbow et al., 2007, 2008], field-gradient devices [Hagn et al., 1995; Gärtner et al., 2006; Leonard et al., 2012], and CCD-type devices [Winbow et al., 2011].

Excitons provide a promising platform for the development of new and more efficient signal processing. The key reasons for this are the possibility of high interconnection speed and compactness. A critical challenge in optical communication is improving interconnection speeds [Miller, 2000]. Since an exciton is both optically active and electronically controllable, there is effectively no delay between optical communication and signal processing. Therefore, excitons can yield significant improvements over optical interconnections that rely on electronic signal processing.

Furthermore, conventional photonics devices are large, ~ 100 µm, which limits development of compact circuits [Wakita, 1998]. In comparison, the size of exciton based devices are limited by the size of the exciton wave function, which is approximated by the exciton thermal de Broglie wavelength and is ~ 10 nm at room temperature. Therefore, exciton devices offer the advantage of compactness as well. These advantages are discussed in depth in [Grosso et al., 2009; Baldo & Stojanovic, 2009]. A further advantage of exciton based optoelectronics, that of scalability, will be demonstrated in this chapter.

Exploiting excitonic transport in devices requires the ability to control the exciton energy by an applied gate voltage, and also requires a sufficiently long exciton lifetime so that the excitons can travel over large distances exceeding
the device dimensions. A regular exciton is a neutral particle without a built-in dipole moment. It is therefore only weakly sensitive to an applied electric field. Furthermore, its lifetime in a direct-gap semiconductor is typically less than a nanosecond, allowing it to travel only a small distance before it recombines. It is of particular interest to study the mesoscopics of cold excitons, in analogy to the mesoscopics of electrons where interesting physics emerges at low temperatures. However, the same rapid electron-hole recombination, which does not allow regular excitons to travel over large distances, also does not allow them to reach low temperatures within their short lifetime.

Indirect excitons fulfill these criteria; due to the spatial separation of the electron and hole, indirect excitons have a dipole moment and are hence electronically controllable. Furthermore, the spatial separation between the electron and hole layers suppresses the exciton recombination rate by orders of magnitude so that lifetime of the indirect excitons can well exceed 100 ns. Long-lived indirect excitons can travel over tens and hundreds of microns as demonstrated in Refs. [Hagn et al., 1995; Negoita et al., 1999; Larionov et al., 2000; Butov et al., 2002; Vörös et al., 2005; Ivanov et al., 2006; Gärtner et al., 2006]. For these reasons, indirect excitons for an intriguing platform for the development of novel optoelectronic devices.

In this chapter, we will present proof-of-principle operation of two new devices: the exciton optoelectronic transistor and the excitonic integrated circuit.

### 2.2 The exciton optoelectronic transistor

One of the critical devices of electronic logic is the transistor - a three terminal device with the current through two terminals controlled by the third terminal. There are many proposals for optoelectronic and all-optical transistors and the modulation of optical signals has been demonstrated using a variety of methods, for review see [Gibbs, 1985; Wakita, 1998].

In this chapter, we demonstrate experimental proof of principle for an exciton optoelectronic transistor (EXOT). The EXOT exploits a new media for the
transistor operation - excitons - and is based on a new physical principle - control of the exciton flux. It is a scalable, monolithically integrated optoelectronic solution that offers high-speed processing capability of optical signals. The first prototype of the EXOT, which is demonstrated here, reaches a contrast ratio of 30 between an on state and an off state with switching time below 1 ns.

![Figure 2.1](image)

**Figure 2.1**: Principle of the exciton optoelectronic transistor (EXOT). (a) CQW diagram. (b) Spectrum of indirect excitons at different applied voltages. (c) Energy of indirect excitons as a function of applied voltage. (d) Design schematic for the EXOT. (e) Top view of the device.

The operation principle of the EXOT is based on controlling the flux of excitons via gate voltage. Indirect excitons are dipoles and therefore an electric field $F_z$ perpendicular to the QW plane results in an exciton energy shift $\delta E = eF_zd$, where $d$ is the exciton dipole moment [Miller et al., 1985] (for indirect excitons in CQWs, $d$ is close to the distance between the QW centers [Butov, 2004]). This allows control of indirect exciton energy by gates: An applied gate voltage controls $F_z$ and in turn the indirect exciton energy, Fig. 2.1b,c. We
note that operation principles of general electronic devices are based on electron energy control by gates. A similar control of exciton energy by gates allows the use of indirect excitons in place of electrons in devices.

The operation principle of the EXOT is as follows, 2.1d. The (i) Photons are absorbed at the optical input (source) and create excitons; (ii) Excitons travel from the optical input (source) to the optical output (drain) due to the potential energy gradient \( \delta E \sim e(F_{zd} - F_{zs})d \propto (V_d - V_s)d \) created by the difference in the source voltage \( V_s \) and drain voltage \( V_d \). The exciton flux from source to drain is controlled by a gate voltage \( V_g \) which controls an energy barrier for the indirect excitons in the region of the gate electrode, Fig. 2.1d; (iii) Photons are emitted at the optical output by exciton recombination (since the exciton recombination rate is controlled by \( F_z \), see e.g. [Butov, 2004], optical readout can be driven by applying a voltage pulse to the optical output gate; however this is not employed in the demonstration below).

The EXOT has been realized in a Al\(_{0.33}\)Ga\(_{0.67}\)As/GaAs CQW structure. An \( n^+ \)-GaAs layer with \( n_{Si} = 10^{18} \) cm\(^{-3} \) serves as a homogeneous bottom electrode. The source, gate, and drain electrodes were fabricated on the surface of the structure by depositing a thin semitransparent layer of platinum (8 nm) and gold (2 nm) via e-beam epitaxy. A CQW with 8 nm GaAs QWs separated by a 4 nm Al\(_{0.33}\)Ga\(_{0.67}\)As barrier was positioned 100 nm above the \( n^+ \)-GaAs layer within an undoped 1 \( \mu \)m thick Al\(_{0.33}\)Ga\(_{0.67}\)As layer (positioning the CQW closer to the homogeneous electrode suppresses the in-plane electric field near the edges of the electrodes, which otherwise can lead to the exciton dissociation [Hammack et al., 2006a]). The source and drain gate were kept at \( V_s = 2 \) V and \( V_d = 3 \) V, and the gate voltage \( V_g \) was varied within 0 – 5 V. The bottom electrode was utilized as a common ground. The transistor gate was 1 \( \mu \)m wide, with 1 \( \mu \)m spacing between both the gate and source and the gate and drain, Fig. 2.1e.

Laser light excites excitons at the EXOT source. For the excitation, we used a beam of 632 nm HeNe laser focused to a spot \( \sim 10 \mu \)m in diameter. The emitted light was diffracted by a single-grating spectrometer and detected by a Peltier-cooled photomultiplier tube and time correlated photon counting
system. The exciton’s emission energy depends on the gate voltage, Fig. 2.1b,c, which allowed us to distinguish the exciton emission at the drain region, which occurs at 791 nm for $V_d = 3$ V. The images of the exciton emission were taken by a CCD with a 790 ± 10 nm filter, which covers the spectral range of the excitons in the source, gate, and drain regions. In time resolved measurements, the gate voltage was controlled by a pulse generator. The experiments were performed in a He cryostat at $T = 1.4$ K. The profiles of the exciton energy were estimated as in Ref. [Hammack et al., 2006a].

Results of the experiment are shown in Figs. 2.2 and 2.3. Figures 2.2a and 2.2b present control of the flux of indirect excitons across the gate. A contrast between the output signal in an on state at $V_g = 5$ V and off state at $V_g = 0$ is shown in Fig. 2.2c. In the experiment with pulsed gate voltage, an exponential time constant on the rising edge was $\tau_e \sim 160$ ps and a 10/90 rise time was $\tau_{10/90} \sim 400$ ps, Fig. 2.2d, which indicates that this device is functional at GHz frequencies. The “transfer characteristics” of the EXOT for $V_g$ ranging from 0 to 5 V demonstrates on/off contrast ratio up to 30, Fig. 2.3a. The results agree with our modeling of the electric field profile, Fig. 2.3b: Our estimation suggests that the bump in potential energy between the source and drain disappears around $V_g = 3 - 4$ V, which corresponds to the region of greatest increase in output photon intensity. Our results demonstrate also that the EXOT is operational over a wide range of input powers, Fig. 2.3c (following Ref. [Buchanan, 1996] operational is defined as capable of contrast greater than 3 between on and off states).

To conclude this section, we have demonstrated experimental proof of principle for an optoelectronic transistor based on the modulation of exciton flux by gate voltage. The exciton optoelectronic transistor (EXOT) implements electronic operation on photons using excitons as intermediate media: the intensity of light emitted at optical output is proportional to intensity of light at optical input and is controlled electronically by the gate. We have demonstrated contrast ratio of 30 between an on state and an off state of the EXOT and its operation at speeds greater than 1 GHz. A fundamental result of the experiment
Figure 2.2: Experimental proof of principle of the exciton optoelectronic transistor (EXOT). (a) Emission image at the EXOT in off state, $V_g = 0$. (b) Emission image at the EXOT in on state, $V_g = 5$ V. Excitons travel from source to drain when the EXOT is in on state. Images were taken by CCD using an interference filter with transmission band 790 ± 10 nm. (c) Output spectra for the EXOT in off state, $V_g = 0$ (dashed), and on state, $V_g = 5$ V (solid), demonstrating on/off contrast. The emitted light was collected at the drain region using the spectrometer slit for the spatial filtering. (e) Similar data for device 2 with interference filtering. The interference filter was built to fit to the spectral area of the EXOT output shown by the gray box in (f-h). (f) The filtered broad range spectra of the off/on states. (g) The interference filter transmission. (h) The broad range spectra of the off/on states without the interference filter. (d) Time resolved output intensity (measured at 791 nm) demonstrating the switching speed of the EXOT. Thin line is a guide for the eye. All data except those in (e) refer to device 1. Input laser power $P_{\text{input}} = 430 \mu$W, $T = 1.4$ K, $V_s = 2$ V, and $V_d = 3$ V for the data. 

is a demonstration of control of exciton fluxes and potential energy reliefs for excitons on a time scale much shorter than the exciton lifetime. This opens pathways for studies of excitons in in-situ controlled traps, trap lattices, and other
Figure 2.3: Characterization of the exciton optoelectronic transistor (EXOT). (a) Integrated output intensity of the EXOT as a function of gate voltage $V_g$ normalized to that of the EXOT in off state at $V_g = 0$. Input photon power $P_{\text{input}} = 435 \ \mu\text{W}$. (b) Modeled profile of potential energy of the indirect excitons (left axis) and electric field $F_z$ (right axis) for $V_g = 0 - 5 \ \text{V}$. (c) Integrated output intensity for the EXOT in off state (triangles), $V_g = 0$, and on state (circles), $V_g = 5 \ \text{V}$, as a function of $P_{\text{input}}$. Thin lines are a guide for the eye. $T = 1.4 \ \text{K}$, $V_s = 2 \ \text{V}$, $V_d = 3 \ \text{V}$, and spectral integration range is 789-794 nm for the data.
2.3 The excitonic integrated circuit

In the previous section, we demonstrated the development of an exciton based transistor. Considering the geometry of the device mirrors that of a FET, the EXOT has the potential to be integrated into circuits in a similar manner, thus providing an opportunity to create high speed optoelectronic integrated circuits for optical signal processing.

In this chapter, we demonstrate control of exciton fluxes in an excitonic integrated circuit (EXIC). The circuit consists of three exciton optoelectronic transistors and performs operations with exciton fluxes such as directional switching and merging. Photons transform to excitons at the circuit input and the excitons transform to photons at the circuit output. The exciton flux from the input to the output is controlled by a pattern of the electrode voltages.

We built an excitonic integrated circuit (EXIC), which consists of three exciton optoelectronic transistors (EXOTs). The sample structure and fabrication techniques are identical to that of the previous section. First, we will discuss the performance of a single EXOT in the new geometry, Fig. 2.4c. The excitons are excited in the source electrode and travel from the input (source) to the output (drain) due to the potential energy gradient \( \delta E \sim e(F_{zd} - F_{zs})d \propto (V_{zd} - V_{zs})d \) created by the difference in the source voltage \( V_s \) and drain voltage \( V_d \). The exciton flux from source to drain is controlled by a gate voltage \( V_g \) which controls an energy barrier for the indirect excitons in the region of the gate electrode. The emission image for one of the EXOTs in OFF state and ON state is shown in Fig. 2.4d and 2.4e, respectively. Figure 2.4f shows that the ON/OFF ratio of the signal integrated over the output exceeds 30. The distance between source and drain for the EXOT is \( 3 \mu m \) (limited by the resolution of the lithography used for the sample processing). It may be expected that the EXOT spatial dimensions can be reduced below \( 1 \mu m \), thereby permitting a high packing density, one of the key advantages of electronic integrated circuits.

The device geometry allows the construction of excitonic integrated circuits. For instance, a drain of one EXOT can serve as a source of another EXOT. Fig. 2.5 presents the integrated circuit in which three EXOTs have a common
Figure 2.4: Operation of an exciton optoelectronic transistor (EXOT) within an excitonic integrated circuit. (a) Energy band diagram of the CQW structure; e, electron; h, hole. (b) Control of the energy of the indirect excitons by gate voltage. (c-e) Realization of the EXOT. (c) Electrode pattern. (d,e) Emission of the EXOT in OFF (d) and ON (e) states. The excitons are excited in the source electrode. The energy gradient for the indirect excitons from source towards drain is created by the electrode voltages $V_{\text{source}} = -1.5$ and $V_{\text{drain}} = -2.5$. The exciton flux is controlled by gate electrode; $V_{\text{gate}} = 0$ for OFF state; $V_{\text{gate}} = -3V$ for ON state. (f) Emission intensity along the exciton flux for OFF (red line) and ON (black line) regimes (correspond to the false color images in (d) and (e)).

electrode and form the geometry of a three-beam star. This excitonic integrated circuit can perform several operations with the exciton fluxes, determined by the patterns of the exciton photoexcitation and the electrode voltage.

The first scheme demonstrates directional switching of the exciton flux. The excitons are photoexcited at the input of the top EXOT (electrode 1) and travel to the left and right paths (electrodes 2 and 3, respectively) due to the potential energy gradient, which is created by the voltages on electrodes 1-4. The exciton flux is controlled by the voltages on the gate electrodes $V_{g1}$, $V_{g2}$, and $V_{g3}$, as demonstrated in Fig. 2.5b. Opening the right gate and closing the left gate directs the exciton flux to the right path, while exchanging $V_{g2}$ and $V_{g3}$ switches the flux direction. The exciton fluxes are visualized by the exciton emission. Figure 2.5e shows that the ON/OFF ratio of the excitonic directional
Figure 2.5: Operation of the excitonic integrated circuit. (a) Electrode pattern. (b1,c1,d1) Schematics for photoexcitation spots (points) and fluxes (arrows) of indirect excitons in the circuit. (b1-b4) Demonstration of the directional switch. The excitons are photoexcited at electrode 1. The energy gradient for the indirect excitons from electrode 1 towards electrodes 2 and 3 is created by the electrode voltages $V_1 = -0.5$ V, $V_4 = -1.5$ V, $V_2 = V_3 = -2.5$ V, and $V_{g1} = -2$ V. The exciton fluxes are directed by electrodes g2 and g3; for (b2) $V_{g2} = 0$, $V_{g3} = -3$ V; for (b3) $V_{g2} = -3$ V, $V_{g3} = 0$; for (b4) $V_{g2} = -3$ V, $V_{g3} = -3$ V. (c1-c4) Demonstration of the star switch. The excitons are photoexcited at the center. The energy gradient for the indirect excitons from electrode 4 towards electrodes 1-3 is created by the electrode voltages, $V_1 = V_2 = V_3 = -1.5$ V, $V_4 = -0.5$ V. The exciton fluxes are directed by electrodes g1-g3; for (c2) $V_{g1} = V_{g2} = V_{g3} = -2$ V; for (c3) $V_{g1} = 0$ V, $V_{g2} = V_{g3} = -2$ V; for (c4) $V_{g1} = V_{g2} = 0$, $V_{g3} = -2$ V. (d1-d4) Demonstration of flux merging for indirect excitons. The excitons are photoexcited at electrodes 2 (d2), 3 (d3), or 2 and 3 (d4). The energy gradient for the indirect excitons from electrodes 2 and 3 towards electrode 1 is created by the electrode voltages $V_1 = -2.5$ V, $V_2 = V_3 = -0.5$ V, $V_4 = -1.5$ V, $V_{g1} = -3$ V, $V_{g2} = V_{g3} = -2$ V. (e) Emission intensity along the exciton fluxes (lower dashed lines in (a)) for the left and right paths of the directional switch in ON and OFF regimes (correspond to the false color images in (b)). (f) Emission intensity along the exciton flux (top dashed line in (a)) for the left, right, and both paths open of the flux merger (correspond to the false color images in (d)). The experimental combined signal integrated over the output is within 5 percent of the sum of the signals from the left and right paths (thin cyan line).

...switch exceeds 50. The typical transported exciton density, estimated from the exciton energy shift as in [Hammack et al., 2006b], is $n \sim 5 \times 10^{10} \text{cm}^{-2}$ when
the device is open. In turn, the corresponding number of transported excitons
\[ N = nS \sim 10^5, \]
where \( S \) is the area of the exciton cloud at the region of output electrode.

The second scheme demonstrates directional switching of the exciton
flux in a star geometry (Fig. 2.5c). The excitons are photoexcited at the common
electrode at the center of the circuit and travel to the top, left, and right paths due
to the potential energy gradient, which is created by the voltages on electrodes
1-4. The exciton flux is controlled by \( V_{g1}, V_{g2}, \) and \( V_{g3}, \) which open or close
the corresponding path. Figure 2.5c demonstrates directing the exciton fluxes to
three paths (c2), two paths (c3), and one path (c4).

Another scheme demonstrates merging of the exciton fluxes (Fig. 2.5d).
The excitons are photoexcited at the electrodes 2 and 3 and travel towards the top
electrode due to the potential energy gradient, which is created by the voltages
on electrodes 1-4. The exciton fluxes from the left and right arms are controlled
by \( V_{g2} \) and \( V_{g3}, \) respectively. The two fluxes flow to the top separately when
only one of the paths is open (d2 and d3) and are combined when both paths are
open (d4). When both paths are open the circuit implements the optoelectronic
sum operation for the exciton fluxes (d2-d4). Figure 2.5f shows that the excitonic
flux merger performs the sum operation with a high accuracy: The experimental
combined signal integrated over the output is within 5 percent of the sum of the
signals from the left and right paths. Note that the circuit can also implement
the all-optical logic AND gate with 1 set at a higher level, which is achieved by
the combined input signals from the both paths \((P_{output-1} \approx P_{left} + P_{right}), \) and 0
set at a lower level, which cannot be achieved by the left or right input signal
equally \((P_{output-0} < P_{left} + P_{right}).\)

The exciton energy as a function of coordinate is presented in Fig. 2.6.
The images demonstrate the excitons’ drift down the potential energy gradient
created by the pattern of electrode voltages. Previous studies have shown that
in this temperature range and in the presence of a potential energy gradient,
exciton transport in a CQW structure can be described by drift and diffusion
[Hammack et al., 2006b].
Fig. 2.6: Indirect exciton flux follows the energy gradient. (a1) Schematic for indirect exciton fluxes in the flux merger. (a2) x-y image of the excitonic integrated circuit. (a3) Energy-y image of the indirect exciton flux. The exciton energy was dispersed by the spectrometer; the spectrometer slit position is shown by blue line in (a2). Applied voltages and excitation spot positions are the same as in Fig. 2d4. (b1) Schematic for indirect exciton fluxes in the directional switch. (b2) y-x image of the excitonic integrated circuit. (b3) Energy-x image of the indirect exciton flux. The spectrometer slit position is shown by blue line in (b2). Applied voltages and excitation spot position are the same as in Fig. 2b4.

Devices based on excitons can only be operational for temperatures where the excitons exist. This temperature range is determined to be roughly below $E_x/k_B$, where $E_x$ is the exciton binding energy and $k_B$ is the Boltzmann constant [Chemla et al., 1984]. For indirect excitons formed in a Al$_{0.33}$Ga$_{0.67}$As/GaAs CQW structure with $d = 12$ nm, $E_x/k_B$ is on the order of 40K [Szymanska & Littlewood, 2003]. Note however that $E_x$ can be varied by choosing different semiconductor materials and different structure parameters. For instance, in wide bandgap semiconductor materials $E_x/k_B$ approaches room temperature. The operation temperature is also limited by the possibility of spatial separation of electrons and holes by the applied electric field. The energy $eFzd$ should be higher than $k_B T$ (e.g. for the sample studied in this paper $eFzd$ reaches 50 meV $\sim$ 600 K, see Fig. 2.4b). Note also that efficient device operation requires high-quality samples with a low nonradiative recombination rate.

The circuits perform electronic operations on excitons, which can also
be viewed as electronic operations on photons using excitons as intermediate media. Our device operates as a directional switch, star switch, and flux merger. The direct coupling of photons, used in communication, to excitons, used as the device operation media, may lead to the development of efficient exciton-based optoelectronic devices. The demonstrated control of exciton fluxes opens the possibility to study excitons in controllable potential profiles. Virtually any in-plane potential relief can be created for excitons by the appropriately designed voltage pattern, including for instance traps, quantum point contacts, conveyers, and lattices.

2.4 Further work

We have demonstrated that indirect excitons are a promising platform for the development of optoelectronic logic elements. These devices created a foundation upon which further advancements in exciton-based optoelectronics have been made. This section will summarize recent advancements in the field made by our research group.

High temperature operation:

As mentioned previously, GaAs quantum wells only support exciton binding up to temperatures $T \approx 40\text{K}$. In general, the higher the temperature at which devices are operational, the more practical they are for real world applications. In that light, in [Grosso et al., 2009] we demonstrate that exciton-based optoelectronics can be operational up to $T \approx 125\text{K}$. The devices are based on an AlAs/GaAs coupled quantum well structure. A small $d \sim 3$ nm results in a high binding energy of indirect excitons in such CQW $E_{ex}/k_B \sim 100$ K [Zrenner, 1992], permitting device operation at elevated temperatures. The devices include the exciton optoelectronic transistor (EXOT), the excitonic bridge modulator (EXBM), and the excitonic pinch-off modulator (EXPOM). This is a two orders of magnitude increase in the operation temperature compared to the earlier devices, which were shown to operate at $T = 1.4\text{K}$.
All-optical exciton transistor:

The demonstrated exciton transistors have a photonic input and a photonic output. However, they are controlled electronically. It would be advantageous to show that these devices can also be controlled optically. Such operation is demonstrated in [Kuznetsova et al., 2010]. In this paper, the main advancement is the inclusion of a metal-semiconductor-metal photoconnector to the structure. Then, it is shown that an optical input can modulate the gate potential, and hence turn the transistor off and on. Promisingly, it is further demonstrated that light at 786nm can control the device. This wavelength is in the range of the exciton wavelength; this suggests that the output of one transistor could be used to control the gate voltage of another transistor, and hence allow daisy chaining of excitonic devices and perhaps amplification of exciton signals.
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Chapter 3

Excitons in electrostatic traps

3.1 Motivation

One of the most stunning developments of the last twenty years in physics was the observation of Bose-Einstein condensation (BEC) in cold atomic gases [Anderson et al., 1995; Bradley et al., 1995; Davis et al., 1995]. The researchers observed a dramatic phase change from a classical state, in which the momentum distribution was thermal, to a quantum state, in which there was massive occupation of the ground state of the system. The atoms in the ground state became completely indistinguishable from each other, and in effect the researchers succeeded in creating a super particle, in which all the members were in perfect phase.

However, it was not enough to simply hold a collection of atoms in place and wait for them to condense; rather, to achieve the ultra-cold temperatures necessary for BEC, the researchers were required to develop sophisticated traps which could not only hold the atoms but could cool them at the same time. The development of evaporative cooling was a critical step towards achieving atomic BEC.

Traps have also been of fundamental interest in studies of indirect excitons. As a bosonic particle, excitons are expected to undergo BEC at low temperatures, see the discussion in chapter 1. This phase transition will be
density dependent. Therefore, it is of general interest to develop a trap that will efficiently collect excitons into the trap center. Since indirect excitons are electronically controllable they lend themselves well to electrostatic traps, and in fact many electrostatic traps have been prototyped [Huber et al., 1998; Hammack et al., 2006a; Chen et al., 2006; Gorbunov & Timofeev, 2006; Schinner et al., 2011]. Electrostatic traps are of particular interest because they offer the possibility of controlling the exciton potential in situ. Along with electrostatic traps excitons were studied in a variety of traps including strain-induced traps [Trauernicht et al., 1983; Kash et al., 1988; Naka & Nagasawa, 2005; Yoshioka et al., 2011], traps created by laser-induced interdiffusion [Brunner et al., 1992], magnetic traps [Christianen et al., 1998], and laser-induced traps [Hammack et al., 2006b; Alloing et al., 2012].

In this chapter, we present the development of precision-engineered electrostatic traps for indirect excitons. In particular, we demonstrate two new traps; the elevated trap and the diamond trap. These traps offer unique advantages over existing techniques, including evaporative cooling of the exciton cloud as well as efficient collection of excitons to the trap center. We utilize the traps to gain insight into exciton-exciton interaction and exciton screening of the disorder potential.

### 3.2 The Elevated Trap

In this section, we present studies of indirect excitons in an elevated trap. The elevated trap allows evaporative cooling of the exciton cloud. The transition from a normal to elevated trap results in the appearance of narrow lines in the emission spectrum. The density, temperature, and voltage dependences indicate that these lines correspond to the emission of individual states of indirect excitons in a disorder potential in the elevated trap. We show that the linewidth of the exciton emission is a combination of inhomogeneous broadening due to the disorder potential as well as homogenous broadening due to exciton-exciton interaction.
Figure 3.1: Imaging excitons in the elevated trap. (a) Energy band diagram of the CQW structure; e, electron; h, hole. (b) Energy of indirect excitons vs electrode voltage (applies for all electrodes on the sample). (c) Electrode pattern. A trap is formed at electrode t by voltages on electrodes s, g, and t. The circles show the positions of the laser excitation. (d) Emission image of indirect excitons in the elevated trap regime. The cloud of indirect excitons in the elevated trap is in the center. $V_s = -2 \text{ V}, V_g = -1.5 \text{ V}, V_t = -0.5 \text{ V}, P_{ex} = 750 \mu\text{W}, T = 1.4 \text{K}.$

In-plane potential profiles were created by the pattern of electrodes shown in Fig. 3.1c. Elevated traps for indirect excitons in the region of central electrode $t$ were created by applying $|V_t| < |V_g|, |V_s|$, while normal traps were created by applying $|V_t| > |V_g|, |V_s|$. The energy of the elevated trap is above the energy of its surroundings, $E_t > E_g, E_s$ (Fig. 3.2a), while the energy of the normal trap is below, $E_t < E_g, E_s$ (Fig. 3.2c).

The elevated trap was fabricated in a similar manner as the devices in chapter 2. In fact, the elevated trap utilizes the same electrode geometry as the excitonic integrated circuit. The excitons were photoexcited by a 633 nm HeNe laser focused to a spot $\sim 5 \mu\text{m}$ in diameter in the area shown by the
upper circle in Fig. 1c (except the data in Fig. 1d, which was measured with three excitation spots at the three circles in Fig. 1c. The results with one and three excitation spots were qualitatively similar). For the elevated trap regime, excitons in the trap were mainly created by the tail of the laser excitation which reduced heating in the trap area. The emission images were taken by a CCD with an interference filter 800 ± 5 nm, which covers the spectral range of the indirect excitons. The spatial resolution was 1.5 microns. The spectra were measured using a spectrometer with resolution 0.18 meV. All presented spectra were taken from the trap center.

3.2.1 Appearance of sharp lines in the elevated trap

For the entire range of studied densities \( P_{ex} = 1 - 1140 \mu W \) with the smallest limited by signal strength) the emission spectrum in the normal trap was a structureless line with FWHM > 1 meV, like that in Fig.3.2d. However, sharp lines were observed in the emission spectrum in the elevated trap (Fig.3.2b). FWHM of lines 2-4 were measured as low as 0.18 meV, which is close to the spectrometer resolution. The sharp lines vanish at the transition from the elevated trap to normal trap, i.e. at \( E_t \approx E_g \) (Fig.3.2e). They also vanish with increasing bath temperature (Fig.3.2f).

Varying the electrode voltage \( V_t \) results in an energy shift of lines 1-4, Fig.3.2g. The measured \( \delta E \approx 10.4V_t \) meV/V corresponds to \( d \approx 10.7 \) nm, which is close to the nominal distance between the QW centers. Therefore, lines 1-4 correspond to the emission of indirect excitons. Note that sharp lines in the emission of excitons in QWs were observed earlier [Zrenner et al., 1994; Hess et al., 1994; Gammon et al., 1996]. They were attributed to the emission of excitons localized in local minima of the in-plane disorder potential. The latter forms mainly due to QW width and alloy fluctuations [Zrenner et al., 1994; Hess et al., 1994; Gammon et al., 1996; Hegarty et al., 1984; Takagahara, 1985; Zimmermann et al., 1997]. In contrast to the sharp lines in Fig. 3.2, the sharp lines in [Zrenner et al., 1994; Hess et al., 1994; Gammon et al., 1996] correspond to the emission of direct excitons with both electrons and holes confined in one QW.
Figure 3.2: Emission spectra of excitons in the elevated trap. (a) Schematic of an elevated trap. (b) Emission spectra of indirect excitons in the elevated trap. $V_s = -2V$, $V_g = -1.5V$, $V_t = -0.5V$. (c) Schematic of a normal trap. (d) Emission spectra of indirect excitons in the normal trap. $V_s = -2V$, $V_g = -2.5V$, $V_t = -3.5V$. (e) The ratio of line 2 to line 1 intensities $I_2/I_1$ vs energy difference between the indirect excitons in the trap and surrounding gates. (f) $I_2/I_1$ vs bath temperature. $V_s = -2V$, $V_g = -1.5V$, $V_t = -0.5V$, $P_{ex} = 6.3\mu W$. (g) Energies of lines 1-4 vs $V_t$. $V_s = -2V$, $V_g = -1.5V$. For (b,d,e,g), $T = 1.4K$ and $P_{ex} = 18\mu W$.

In analogy to the interpretation of sharp lines corresponding to the emission of direct excitons [Zrenner et al., 1994; Hess et al., 1994; Gammon et al., 1996], we attribute the observed sharp lines (Fig. 3.2b) to the emission of indirect excitons localized in local minima of the disorder potential in the trap. We note that the local minima of a disorder potential can be considered as “natural quantum dots” [Zrenner et al., 1994]; in turn, natural quantum dots for indirect excitons can be considered as a counterpart of quantum dot pairs and posts [Krenner et al., 2005; Stinaff et al., 2006; Scheibner et al., 2007; Krenner et al., 2008].

In general, the particle localization length is small for the lowest energy states in a disorder potential and increases with increasing energy [Lee &
The particle can be considered as localized when the localization length is small compared to the system size, the trap size in our case, and delocalized (over the system) when the localization length is comparable to the system size. The density dependence presented below indicates that low-energy lines 2-4 correspond to the emission of localized states, while high-energy line 1 (which can be a set of unresolved narrower lines) corresponds to the emission of delocalized excitons.

First, we discuss why the sharp lines are observed in the elevated trap regime and vanish in the normal trap regime. The observation of individual localized states in the disorder potential is facilitated by collecting the exciton emission from a small area (Fig.3.1d) containing not too many localized states so that their emission can be resolved. However, both the normal and elevated traps utilize the small area, while sharp lines emerge only in the elevated trap regime (Fig.3.2e). Their emergence is facilitated by an effective “cooling” of the excitons present only in an elevated trap. Since the energy of excitons in the elevated trap is higher than in the surrounding areas, excitons can escape the trap. The escape rate of lower-energy strongly-localized excitons is generally slower. This increases the occupation of lower-energy strongly-localized states in comparison to that of higher-energy weakly-localized (or delocalized) states. An increase in the relative occupation of lower-energy states can be considered as lowering the exciton temperature. This mechanism has similarities with evaporative cooling. In turn, the sharp lines vanish with increasing temperature (Fig.3.2f) and in the normal trap regime where “evaporative cooling” is absent (Fig.3.2e).

Note that in the normal trap the excitons travel to the trap center downhill potential energy gradient that may increase the exciton temperature [Hammack et al., 2006b]. In turn, in the elevated trap traveling uphill may reduce the exciton temperature. However, in the presented experiments this is inessential since the estimated number of excitons which can overpass the potential energy hill and reach the elevated trap is small compared to the number of excitons created in the trap due to the tails of the laser excitation.
One can introduce an effective temperature $\tilde{T}$ for the population balance between the localized and delocalized states as $\delta = n_{\text{deloc}} / n_{\text{loc}} \sim \exp[-\varepsilon / (k_B \tilde{T})]$, where $\varepsilon$ is a localization energy. Then the “cooling efficiency” in the elevated trap regime can be quantified by the parameter $\gamma = \delta_{\text{norm}} / \delta_{\text{elev}}$. A large $\gamma$ observed in the experiments indicates an efficient cooling. In turn, the temperatures in the elevated trap regime and in the normal trap regime are related by $1 / \tilde{T}_{\text{elev}} = 1 / \tilde{T}_{\text{norm}} + (k_B / \varepsilon) \ln \gamma$. This allows a rough estimate for $\tilde{T}_{\text{elev}}$. Assuming $\gamma \gtrsim 10$ and $\varepsilon / k_B \sim 10$K (correspond to line 2, Fig.3.2) and $\tilde{T}_{\text{norm}} \sim 3$K (corresponds to a typical temperature of the indirect excitons in the presence of cw excitation and without the “cooling” [Butov et al., 2001; Hammack et al., 2006b]), one obtains $\tilde{T}_{\text{elev}} \lesssim 1.8$K.

The “cooling efficiency” $\gamma$ can be estimated by using the rate equations for occupations of the localized and delocalized states at equilibrium, which result to $\gamma = 1 + \tau / \tau_{\text{esc}}$, where $\tau^{-1} = \Lambda^{-1} \tau_{\text{loc}}^{-1} + \tau_{\text{opt}}^{-1}$, $\Lambda = (\Lambda_l + \Lambda_d) / \Lambda_l$, $\Lambda_d$ ($\Lambda_l$) is the population rate of the delocalized (localized) states due to the laser excitation, $\tau_{\text{opt}}$ and $\tau_{\text{loc}}$ are the radiative and localization times of the delocalized excitons, and $\tau_{\text{esc}}$ is their escape time from the elevated trap ($\tau_{\text{esc}} \sim S_{\text{trap}} / D_x \sim 0.1-1$ ns for elevated trap area $S_{\text{trap}} \sim 1 \mu m^2$ and diffusion coefficient $D_x \sim 10-100$ cm$^2$/s [Ivanov et al., 2006]). For direct excitons with a short lifetime $\tau_{\text{opt}} \sim 0.01 - 0.1$ ns, the cooling is inefficient. Indeed, in this case $\gamma < 1 + \tau_{\text{opt}} / \tau_{\text{esc}} \sim 1.1$. On the contrary, the cooling can be efficient for indirect excitons with a long lifetime $\tau_{\text{opt}} \sim 10 - 10^4$ ns. In this case $\gamma \sim 1 + \Lambda \tau_{\text{loc}} / \tau_{\text{esc}}$. It reaches $\gamma \sim 10$ estimated from the experiments when $\tau_{\text{esc}} \sim 0.1 \Lambda \tau_{\text{loc}}$.

### 3.2.2 Density dependence of excitons in the elevated trap

The density dependence of the emission of indirect excitons in the elevated trap is presented in Figs.3.3, 3.4. In the entire studied density range, states 1-4 are confined in the elevated trap. This confinement is revealed by the finite spatial extension of all states in the trap $\sim 3 \mu m$ (Figs. 3.1d, 3.3a). (Note parenthetically that the confinement may involve a small barrier at the trap edges, shown schematically in Fig. 3.2a, however the exact trap profile is beyond the
The exciton energy increases with density due to the repulsive dipole-dipole interaction of the indirect excitons (Figs.3.3, 3.4b). The exciton density $n$ can be estimated from the energy shift $\delta E$ as $n = \epsilon \delta E / (4\pi e^2 d)$ [Yoshioka & Macdonald, 1990; Zhu et al., 1995; Lozovik & Berman, 1996; Ivanov, 2002]. It is presented at the top of Figs.3.4a-c. The energy shift of the localized states is close to that of the delocalized states.

The emission intensity of the localized excitons saturates as shown in Fig.3.4c for line 2. The saturation indicates that only a finite a number of excitons can occupy a local minimum of the disorder potential. For the minimum corresponding to line 2 this number appears to be one. Indeed, if a second exciton were added to the minimum, the energy of the exciton state in it would...
Figure 3.4: Modeling of localized and delocalized exciton interaction. (a) FWHM, (b) energy, and (c) intensity of line 1 (green triangles) and line 2 (black squares) vs $P_{ex}$. Density listed on top is an estimate based on the exciton energy shift, the lowest value is an estimate based on the PL intensity ratio. $V_s = -2V$, $V_g = -1.5V$, $V_i = -.5V$, $T = 1.4K$. (e) Calculated FWHM of emission line of delocalized indirect excitons (green). Thin lines present the contributions from homogeneous broadening due to exciton-exciton interaction (magenta) and inhomogeneous broadening due to disorder (cyan). The disorder amplitude $U^{(0)}/2 = 0.35$ meV corresponds to line 1. (f) Calculated FWHM of emission line of localized indirect excitons (black). Thin lines present the contributions from inelastic (blue) and elastic (red) exciton scattering. $\varepsilon = 1.3$ meV corresponds to line 2. (d) Calculated FWHM of emission lines including the resolution 0.18 meV for comparison with the experimental data in (a).

increase due to the repulsive interaction. Since the area of the minimum is small compared to the area of the entire trap, adding one more exciton should result to a significant increase of the exciton density in it and, in turn, to a sharp increase of the energy of the localized state. Since no such energy increase is observed (Fig.3.4b), no more than one exciton can occupy the local potential minimum. This is consistent with the small estimated exciton localization length in the
minimum $l_{\text{loc}} \sim \hbar / \sqrt{(2M_x \epsilon)} \sim 10 \text{ nm}$, comparable to the exciton Bohr radius. The effect is similar to the Coulomb blockade for electrons. It is due to the dipole-dipole repulsion of the indirect excitons.

The emission lines broaden with density (Fig.3.3b, 3.4a). While the widths of lines 2-4 increase by only about 0.1 meV, the width of line 1 increases by more than 1 meV (Fig.3.4a). The strong difference indicates that lines 2-4 correspond to the emission of localized states, while line 1 – delocalized, as discussed below.

The spectral width of the delocalized state emission is approximated by

$$\Delta_{\text{FWHM}} = [\Gamma_{\text{hom}}^2 + \Gamma_{\text{inhom}}^2]^{1/2},$$

where $\Gamma_{\text{hom}} = \hbar / \tau_{x-x} + \hbar / \tau_{x-LA} + \hbar / \tau_{\text{rec}}$ is the homogeneous broadening due to exciton – exciton and exciton – phonon scattering and finite recombination lifetime and $\Gamma_{\text{inhom}} = \langle U_{\text{rand}} \rangle$ is the inhomogeneous broadening due to disorder, $\langle U_{\text{rand}} \rangle$ is the average amplitude of the CQW in-plane long-range disorder potential. For $n \gtrsim 10^8 \text{ cm}^{-2}$ relevant to the experiments, $\Gamma_{\text{hom}}$ is well approximated by $\hbar / \tau_{x-x}$ with $\tau_{x-x}$ given by

$$\frac{1}{\tau_{x-x}} = \left( \frac{u_0 M_x}{2 \pi} \right)^2 \left( \frac{k_B T}{\hbar^2} \right) e^{-T_0/T} F_0 \int_0^\infty du \int_0^{2\pi} d\phi \left[ e^{2u} - F_0 \right] \left[ e^{u(1-\cos \phi)} - F_0 \right] \left[ e^{u(1+\cos \phi)} - F_0 \right] \left[ e^{2u} - F_0 \right],$$

(3.1)

where $F_0 = 1 - e^{-T_0/T}$, $T_0 = \pi \hbar^2 n / (2M_x)$, and $u_0$ is approximated by $u_0 \approx 4\pi e^2 d / \epsilon$ [Ivanov et al., 1999]. In this sample, excitons have mass $M_x = 0.22m_0$. $\Gamma_{\text{hom}}(n)$ evaluated with Eq. (3.1) is shown in Fig. 3.4e.

The inhomogeneous broadening is dominant at low densities where the interaction effects vanish. It produces a linewidth of 0.5 meV for the studied sample, Fig.3.4a. The inhomogeneous broadening decreases with increasing density due to screening of the long-range disorder potential by interacting indirect excitons as

$$\Gamma_{\text{inhom}} = \frac{U^{(0)}}{1 + [(2M_x)/(\pi \hbar^2)](e^{T_0/T} - 1)u_0},$$

(3.2)

where $U^{(0)} = 2\langle |U_{\text{rand}}(r_0)| \rangle$ is the amplitude of the unscreened disorder potential, when $n \rightarrow 0$ [Ivanov, 2002]. $\Gamma_{\text{inhom}}(n)$ evaluated with Eq. (3.2) is shown in Fig.3.4e.
The density increase also results in the homogeneous broadening of the localized states, lines 2-4 (Fig.3.4a), due to the scattering of the localized exciton with delocalized excitons. It is given by $\Gamma^{(loc)}_{\text{hom}} = \frac{\hbar}{\tau_{\text{in}}} + \frac{\hbar}{\tau_{\text{el}}}$ with

$$\frac{\hbar}{\tau_{\text{in}}} = \left( \frac{u_0 M_x}{2\pi \hbar^2} \right)^2 k_B T (1 + F_0) \int_0^{2\Delta} du \int_0^{2\pi} d\phi \left[ e^{2u} - F_0 \right] \left[ e^{u+\Delta-f(u)} \cos \phi - F_0 \right] \left[ e^{u-\Delta-f(u)} \cos \phi - F_0 \right]$$

$$\times \left[ e^{u - \Delta - f(u)} \cos \phi - F_0 \right] \left[ e^{u - \Delta + f(u)} \cos \phi - F_0 \right] \left[ e^{2u - F_0} \right]$$

$$\frac{\hbar}{\tau_{\text{el}}} = \left( \frac{u_0 M_x}{2\pi \hbar^2} \right)^2 k_B T F_0 \int_0^{\infty} du \int_0^{2\pi} d\phi \left[ e^{u/\cos 2\phi} - F_0 \right] \left[ e^{u/\cos 2\phi} - F_0 \right] \left[ e^{u + 2\Delta} - F_0 \right] \left[ e^{u + 2\Delta} - F_0 \right] \left[ e^{u - 2\Delta} - F_0 \right] \left[ e^{u - 2\Delta} - F_0 \right]$$

where $f(u) = \sqrt{u(u - 2\Delta)}$ and $\Delta = \frac{\varepsilon}{2k_B T}$. The first (second) contribution is due to the inelastic (elastic) scattering channel “localized exciton + delocalized exciton $\rightarrow$ delocalized (localized) exciton + delocalized exciton”. In elastic scattering the delocalized exciton changes its momentum by the amount which can be relaxed by the localized exciton, $\sim 1/l_{\text{loc}}$. The numerical evaluations with Eqs. (3.1),(3.3),(3.4) show that the homogeneous broadening of the localized state is much smaller than that of the delocalized state (Fig.4e,f). This difference can be attributed to the energy gap $\varepsilon$, which reduces the number of possible states for the scattering of localized excitons. This difference in linewidth broadening with increasing density allows distinguishing the localized from delocalized states and attribute lines 2-4 to the former and lines 1 to the latter. The theoretical and experimental results are in agreement, compare Figs.3.4a and 3.4d.
3.3 The Diamond Trap

Of particular interest is a trap which can provide a confining potential with the exciton energy gradually reducing towards the trap center. Such a parabolic-like potential could collect excitons from a large area, creating a dense exciton gas. This, in turn, can facilitate the creation of a degenerate exciton gas and eventually exciton BEC in the trap.

In this section, we report on the principle and realization of a new electrostatic trap for indirect excitons - the diamond trap. The diamond trap creates a parabolic-like confining potential for excitons with a single electrode. We present studies of exciton behavior in the trap. At low densities and temperatures, excitons in the trap are localized by the disorder potential. However, with increasing density, the disorder is screened by exciton-exciton interaction, and the excitons become free to collect to the trap center. At high density, the trap behaves as a smooth parabolic potential which realizes a cold and dense exciton gas at the trap center.

3.3.1 Creation of a parabolic-like trapping potential

Confining potentials can be made by using multi-ring traps [Hammack et al., 2006a], however such traps require a large number of contacts, which makes the design complex. In contrast, the diamond trap creates a parabolic-like potential using a single electrode. Advantages include simplicity of fabrication and accuracy of control. For instance, switching off the confining potential, like in atomic time-of-flight experiments, or modulating trap depth, like in atomic collective mode experiments, [Cornell & Wieman, 2002; Ketterle, 2002] can be realized by modulating the electrode voltage.

The diamond trap is formed by a single top electrode of a diamond shape, Fig. 3.5c. Since a thinner electrode produces a smaller electric field in the \( z \) direction (due to the field divergence near the electrode edges), the potential of the diamond trap \( eF_zd \) is deepest at the center, where the electrode is widest, and becomes progressively shallower towards the diamond tips. The trap profile
Figure 3.5: Principle of operation for the diamond trap. (a) Energy band diagram of the CQW; e, electron; h, hole. (b) Schematic of device structure. (c,d) A diamond-shaped electrode creates a parabolic-like trap. (e,f) A circular electrode creates a box-like trap. $D = 1 \mu m$, the CQW is 100 nm above the bottom electrode, $d = 12 \text{ nm}$, the diamond electrode is $3.5 \times 20 \mu m$, and the applied voltage is $1 \text{ V}$ in the calculations.

The device includes a $3.5 \times 30 \mu m$ diamond electrode, a 600 nm wide ‘wire’ electrode which surrounds the diamond, and ‘outer plane’ electrode (Fig. 3.6).
The sample structure and fabrication techniques are the same as in the devices presented in chapter 2. The excitons were photoexcited by a 633 nm HeNe laser or Ti:Sp laser tuned to the direct exciton resonance at 789 nm. The excitation was defocused over the device area. The spectra were measured with resolution 40µeV. The spatial resolution was 1.5µm. Potential profiles were calculated using COMSOL Inc. Multiphysics software.

Experimental results verify the creation of a parabolic-like trap (Fig. 3.6). By varying the diamond electrode voltage $V_d$ with respect to the wire voltage $V_w$ and outer plane voltage $V_p$, we go from a flat exciton energy (Fig. 3.5b,d,f) to a normal trap (Fig. 3.5c,e,g). The parabolic-like shape of the trap is evident in the $x - E$ emission image (Fig. 3.5g). The collection of excitons to trap center is seen in both the $x - y$ and $x - E$ images (Fig. 3.5e,g).
Figure 3.7: Realization of diamond trap as an elevated trap. (a-c) Calculated potential profiles vs. $|V_{\text{wire}}|$ showing the transition from a bump to elevated trap. The corresponding $x - y$ (d-f) and $x - E$ (g-i) emission images of the exciton cloud. Inset: The measured trap profile for $|V_{\text{wire}}| = 2.8$ (squares), 2.0 (circles), and 1.6 V (triangles). For all data, $T = 1.4$ K, $\lambda_{\text{ex}} = 633$ nm, $P_{\text{ex}} = 28\mu W$, $V_d = -2.5$ V, $V_p = -3$ V.

3.3.2 The diamond trap as an elevated trap

The ‘wire’ and ‘outer plane’ electrodes are not necessary for creating a normal trap. However, they are used for creating an elevated trap in which the trap energy is at a higher energy than its surroundings. This allows evaporative cooling of the exciton gas, since higher energy excitons are more likely to escape the trap than lower energy excitons. The evaporative cooling results in an enhancement of the population of lower energy exciton states localized in local minima of the disorder potential in the trap [High et al., 2009a]. The localized exciton states manifest themselves by sharp emission lines located at the state positions (Figs. 3.7h, 3.8a).

Figure 3.7 demonstrates creation of elevated traps. Varying $V_{\text{wire}}$ transforms the energy profile from a bump to elevated trap. Increasing the height of the
trap walls enhances the exciton collection to the trap center. A higher amount of spatially localized sharp lines in the spectrum shows that excitons are more localized in the elevated trap regime than in the normal trap regime (Fig. 3.6g, 3.7h), indicating lower exciton temperature in the former.

3.3.3 Experimental studies of excitons in the diamond trap

![Image of Figure 3.8](image)

**Figure 3.8**: Density dependence of excitons in the elevated diamond trap. (a-c) $x - E$ emission images of excitons in an elevated trap for $P_{ex} = 1.5, 36,$ and $200 \mu W$. (d) Ratio of signal variation to signal intensity. (e) Simulated amplitude of 1 meV disorder with increasing exciton density. (f) Energy profile for $P_{ex} = 1.5$ (squares), 36 (triangles), and 200 $\mu W$ (circles). (g) Simulated energy profile of indirect excitons in a parabolic-like trap with disorder for exciton creation rate $\Lambda = 0.1, 0.5, 1.3,$ and $2 \mu m^{-2} ns^{-1}$ (from bottom to top). For all data, $T = 1.4 K$, $\lambda_{ex} = 789 nm$, $V_d = -2.5$, $V_w = -1.8$, and $V_p = -3 V$.

The remainder of this section concerns the elevated trap regime. Figure 3.8 presents the density dependence. At low density, the excitons are localized in disorder and evenly distributed across the trap (Fig. 3.8a). As the exciton density is increased, the disorder is screened by exciton-exciton interaction as revealed by the disappearance of sharp emission lines, which correspond to the
localized states (Fig. 3.8a-c). This is quantified by the signal variation due to localization $\sigma$, which drops with increasing density, indicating screening of the disorder (Fig. 3.8d, the noise contribution to $\sigma$ is negligible).

**Figure 3.9**: Comparison of experiment and modeling of excitons in the elevated diamond trap. (a) Experimental emission profile and (b) simulated density profile of excitons in the trap vs. $P_{ex}$ at $T = 1.4$ K. $n_0$ is the density of quantum degeneracy. (c) Experimental emission profile and (d) simulated density profile of excitons for $T = 1.4$ and 6 K at $P_{ex} = 9 \mu W$, $\Lambda = 0.05$. Experimental (points) and simulated (lines) FWHM of the exciton cloud (e) vs. $P_{ex}$ and $\Lambda$ at $T = 1.4$ K and (f) vs. $T$ at $P_{ex} = 9 \mu W$, $\Lambda = 0.05$ for different disorder amplitudes. For all data, $V_d = -2.5$, $V_w = -1.8$, and $V_p = -3$ V. $\lambda_{ex} = 789$ nm.

At high densities, excitons effectively collect to the trap center. This is revealed by a significant reduction of the exciton cloud width (Fig. 3.8a-c, 3.9a,b,e). We attribute the observed density-enhanced exciton collection to the screening of trap disorder by exciton-exciton interaction. This interpretation is confirmed by the temperature dependence at low densities (Fig. 3.9c,d,f): The exciton cloud width decreases with increasing temperature, consistent with exciton delocalization due to thermal activation over the disorder potential.

### 3.3.4 Modeling

This interpretation was examined by theoretical estimates. Similar to Ref. [Ivanov et al., 2006], we start with the continuity equation for exciton density
where $R = \tau_r^{-1}$ is the recombination rate and $\Lambda$ is the generation rate due to photoexcitation. Taking into account the Einstein relation, we can write the current as follows:

$$J = -D \frac{dn}{d\mu_0} \nabla \left[ \left( U(r) + \gamma \nu_1 n + \mu_0(n) \right) \right].$$  \hfill (3.7)

Here $D$ is the diffusion coefficient. The terms in the square brackets present the potential acting on the excitons. $U(r)$ is the potential due to trap and disorder and $\gamma \nu_1 n$ is the potential created by exciton-exciton repulsion. The latter is treated as local, neglecting $1/r^3$ dipolar tails. $\nu_1$ is the exciton density of states per spin. The dimensionless parameter $\gamma$ presents the interaction strength. The last term is the “bare” chemical potential (due to kinetic energy only) given by

$$\mu_0(n, T) = T \ln \left( 1 - e^{-n/n_0} \right), \quad n_0 = g \nu_1 T. \quad \hfill (3.8)$$

Here $n_0$ is the density at which exciton gas become quantum degenerate and $g = 4$ is the spin degeneracy.

We measure density in dimensionless units $\tilde{n} \equiv n/n_0$, which has the physical meaning of the Bose occupation factor. $n_0 \approx 1.5 \times 10^{10} \text{ cm}^{-2} \times T[K]$. Then

$$\frac{dn}{dt} + \nabla J + Rn = \Lambda, \quad \hfill (3.6)$$

$$\frac{\partial \tilde{n}}{\partial t} + \nabla \tilde{J} + R\tilde{n} = \frac{\Lambda}{n_0}, \quad \hfill (3.9)$$

$$\tilde{J} = -\frac{D}{T} \left( e^\tilde{n} - 1 \right) \nabla U - D_{\text{eff}} \nabla \tilde{n}, \quad \hfill (3.10)$$

$$D_{\text{eff}} = D \left[ 8\gamma (e^\tilde{n} - 1) + 1 \right]. \quad \hfill (3.11)$$

In the steady state $\partial \tilde{n}/\partial t = 0$, and Eq. (3.9) becomes

$$\nabla (-D_{\text{eff}} \nabla \tilde{n} + J_{\text{con}}) + R\tilde{n} = \frac{\Lambda}{n_0}, \quad \hfill (3.12)$$

$$J_{\text{con}} = -\frac{D}{T} \left( e^\tilde{n} - 1 \right) \nabla U. \quad \hfill (3.13)$$

This equation can be obtained from formulas of Ref. [Ivanov et al., 2006] with a simplifying approximation of constant $T$ and $R$. 

$n(r, t)$ and current $J(r, t)$:

$$\frac{\partial n}{\partial t} + \nabla J + Rn = \Lambda, \quad \hfill (3.6)$$

where $R = \tau_r^{-1}$ is the recombination rate and $\Lambda$ is the generation rate due to photoexcitation. Taking into account the Einstein relation, we can write the current as follows:
In the model, \( U = U_{\text{trap}} + U_{\text{dis}} \), with the trap potential given by Eq. (3.5). Disorder in our narrow CQW is primarily due to fluctuations of the QW width. Such fluctuations occur on all length scales. The short-range disorder is accounted for by the diffusion coefficient \( D \). Potential \( U_{\text{dis}} \) represents the long-range component. It was simulated by three incommensurate lattices

\[
U_{\text{dis}} = (\delta_{\text{dis}}/3)(\sin \pi \omega_1 x + \cos \pi \omega_2 x + \sin \pi \omega_3 x), \quad \omega_1 = \sqrt{2}, \quad \omega_2 = \sqrt{3}, \quad \omega_3 = \sqrt{5} \mu \text{m}^{-1}.
\]

Here \( \delta_{\text{dis}} \) is an adjustable amplitude. The set of equations (8), (9) was solved numerically for \( \tilde{n}(r) \). In the calculations, \( \gamma = 3 \) and \( \tau_r = 30 \text{ ns} \) following Refs. [Remeika et al., 2009; Ivanov et al., 2006] and the boundary conditions at the diamond perimeter \( \tilde{n} = \Lambda/(Rn_0) = \text{const.} \)

The simulations show the screening of disorder by interacting indirect excitons and vanishing of localized states (Fig. 3.8e,g), in agreement with the experiment (Fig. 3.8d). Furthermore, the simulations reveal the role of disorder in exciton collection to the trap center. For zero disorder amplitude, the width of exciton cloud monotonically increases with density due to the screening of \( U_{\text{trap}} \). However, for finite disorder, the dependence is nonmonotonic: At low densities, excitons are localized in disorder and broadly distributed over the trap area. As the density increases, excitons begin to screen the disorder \( U_{\text{dis}} \) and collect towards the trap center, which leads to cloud narrowing. At high densities, the disorder is essentially screened, and excitons begin to screen the long range trap potential \( U_{\text{trap}} \), which leads to cloud broadening (Fig. 3.9e). The screening of the potential is also demonstrated by the energy profiles (Fig. 3.8f,g).

Increasing the temperature leads to a monotonic increase of the cloud width for zero disorder due to the thermal occupation of higher energy states in the trap. However, for finite disorder, increasing the temperature first leads to the narrowing of the exciton cloud due to thermal delocalization of excitons and collection to the trap center and then to the cloud widening when delocalized excitons spread over higher energy states in the trap (Fig. 3.9f). The comparison to the experimental data (Fig. 3.9e,f) leads to an estimated long-range disorder amplitude \( \delta_{\text{dis}} \sim 1 \text{ meV} \), close to the emission linewidth at low densities. The
model reproduces the experimental narrowing of the exciton cloud with increasing density (Fig. 3.9a,b,e) and temperature (Fig. 3.9c,d,f), thus confirming the interpretation of the density-enhanced narrowing effect in terms of the screening of the trap disorder. At high densities, the trap behaves essentially “disorder free”; compare experimental data with $\delta_{\text{dis}} = 0$ line in Fig. 3.9e.

In conclusion, we have shown that a single diamond-shaped electrode creates a parabolic-like potential for indirect excitons. We observed collection of excitons to trap center with increasing density and demonstrated that this effect is due to screening of the trap disorder by exciton-exciton interaction. At high densities, the trap behaves as a smooth parabolic potential which realizes a cold and dense exciton gas at the trap center.

### 3.4 Further Work

The principle of the diamond trap is to control the electric field at the z-axis by controlling the electrode density at the sample surface. As the electrode becomes thinner, the electric field becomes weaker, and hence the exciton energy increases. This principle of control of exciton energy by density modulation is not limited to diamond shaped electrodes, and in [Kuznetsova et al., 2010] it is shown that essentially any in-plane potential profile can be achieved by modulating the electrode density at the surface through inclusion of holes in the electrode. Of critical importance, the potential profiles can be achieved by using only a single electrode. This simplifies design as well as offers protection against the electrical failures that can happen when multiple electrodes are at different voltages, as in the elevated trap and the diamond trap.

This principle of density modulation has been further utilized in [Leonard et al., 2012], in which a linear ramp potential - a diode - for excitons is created through a single electrode.
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Chapter 4

Spontaneous coherence and spin textures in cold exciton gases

4.1 Motivation

There are intriguing theoretical predictions for a range of coherent states in cold exciton systems, including BEC [Keldysh & Kozlov, 1968], BCS-like condensate [Keldysh & Kopaev, 1965], charge-density-wave [Chen & Quinn, 1991], and condensate with spontaneous time-reversal symmetry breaking [Wu & Shem, 2008]. Since excitons are much lighter than atoms, quantum degeneracy can be achieved in excitonic systems at temperatures orders of magnitude higher than the micro-Kelvin temperatures needed in atomic vapors [Cornell & Wieman, 2002; Ketterle, 2002]. Exciton gases need be cooled down to a few Kelvin to enter the quantum regime. Although the temperature of the semiconductor crystal lattice $T_l$ can be lowered well below 1 K in He-refrigerators, lowering the temperature of the exciton gas $T_X$ to even a few Kelvin is challenging [Tikhodeev et al., 1998; Jang & Wolfe, 2006]. Due to recombination, excitons have a finite lifetime which is too short to allow cooling to low temperatures in regular semiconductors. In order to create a cold exciton gas with $T_X$ close to $T_l$, the exciton lifetime should considerably exceed the exciton cooling time. Besides this, the realization of a cold and dense exciton gas requires an excitonic...
state to be the ground state and have lower energy than the electron-hole liquid [Keldysh, 1986].

In earlier studies, evidence for spontaneous coherence was obtained for indirect excitons in coupled quantum wells (CQW) [Butov & Filin, 1998] and for indirect excitons in quantum Hall bilayers [Spielman et al., 2000; Eisenstein & MacDonald, 2004]. These experiments are reviewed in chapter 1. The onset of spontaneous coherence was evidenced by a strong enhancement of the recombination [Butov & Filin, 1998] and tunneling [Spielman et al., 2000] rate, respectively. The results of other transport and optical experiments were also consistent with spontaneous coherence of indirect excitons [Butov et al., 1994; Butov & Filin, 1998; Butov et al., 2001; Spielman et al., 2000; Eisenstein & MacDonald, 2004; Tutuc et al., 2004; Tiemann et al., 2008; Karmakar et al., 2009]. However, no direct measurement of coherence has been performed in these studies.

Exciton coherence is imprinted on coherence of their light emission, which one can study by interferometry. In an earlier work, researchers reported an enhancement of the exciton coherence length in the macroscopically ordered exciton state (MOES) [Yang et al., 2006; Fogler et al., 2008]. However, these experiments used a single-pinhole interferometric technique which does not measure the coherence function $g_1(\delta r)$ and the derivation of the exciton coherence length in [Yang et al., 2006; Fogler et al., 2008] was based on a mathematical analysis of the data.

In this dissertation, the studied indirect excitons may have four spin projections on the $z$ direction normal to the CQW plane: $J_z = -2, -1, +1, +2$. The states $J_z = -1$ and $+1$ contribute to left- and right-circularly polarized emission and their coherent superposition to linear polarized emission, while the states $J_z = -2$ and $+2$ are dark [Maialle et al., 1993; Wu & Shem, 2008]. The exciton condensate is a four-component coherent state in general. The build-up of exciton coherence should manifest itself in an increase of the coherence length and polarization degree of the exciton emission. The former phenomenon is general for both one- and multi-component condensates [Penrose & Onsager, 1956] while the latter is specific to multi-component condensates [Read et al.,
2009]. In this chapter, we report the emergence of both long-range spontaneous coherence of excitons and spontaneous polarization. A pattern of extended spontaneous coherence, measured by shift-interferometry, is correlated with a pattern of spontaneous polarization, measured by polarization-resolved imaging. These two experiments reveal the properties of a multi-component coherent state.

4.2 Exciton system and experimental schematic for probing coherence and spin

In this section we will discuss the exciton system in question as well as the experimental methods for probing exciton coherence and spin.

4.2.1 The exciton rings

The experiments in this chapter will probe coherence and spin in the region of rings in the exciton emission pattern. Exciton rings, including the inner ring, external ring, and localized bright spot (LBS) rings were observed earlier [Butov et al., 2002]. The external and LBS rings form on the boundaries between electron-rich and hole-rich regions; the former is created by current through the structure (specifically, by the current filament at the LBS center in the case of the LBS ring), while the latter is created by optical excitation [Butov, 2004; Rapaport et al., 2004]. The external and LBS rings are sources of cold excitons. In the area of these rings coherence forms spontaneously. Figure 4.2d shows a segment of the exciton emission pattern with a section of the external ring and smaller LBS rings.

The external and LBS rings provide optimal conditions for the formation of a cold exciton gas for the following reasons: (i) The rings are spatially separated from the optical excitation spot and, therefore, the excitons in the rings are formed from cold electrons and holes thermalized to the lattice temperature, (ii) the heating of the exciton gas due to the binding energy released at the exciton
formation is suppressed due to long lifetimes of indirect excitons, (iii) indirect excitons generated in the rings can further cool down to the lattice temperature when they travel out of the source. The studies of exciton kinetics [Hammack et al., 2009] show that indirect excitons cool down to the lattice temperature within first few microns from the source and the cold indirect excitons can travel over tens of microns out of the source before recombination.

In this work, the area of study is beyond the inner ring, which is formed by indirect excitons traveling away from the optical excitation spot [Ivanov et al., 2006; Hammack et al., 2009]. The photoexcited electrons recombine within the inner ring [Hammack et al., 2009; Ivanov et al., 2006]. Therefore, in the area of external and LBS rings with no photoexcited electrons coherence forms spontaneously; it is not affected by coherence of the optical pumping.

### 4.2.2 Coherence measurements

![Schematic of interference measurements](image)

**Figure 4.1:** Schematic of interference measurements. (a) Interferometric setup. (b-d) Emission image of indirect excitons measured with (b) arm 1 open, (c) arm 2 open, and (d) both arms open. (e) $I_{\text{interf}}(x, y)$ obtained from (b-d). $P_{\text{ex}} = 2.9 \text{ mW}$, $T_{\text{bath}} = 0.1 \text{ K}$.

We use a Mach-Zehnder (MZ) interferometer to probe the coherence of
the exciton system (Fig. 4.1). The emission beam is made parallel by an objective inside the optical dilution refrigerator and lenses. A combination of a quarter-wave plate and a half-wave plate converts the measured polarization of the emission to the $y$-polarization, which is then selected by a linear polarizer. This ensures only the $y$-polarized light enters the MZ interferometer thus eliminating polarization-dependent effects, which otherwise can be caused by the interferometer and spectrometer. In the shift-interferometry experiment and polarization-resolved experiment, the spectrometer operates in the zero-order dispersionless regime. The emission is split between arm 1 and arm 2 of the MZ interferometer. The path lengths of arm 1 and arm 2 are set equal using the movable stage. The interfering emission images produced by arm 1 and 2 of the MZ interferometer are shifted relative to each other along $x$ to measure the interference between the emission of excitons, which are laterally separated by $\delta x$. Mirror 1 and Mirror 2 are used to control the fringe period, and Mirror 2 is used to control $\delta x$. After the interferometer, the emission is filtered by an interference filter of linewidth $\pm 5$, nm adjusted to the exciton emission wavelength $\lambda = 800$ nm. The filtered signal is then focused to produce an image, which is recorded by a liquid-nitrogen cooled CCD. We measure emission intensity $I_1$ for arm 1 open, intensity $I_2$ for arm 2 open, and intensity $I_{12}$ for both arms open, and then calculate

$$I_{\text{interf}} = \frac{(I_{12} - I_1 - I_2)}{(2\sqrt{I_1 I_2})}. \quad (4.1)$$

In general, for two partially coherent sources located at $r_1$ and $r_2$, one has the relation [Milonni & Eberly, 1988],

$$I_{\text{interf}} = \cos \delta \theta(r_1, r_2) \zeta(r_1, r_2), \quad (4.2)$$

where $\delta \theta(r_1, r_2)$ is the phase difference of the two sources and $\zeta(r_1, r_2)$ is their degree of coherence. In our experimental geometry, there is a small tilt angle $\alpha$ between the image planes of the two arms. As a result, the phase difference

$$\delta \theta(r_1, r_2) = q_1 y + \phi(r_1, r_2) \quad (4.3)$$

has a component linear in $y$ — the coordinate in the direction perpendicular to the tilt axis — which produces periodic oscillation of $I_{\text{interf}}$. The period of the
interference fringes is set by $q_i = 2\pi a/\lambda$. The coherence function $\zeta(r_1, r_2)$ for $r_1 - r_2 = \delta x$ is given by the amplitude of these interference fringes.

### 4.2.3 Polarization-resolved measurements

The schematic for taking polarization resolved images is also presented in Figure 4.1. Light emitted by the sample is collected and made parallel by a combination of lenses (simplified to one lens in schematic). Polarization selection is done by a combination of quarter-wave plate ($\lambda/4$), half-wave plate ($\lambda/2$), and linear polarizer. The linear polarizer is aligned such that $y$-axis polarized emission is transmitted to the CCD.

*To measure linear polarizations:* The quarter-wave plate is aligned so that the fast and slow axis are along the $x$- and $y$-axis. Hence, $x$- and $y$- polarized emission $I_x$ and $I_y$ are transmitted unchanged. Then, to measure $I_y$, the half-wave plate fast axis is aligned along the $y$-axis. $I_y$ is transmitted unchanged, and is then transmitted through the linear polarizer. To measure $I_x$, the half-wave plate axis is aligned $45^\circ$ relative to the $y$-axis. Then, $I_x$ is rotated to the $y$-axis and is transmitted through the linear polarizer.

*To measure circular polarizations* The quarter-wave plate is aligned so that the fast and slow axis are rotated by $45^\circ$ with respect to the $y$-axis. Then, circularly polarized emission $I_{\sigma+}$ and $I_{\sigma-}$ are converted to $x$- and $y$-polarized light. This light is then selected in the same manner as above.

### 4.3 Spontaneous coherence in a cold exciton gas

#### 4.3.1 Spontaneous patterns of spin and coherence

The pattern of the first-order coherence function $g_1(\delta x)$ is measured by shift-interferometry: the emission images produced by arm 1 and 2 of the Mach-Zehnder interferometer (Fig. 4.2c) are shifted with respect to each other to measure the interference between the emission of excitons spatially separated by $\delta x$. 
Figure 4.2: Emission, interference, and coherence patterns of indirect excitons in the region of the exciton rings. (a) Schematic of CQW structure: \(n^+\)-GaAs (blue), \(\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}\) (gray), GaAs QW (yellow). (b) CQW band diagram. (c) Schematic of the interferometric setup. (d) Emission pattern. (e) Interference pattern for \(\delta x = -2 \mu\text{m}\). (f) Pattern of amplitude of the interference fringes presenting a map of coherence. \(T_{\text{bath}} = 0.1\ \text{K}\).

Figure 4.2 presents the pattern of interference fringes (Fig. 4.2e) and the map of their amplitude \(A_{\text{interf}}\) (Fig. 4.2f). \(A_{\text{interf}}\) describes the coherence degree of excitons as detailed below. The regions of extended spontaneous coherence of excitons correspond to green color in this figure.

Figure 4.3 presents the patterns of coherence of indirect excitons in regions of an LBS and external ring. The observed properties of exciton coherence are qualitatively similar around both these sources of cold excitons. We first consider an LBS region. At low temperatures, a strong enhancement of \(A_{\text{interf}}\) is observed at distance \(r \sim r_0 = 7 \mu\text{m}\) away from the LBS center (Figs. 4.3b,c,i). This enhancement of the coherence degree shows the emergence of extended spontaneous coherence of excitons.

Furthermore, the phase of the interference fringes \(\phi_{\text{interf}}\) experiences a shift at \(r \sim r_0 = 7 \mu\text{m}\), which defines a phase domain boundary (Fig. 4.3b). The shift in phase correlates with the enhancement of \(A_{\text{interf}}\) (Fig. 4.3b,c). Its magnitude \(\delta \phi = \phi_{\text{outer}} - \phi_{\text{inner}}\) increases with \(\delta x\) (Fig. 4.3j). The interference pattern in the shift-interferometry experiment with the shift \(\delta x\) can be simulated using the formula \(I_{\text{interf}} = |\Psi(r) + e^{iqy \delta x}\Psi(r+\delta x)|^2\), where \(q_t = 2\pi \alpha / \lambda\) sets the period of interference fringes (\(\alpha\) is a small tilt angle between the image planes of the
Figure 4.3: Coherence of indirect excitons in regions of an LBS and the external ring. (a-d) refer to the region of an LBS. (e-h) refer to a region of the external ring. (a,e) Emission pattern. (b,f) Interference pattern at shift $\delta x = -2 \mu m$. (c,g) Amplitude $A_{\text{interf}}(x, y)$ of interference fringes. (d,h) Linear polarization of exciton emission $P_{\text{lin}} = (I_x - I_y)/(I_x + I_y)$. (i) y axis cross sections of $I_{\text{interf}}(x, y)$ at $x = 2 \mu m$ (black lines) and $x = 12 \mu m$ (red lines) at $T_{\text{bath}} = 0.1 K$ and $8 K$. (j) The shift in the phase of interference fringes in (b) at $r \approx 7 \mu m$ (black) and in (f) at $\approx 4 \mu m$ away from the middle circumference of the external ring (blue) vs. $\delta x$. $T_{\text{bath}} = 0.1 K$ for (a-h,j).

interferometer arms, $\lambda$ is the emission wavelength) and the complex function $\Psi(\mathbf{r})$ represents the source amplitude at point $\mathbf{r}$. For a flow of excitons with momentum $\mathbf{q}$, $\Psi(\mathbf{r}) = e^{i\mathbf{qr}}$, so that $I_{\text{interf}} = 2 + 2 \cos(\mathbf{q} \cdot \mathbf{y} + \mathbf{q} \cdot \delta \mathbf{x})$ and the shift in the phase of the interference fringes means a jump in (average) exciton momentum $\delta q \sim \delta \phi/\delta x \sim 2 \mu m^{-1}$ at $r = r_0$.

Figure 4.3d presents a pattern of linear polarization around an LBS. It spatially correlates with the pattern of the amplitude and phase of the interference fringes, cf. Figs. 4.3b, c, and d. At $r \gtrsim r_0$ a vortex of linear polarization with the polarization perpendicular to the radial direction is observed. Such polarization vortices appear due to precession of the Stokes vector for excitons propagating out of the LBS origin as detailed in a later section.

Figure 4.4 shows that no spontaneous coherence is observed at high temperatures in a classical gas in regions of an LBS and the external ring. This is consistent with a temperature dependent phase transition from a classical gas to a quantum gas.
Figure 4.4: Coherence of indirect excitons in regions of an LBS and the external ring: Comparison with high-temperature data. (a-c) refer to the region of the LBS in Fig. 2a. (d-f) refer to the region of the external ring in Fig. 2e. (a,d) x axis cross sections at $y = 0$ (a) and $y = -55 \mu m$ (d) of $A_{\text{interf}}(x, y)$ at $\delta x = -2 \mu m$ for $T_{\text{bath}} = 0.1$ K (black solid lines) and 8 K (blue solid lines) and emission intensity for $T_{\text{bath}} = 0.1$ K (black dashed lines) and 8 K (blue dashed lines). (b,c,e,f) $A_{\text{interf}}(x, y)$ at $\delta x = -2 \mu m$ at $T_{\text{bath}} = 0.1$ K (b,e) and 8 K (c,f).

4.3.2 First-order coherence function of the exciton gas

The measurements of the first-order coherence function are discussed below. Coherence of the exciton gas is directly characterized by coherence of exciton emission, described by the first-order coherence function $g_1(\delta \mathbf{r})$. In turn, this function is given by the amplitude of the interference fringes $A_{\text{interf}}(\delta \mathbf{r})$ in ‘the ideal experiment’ with perfect spatial resolution. In practice, the measured $A_{\text{interf}}(\delta \mathbf{r})$ is given by the convolution of $g_1(\delta \mathbf{r})$ with the point-spread function (PSF) of the optical system used in the experiment [Fogler et al., 2008]. The PSF width corresponds to the spatial resolution of the optical system ($\sim 1.5 \mu m$ in our experiments).

The measurements of $A_{\text{interf}}(\delta x)$ in the polarization vortex and in the LBS center are presented in Fig. 4.5a. In the hot LBS center, $A_{\text{interf}}$ quickly drops with $\delta x$ and the shape $A_{\text{interf}}(\delta x)$ fits well to the PSF, which is presented by blue line.
Figure 4.5: First-order coherence function and distribution in momentum space. (a) Measured $|g_1(\delta x)|$ for the polarization vortex (squares) and LBS center (circles) and simulated $|g_1(\delta x)|$ for a quantum (black line) and classical (blue line) gas. (b) Simulated $|g_1(\delta x)|$ for a quantum (black) and classical (blue) gas with (solid) and without (dashed) convolution with PSF. (c) Distribution in momentum space obtained by the Fourier transform of $g_1$ in (b) for a quantum (black line) and a classical (blue line) gas.

In the polarization vortex, $g_1(\delta x)$ extends to large $\delta x$ demonstrating extended spontaneous coherence. A fit to the experimental points computed using a model described below is shown by black line.

Figures 4.5b and 4.5c demonstrate the relation between the first-order coherence function and particle distribution in momentum space. Figure 4.5b presents $g_1(\delta x)$ for a classical gas (blue dashed line) and quantum gas (black dashed line) for a spatially homogeneous gas of noninteracting particles with a quadratic dispersion. For a full derivation, see Appendix C. Both gases are at 0.1 K, the classical gas has a very small occupation number $n_0 \ll 1$ of the $q = 0$ momentum state while the quantum gas has $n_0 = 5000$. The convolution of these $g_1(\delta x)$ with the PSF produces black and blue solid lines, which fit to $A_{\text{interf}}(\delta x)$ in the spin polarization vortex and in the LBS center, respectively (Figs. 3a,b). The Fourier transform of $g_1(\delta x)$ in Fig. 4.5b gives the momentum occupation factor $n_q$ in Fig. 4.5c.

Figures 4.5b and 4.5c illustrate that a classical gas is characterized by a broad distribution in momentum space $n_q$ and a narrow first-order coherence function $g_1(r)$, while a quantum gas is characterized by a narrow $n_q$ and an extended $g_1(r)$. For a classical gas, $g_1(r)$ drops within the thermal de Broglie wavelength $\lambda_{dB}$, which scales $\propto T^{-1/2}$ and is about 0.5 $\mu$m at 0.1 K. The extension
of $g_1(r)$ well beyond $\lambda_{dB}$ indicates a coherent exciton state.

Figure 4.5a illustrates also why $\delta x = 2 \mu m$ is selected for mapping extended spontaneous coherence of excitons. The shift $\delta x = 2 \mu m$ is chosen to exceed both $\lambda_{dB}$ and the PSF width. At such $\delta x$, only weak coherence given by the PSF value at $\delta x = 2 \mu m$ can be observed for a classical gas. The regions of enhanced coherence exceeding such background level reveal the regions with extended spontaneous coherence of excitons.

### 4.3.3 Pattern of coherence length

![Figure 4.6](image)

**Figure 4.6:** Pattern of coherence length of excitons $\xi(x, y)$. (a,b) $\xi(x, y)$ for a shift along (a) $x$ and (b) $y$. (c,d) Cross section of $\xi(x, y)$ (c) through LBS [$y = -90 \mu m$] and (d) along external ring [$x = -70 \mu m$] for a shift along $x$ (red) and $y$ (black). $T_{bath} = 0.1$ K.

Next, we present a pattern of coherence length. The spatial extension of
$g_1(\delta r)$ can be characterized by a coherence length $\xi$. To consider all points in the pattern on equal footing, we evaluate $\xi$ as $\delta r$ at which the interference visibility drops $e$ times. We measured the exciton interference pattern at different $\delta r$ to produce the spatial map of $g_1(\delta r)$ and, in turn, $\xi$. Figures 4.6a and 4.6b show the pattern of $\xi$ for the shift between the interfering excitons along $x$ and $y$, respectively. Figures 4.6c and 4.6d present the cross sections of $\xi(x, y)$ in the region of the polarization vortex (c) and MOES (d).

The regions of a classical gas in the $\xi(x, y)$ pattern correspond to the smallest observed coherence length given by the PSF width. Long-range spontaneous coherence of excitons is observed in the polarization vortices and in the macroscopically ordered exciton state (Fig. 4.6). The coherence length in these regions is much larger than in a classical gas, indicating a coherent state with a much narrower than classical exciton distribution in momentum space, characteristic of a condensate.

The observed coherence length in the polarization vortex exceeds $\lambda_{DB} = 0.5 \, \mu\text{m}$ at $0.1 \, \text{K}$ by more than order of magnitude (Fig. 4.6). The coherence length in the MOES is smaller than in the polarization vortex. This may be related to fluctuations of the exciton density wave in the external ring. Such fluctuations were observed recently and their studies will be reported in future works.

The patterns of coherence length are different for the shifts along $x$ and $y$, revealing a directional property of exciton coherence. In the region of the polarization vortices, $\xi$ is higher in the direction along the shift between the interfering excitons [$x$ direction for the $\delta x$-shift (Fig. 4.6a), and $y$ direction for the $\delta y$-shift (Fig. 4b)]; In the region of the MOES, $\xi$ is higher for $\delta x$-shift along the direction of exciton propagation away from the external ring in Fig. 4.6a. These data indicate that the extension of $g_1(r)$ is higher when the exciton propagation direction is along vector $r$.

### 4.3.4 Phase singularities in the exciton interference pattern

Finally, we present phase singularities. A well known example of phase singularities is a quantized vortex. In a singly quantized vortex, the phase of
the wavefunction winds by $2\pi$ around the singularity point that can be revealed as a fork-like defect in a phase pattern. Fork-like defects in interference patterns were reported for optical vortices, vortices in atom condensates, and polariton vortices, see [Scheuer & Orenstein, 1999; Hadzibabic et al., 2006; Lagoudakis et al., 2008] and references therein.

We observed a number of fork-like defects in the interference pattern of a cold exciton gas. For instance more than 20 of them are present in Fig. 4.2e. A larger scale is presented in Fig. 4.7. Figure 4.7a shows forks in the interference pattern indicating the presence of phase singularities. We study the properties of this phenomenon and show that its origin is different from a quantized vortex.

The forks in the interference pattern are observed at low temperatures in a quantum exciton gas (Fig. 4.7a) and vanish at high temperatures in a classical exciton gas (Fig. 4.7d). At low temperatures, a closed contour around the fork crosses an odd number of interference fringes so the phase of the interference fringes winds by $2\pi$, indicating a phase singularity (Fig. 4.7e). Similar properties
are observed for quantized vortices.

However, the distance between the left- and right-facing forks in the interference pattern is different from the shift \( \delta x = 2 \mu m \) in the shift-interferometry experiment and depends on the excitation power (Fig. 4.7a-c). This indicates the difference between the observed phase singularity and a quantized vortex. Indeed, straightforward simulations show that a quantized vortex is characterized by a pair of opposite forks separated by a distance equal to the shift in the shift-interferometry experiment (see the following section).

### 4.3.5 Simulation of the interference patterns

The interference pattern in the shift-interferometry experiment is simulated using the formula

\[
I_{12} = |\Psi(r) + e^{i\delta x}\Psi(r + \delta x)|^2,
\]  

where the complex function \( \Psi(r) \) represents the source amplitude at point \( r \) and \( \delta x \) is the in-plane shift.

First, we considered a quantized vortex. The simulations (Fig. 4.8) show that a quantized vortex is characterized by a pair of opposite forks separated by the distance equal to the shift in the shift-interferometry experiment.

The shift \( \delta x = 2 \mu m \) (Fig. 4.8a) is close to the shift in the experiment (Figs. 4.7a and 4.9a). Clearly, the interference pattern produced by a quantized vortex (Fig. 4.8a) is different from the interference pattern observed in our experiment (Fig. 4.9a), where the distance between the left- and right-facing forks in the interference pattern is not equal to the shift \( \delta x = 2 \mu m \) in the shift-interferometry experiment. This indicates the difference between the observed phase singularity and a quantized vortex.

We also considered an amplitude function \( \Psi \), which is composed of a large number (24) of mutually incoherent radial waves \( J_0(q|r - r_j|) \) whose centers \( r_j \) are uniformly distributed along a ring (the ring radius is \( 8 \mu m \) in the simulations). Here \( J_0(z) \) is the Bessel function. Each of these sources had the same radial momentum \( q \). The simulations of the interference pattern produced by a ring-
Figure 4.8: Simulations of interference pattern in the shift-interferometry experiments for a quantized vortex of excitons. The shifts are along $x$ (a-d), $y$ (e-h), and at $15^\circ$ to $x$ (i-l). A quantized vortex is characterized by a pair of opposite forks separated by the distance equal to the shift in the shift-interferometry experiment.

Figure 4.9: Simulated interference patterns for a ring shaped source of excitons. (a) Measured interference pattern. (b) Simulations of interference pattern in the shift-interferometry experiments for excitons produced by 24 point sources distributed along the 8-µm radius ring. $\delta x = 2 \mu m$ in (a) and (b).
shaped source result in the interference pattern with opposite forks separated by a distance much larger than $\delta x$, in qualitative agreement with the experiment (Fig. 4.9). The simulations also show a higher coherence outside the ring region and a higher coherence along the direction of the shift $\delta x$.

In the experiment, the exciton source is a ring, therefore, it is reasonable to assume that the exciton source is a ring as it is done in the simulations. In the experiment, there is heating of the exciton gas in the source due to the binding energy released at the exciton formation, therefore, it is reasonable to assume that the separated point sources on the ring are mutually incoherent as it is done in the simulations.

Simulations of the interference pattern produced by a ring-shaped source, such as an LBS ring, result in the interference pattern with opposite forks separated by a distance much larger than $\delta x$, in qualitative agreement with the experiment. A ring-shaped source with particles propagating away from their origin on the ring produces a more complicated phase pattern than a vortex, yet both objects are characterized by the spreading of particle velocities over all directions. The observed phase singularities constitute the properties of a quantum exciton gas with extended spontaneous coherence (Fig. 4.7a) and no such phase singularity is observed at high temperatures in a classical gas (Fig. 4.7d).

4.4 Spin texture in a cold exciton gas

Spin ordering forms the basis for a number of fundamental effects in physics. Macroscopic spin ordering with neighboring spins parallel or antiparallel to each other is responsible for ferromagnetism and antiferromagnetism. More complex spin structures, also known as spin textures, determine the physical properties of exotic states of matter and are currently under intense investigation. Those spin structures include skyrmion spin textures in quantum Hall ferromagnets [Girvin, 2000] and graphene [Fertig & Brey, 2007], ferromagnetic domains and spin vortices in atom Bose-Einstein condensates [Sadler et al., 2006], skyrmion lattices in chiral magnets [Muehlbauer et al., 2009; Yu et al.,
and half-vortices in He3 [Salomaa & Volovik, 1987] and polariton condensates [Lagoudakis et al., 2009]. Spin textures are also characteristic of topological insulators [Qi & Zhang, 2010].

Indirect excitons in CQW are characterized by properties which are essential for the observation of spin textures: (i) Long lifetimes of indirect excitons allow them to cool to low temperatures within about 0.1 K of the lattice temperature, which can be lowered to well below 1 K in a dilution refrigerator. This allows the realization of a cold exciton gas with temperature well below the temperature of quantum degeneracy, which is in the range of a few Kelvin for typical exciton densities \( \sim 10^{10} \text{cm}^{-2} \) for the studied GaAs/AlGaAs CQW [Butov et al., 2001]. (ii) Long lifetimes of indirect excitons allow them to travel over large distances before recombination [Hagn et al., 1995; Larionov et al., 2000; Butov et al., 2002; Gärtner et al., 2006; Ivanov et al., 2006]. (iii) The exciton spin relaxation induced by the electron-hole exchange interaction is strongly suppressed for indirect excitons with small electron-hole overlap and, as a result, spin relaxation times of indirect excitons can be orders of magnitude longer than those of regular excitons [Vinattieri et al., 1994; Larionov & Golub, 2008; Leonard et al., 2009; Kowalik-Seidl et al., 2010].

In the previous section, we demonstrated that a pattern of exciton spin was closely correlated with the pattern of coherence, compare Fig. 4.3c,d and g,h. In this section, we explore the observed spin texture in-depth.

### 4.4.1 Properties of the exciton spin texture

The spin texture is observed around the rings in the exciton emission pattern. Figure 4.10c shows a segment of the exciton pattern with a section of the external ring and smaller localized bright spot (LBS) rings. Figure 4.10d and 4.10e show the corresponding pattern of linear and circular polarization.

The observed phenomena are qualitatively similar for both exciton sources – the external ring and LBS ring, as is detailed below. An LBS ring is close to a model radially symmetric source of excitons; therefore, we first discuss the features of the spin texture around the LBS. All LBS rings in the emission pattern
Figure 4.10: Spin texture in a cold exciton gas. (a) Energy-band diagram of the CQW; e, electron; h, hole. (b) Schematic of exciton formation in the exciton rings; Excitons (red) form on the boundary of hole-rich (blue) and electron-rich (green) areas. (c) A segment of the emission pattern of indirect excitons showing the external ring (left) and multiple Localized Bright Spots (LBSs). (d,e) (d) Pattern of linear polarization \( P_{\text{lin}} = (I_x - I_y)/(I_x + I_y) \) and (e) pattern of circular polarization \( P_\sigma = (I_{\sigma^+} - I_{\sigma^-})/(I_{\sigma^+} + I_{\sigma^-}) \) of the emission of indirect excitons in the region of (C) at \( T_{\text{bath}} = 0.1 \text{ K} \).

show similar spin textures. The observed phenomena are listed below.

1. A ring of linear polarization is observed around the LBS center (Fig. 4.10d, 4.11a). Measurements with a rotating polarizer confirm polarization along the \( x \)-direction. The ring radius, where the linear polarization is maximum, is about \( 3\mu\text{m} \). The ring of linear polarization vanishes with increasing temperature (Fig. 4.11b).

2. A vortex of linear polarization is observed around the LBS center (Fig. 4.10d, 4.11a). Figures 4.10d, 4.11a show that \( y \)-polarization is observed along \( x \)-direction and \( x \)-polarization is observed along \( y \)-direction. Measurements with a rotating polarizer confirm that the polarization is perpendicular to the radial direction for all azimuthal angles \( \theta \) for the polarization vortex. The polarization vortex is observed in the range of distances from the LBS center \( 3 \lesssim r \lesssim 20\mu\text{m} \) (Fig. 4.10d, 4.11a). The ring of linear polarization and polarization vortex overlap at \( r = 3 - 5\mu\text{m} \) forming a more complex spin texture. The polarization vortex vanishes with increasing temperature (Fig. 4.11b,d).
Figure 4.11: Spin texture: Linear polarization. (a,b) Measured linear polarization of the emission of indirect excitons $P_{\text{lin}} = (I_x - I_y)/(I_x + I_y)$ around the LBS centered at (105,75), fig.1c, at (a) $T_{\text{bath}} = 0.1$ K and (B) $T_{\text{bath}} = 7$ K (c) Exciton coherence measured by shift-interferometry: Interference visibility $A_{\text{interf}}$ vs. shift $\delta_s$ for the vortex of linear polarization (squares), 18$\mu$m left of LBS center, and the polarization ring (points), 2$\mu$m left of LBS center. The LBS is centered at (80,105), fig.1c. $T_{\text{bath}} = 0.1$ K. (d,e) Emergence of the vortex of linear polarization and extended coherence at low temperatures: (d) The amplitude of azimuthal variation of $P_{\text{lin}}$, $\Delta P_{\theta}$, at $r = 10\mu$m and (e) interference visibility $A_{\text{interf}}$ in the polarization vortex for $\delta_s = 2\mu$m vs. temperature.

3. The flux of excitons from the LBS origin is anisotropic (Fig. 4.12a): The emission intensity is enhanced along the $x$-axis, the polarization direction in the polarization ring. The exciton flux anisotropy vanishes with increasing temperature (Fig. 4.13c) so the exciton flux from the LBS origin is isotropic at high temperatures.
Figure 4.12: Anisotropy of exciton flux and skew between circular polarizations.  
(a) Azimuthal variation of the emission intensity of indirect excitons at \( r = 8\mu m \) in \( \sigma^+ \) (blue) and \( \sigma^- \) (black) polarizations. Angles are measured from the \( y \)-axis.  
(b,c) Traces of the \( \sigma^+ \) (red) and \( \sigma^- \) (green) emission peak around \( \theta = 270^\circ \) [see (A)]; The emission image in (b) \( \sigma^+ \) and (c) \( \sigma^- \) polarization is also shown.

Figure 4.13: Spin texture: Circular polarization. (a,b) Measured circular polarization of the emission of indirect excitons \( P_\sigma = (I_{\sigma^+} - I_{\sigma^-})/(I_{\sigma^+} + I_{\sigma^-}) \) around LBS at (a) \( T_{bath} = 0.1 \text{ K} \) and (b) \( T_{bath} = 7 \text{ K} \) (c) The ratio of maximum to minimum in the azimuthal variation of the total emission intensity of indirect excitons \( I_{\text{max}}/I_{\text{min}} \) at \( r = 8\mu m \) vs. temperature. (d) The amplitude of variation of \( P_\sigma \) around the LBS centered at (105,75), Fig. 4.10c, vs. temperature.
**Figure 4.14:** Spin texture around external ring. (a,d) Emission of indirect excitons in the external ring region. (b,d,e,f) Pattern of linear (b,e) and circular (c,f) polarization around the external ring at $T_{\text{bath}} = 0.1$ K (a-c) and $T_{\text{bath}} = 7$ K (d-f).

4. A skew of the exciton fluxes in orthogonal circular polarizations (Fig. 4.12a-c) and a corresponding four-leaf pattern of circular polarization (Fig. 4.10e,4.13a) is observed around the LBS. The skew of the exciton flux is observed in the range of distances from the LBS center $5 \lesssim r \lesssim 15 \mu m$ (Fig. 4.12b,c). The corresponding four-leaf pattern of circular polarization vanishes with increasing temperature (Fig. 4.13b,d).

5. Similar polarization textures are observed in the external ring region (Fig. 4.14). At low temperatures, the macroscopically ordered exciton state (MOES) characterized by a spatially ordered array of higher-density beads [Butov et al., 2002] and a large exciton coherence length [Yang et al., 2006] forms in the external ring. The polarization texture in the external ring region appears as the superposition of the polarization textures produced by the MOES beads with each being similar to the texture produced by an LBS (compare Fig. 4.14b
with Fig. 4.11a and Fig. 4.14c with Fig. 4.13e). A periodic array of beads in the MOES (Fig. 4.14a) creates a periodic polarization texture (Fig. 4.14b,c). The fragmentation of the external ring and the spin texture in the region of the external ring vanish with increasing temperature (Fig. 4.14d-f). Both the position of the external ring and the wavelength of the exciton density wave are controlled by the laser excitation indicating that the exciton density modulation in the MOES is not governed by disorder in the sample. The presence of spin texture in the external ring region confirms that the spin texture does not arise due to a local defect structure.

6. As mentioned in the previous section, an extended exciton coherence with a large coherence length $\xi$ is observed in the region of the polarization vortex (Fig. 4.11c). In contrast, $\xi$ is short in the region of the polarization ring, which is close to the hot LBS center. With reducing temperature, the exciton spin textures emerge in concert with coherence (Fig. 4.11d,e).

### 4.4.2 Modeling of spin texture

Below, we briefly discuss the observed phenomena and consider a model which can lead to the appearance of an exciton spin texture. This model is based on ballistic exciton transport and precession of spins of electrons and holes. The heavy hole excitons in GaAs QWs may have four spin projections on the structure axis: $-2, -1, +1, +2$. The spin states $-1$ and $+1$ are optically active and contribute to left- and right-circularly polarized emission, while the states $-2$ and $+2$ are so called dark excitons which are optically inactive [Maialle et al., 1993; de Andrada e Silva, 1997; Wu & Shem, 2008]. The splitting of linearly polarized exciton states originates from in-plane anisotropy induced by the crystallographic axis orientation and strain. The precession of spins of electrons and holes moving in the QW plane originates from this splitting and spin-orbit interaction which is described by a Dresselhaus Hamiltonian

$$H_e = \beta_e \left( k_{ex} \sigma_x - k_{ey} \sigma_y \right)$$

for electrons and

$$H_h = \beta_h \left( k_{hx} \sigma_x + k_{hy} \sigma_y \right)$$

for holes [Luo et al., 2010], where $k_{ex,h}$ are electron and hole wave-vectors, $\beta_{e,h}$ are constants, and $\sigma_{x,y}$ are Pauli matrices.
Figure 4.15: Simulation of spin texture around localized bright spots. (a,b) Simulated (a) pattern of linear polarization, and (b) pattern of circular polarization around LBS. The LBS center is in the origin. The black region in the center refers to a hot exciton gas, which is not considered in the simulations.

The appearance of an exciton spin texture within this model is outlined below. Details are presented in the Appendix.

A ring of linear polarization: The splitting between the linearly polarized exciton states leads to linear polarization of the exciton gas at thermal equilibrium. Heating of the exciton gas at the origin reduces the polarization degree in the center and, as a result, leads to the appearance of a ring of linear polarization.

A vortex of linear polarization: Spin-orbit coupling provides two channels for conversion of bright to dark excitons and vice versa with the phase gained by excitons during such conversion dependent on their propagation direction. This results in populating the exciton states whose polarization is normal to the wave vector and, in turn, the appearance of a vortex of linear polarization.

A four-leaf pattern of circular polarization: The beats between orthogonal linearly polarized exciton states lead to the appearance of a four-leaf pattern of circular polarization in a qualitative similarity to the optical spin Hall effect [Leyder et al., 2007]. The appearance of a vortex of linear polarization and four-leaf pattern of circular polarization within the model rely on ballistic propagation of excitons with coherent spin precession.
4.4.3 Discussion

A ring of linear polarization: The current filament forms a heating source at the LBS center while no such local heating source is present in the external ring [Butov, 2004], consistent with the ring of linear polarization in the LBS area and its absence in the external ring area (Fig. 4.11a and 4.14b).

A vortex of linear polarization: The appearance of this spin texture indicates a transport regime where the spin polarization is locked to the direction of particle propagation, scattering is suppressed, and the mean free path is dramatically enhanced. Indeed, the vortex of linear polarization indicates that the exciton polarization is perpendicular to the direction of exciton propagation from the origin. The observation of the polarization vortex up to \( \sim 20\mu m \) away from the origin (Fig. 4.10d, 4.11a) indicates that the exciton propagation direction is maintained over this distance. Such propagation requires suppression of exciton scattering on disorder. In comparison, for a classical exciton transport even with a very high diffusion coefficient \( D = 100 \text{ cm}^2/\text{s} \), the exciton mean free path is only \( \sim 1\mu m \) so maintaining polarization normal to the direction to the origin over \( \sim 20\mu m \) is unlikely due to multiple collisions.

Extended coherence: The suppression of exciton scattering in the region of the polarization vortex is evidenced by extended exciton coherence with a large coherence length \( \xi \sim 8\mu m \) (Fig. 4.11c). In comparison, for a classical exciton gas, \( \xi_{cl} \) is close to the thermal de Broglie wavelength, which scales \( \propto T^{-1/2} \) and is about 0.5\( \mu m \) at 0.1 K. Large \( \xi \gg \xi_{cl} \) in the region of the polarization vortex indicates a coherent exciton state with a much narrower than classical exciton distribution in momentum space, characteristic of a condensate.
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Chapter 5

Condensation of excitons in a trap

The confinement of atomic vapors in traps has led to the realization of Bose-Einstein condensation of atoms [Anderson et al., 1995; Bradley et al., 1995; Davis et al., 1995]. Condensation is equivalent to the emergence of spontaneous coherence of matter waves [Penrose & Onsager, 1956]. The detection of spontaneous coherence is a direct experimental measurement of condensation. The bosonic nature of excitons allows for their condensation at low temperatures, as discussed in chapter 1 [Keldysh & Kozlov, 1968].

Excitons have been studied in a variety of traps, including electrostatic traps [Huber et al., 1998; Hammack et al., 2006a; Chen et al., 2006; Gorbunov & Timofeev, 2006; High et al., 2009a,b; Schinner et al., 2011], strain-induced traps [Trauernicht et al., 1983; Kash et al., 1988; Naka & Nagasawa, 2005; Yoshioka et al., 2011], traps created by laser-induced interdiffusion [Brunner et al., 1992], magnetic traps [Christianen et al., 1998], and laser-induced traps [Alloing et al., 2012; Hammack et al., 2006b]. However, in spite of intensive studies, no emergence of spontaneous coherence of excitons in a trap was observed until present. Spontaneous coherence of excitons was probed in a ring-shaped trap [Gorbunov & Timofeev, 2006], however, no enhancement of the interference contrast, and, in turn, the degree of first-order coherence with lowering temperature was shown. Spontaneous coherence of excitons was also probed in a different system - the exciton rings [Yang et al., 2006; Fogler et al., 2008; High et al., 2012]. These measurements are discussed in chapter 4. The ring forms on the interface between
the electron-rich and hole-rich regions and lacks the crucial advantage of traps - the opportunity to control the condensates.

In this chapter, we report on the observation of condensation and spontaneous coherence in a gas of indirect exciton confined in an electrostatic trap. Imaging and interferometric measurements detect that excitons condense at the trap bottom and exciton spontaneous coherence emerges with lowering temperature. Below a temperature of about 1 K, the direct signature of Bose-Einstein condensation - the extension of coherence over the entire cloud - is observed.

5.1 Experimental Setup

In this section we will discuss the trapping method and experimental characterization of the interferometer.

5.1.1 Remote excitation of the diamond trap

We realize an electrostatic trap for indirect excitons using a diamond-shaped electrode (Fig. 5.1b). Since a thinner electrode produces a smaller $F_z$ due to field divergence near the electrode edges the diamond trap creates a confining potential with the exciton energy gradually reducing towards the trap center (Fig. 5.1c,d) [High et al., 2009b]. Details on the diamond trap are presented in chapter 3.

The excitons are photoexcited by a 633 nm HeNe laser. The excitation beam is focused to a spot about 5$\mu$m in diameter on a side of the trap (Fig. 5.1b,c). This excitation scheme allows further cooling of the photoexcited excitons when they travel towards the trap center, thus facilitating the realization of a cold exciton gas in the trap (cooling of excitons away from the laser excitation spot also leads to the realization of a cold exciton gas in the inner ring in exciton emission pattern and in laser-induced traps [Hammack et al., 2006b]).
Figure 5.1: Schematic for remote excitation in the diamond trap. (a) Energy-band diagram of the CQW structure. e, electron; h, hole. (b) SEM image of electrodes forming the diamond trap: A diamond-shaped electrode is surrounded by a thin wire electrode followed by an outer plane electrode. (c,d) Simulation of exciton energy profile through the trap center along x (c) and y (d) for \( V_{\text{diamond}} = -2.5 \, \text{V}, \, V_{\text{wire}} = -2 \, \text{V}, \, \text{and} \, V_{\text{plane}} = -2 \, \text{V} \). The position of the laser excitation spot is indicated by the circle in (b) and by the arrow in (c).

5.1.2 Interferometric Setup

The first-order coherence function \( g_1(\delta x) \) is measured by shift-interferometry: The emission images produced by arm 1 and 2 of the Mach-Zehnder interferometer (Fig. 5.2a) are shifted with respect to each other to measure the interference between the emission of indirect excitons spatially separated by \( \delta x \). We measure emission intensity \( I_1 \) for arm 1 open, \( I_2 \) for arm 2 open, and \( I_{12} \) for both arms open, and calculate \( I_{\text{interf}} = (I_{12} - I_1 - I_2)/(2 \sqrt{I_1 I_2}) \) (Fig. 5.2b-e). \( g_1(\delta x) \) is given by the amplitude of the interference fringes in \( I_{\text{interf}} \). Fig. 5.3 shows \( I_1, I_2, \)and \( I_{12} \) for \( \delta x = 0 \, \mu\text{m}, \, \delta x = 4 \, \mu\text{m}, \, \text{and} \, \delta x = 6 \, \mu\text{m} \).
Figure 5.2: Method of interference measurements to measure coherence in the trap. (a) Schematic of the interferometric setup. (b-d) Emission image of indirect excitons measured with arm 2 open (b), arm 1 open (c), and both arms open (d). \( T_{\text{bath}} = 0.1 \, \text{K}, \, P_{\text{ex}} = 1.9 \, \mu \text{W}. \) (e) \( I_{\text{interf}} \) obtained from (b-d).

5.1.3 Emission Spectra and Fourier spectroscopy measurements

Figure 5.4a presents the spectra at low and high temperature measured by spectrometer. In all interference and imaging experiments in this chapter, only the emission of indirect excitons (IX) is measured. This is achieved by using an interference filter. The transmission curve of the interference filter is presented in Fig. 5.4a. This curve shows that the contribution of the weak emission of direct excitons (DX) or any other emission (such as low-energy bulk emission) has been cut off by the interference filter. Therefore, any change of the amplitude of the interference fringes \( A_{\text{interf}}(\delta x) \) and, in turn, the coherence length measured in our experiments is due to a change of coherence of indirect excitons.

We also measured amplitude of interference fringes \( A_{\text{interf}} \) vs. the difference in the path lengths of arm 1 and arm 2 of the MZ interferometer \( \delta z \) and corresponding time delay \( \delta t \) for indirect excitons in the center of the trap.
Figure 5.3: Emission images for different interferometer offsets $\delta x$: Emission images $I_2$ for arm 2 open (a-c), emission images $I_1$ for arm 1 open (d-f), and interference images $I_{12}$ for both arms open (g-i) for shift $\delta x = 0$ (a,d,g), 4 $\mu$m (b,e,h), and 6 $\mu$m (c,f,i). $T_{bath} = 0.1$ K, $P_{ex} = 2.2$ $\mu$W.

Figure 5.4: Characterization of interferometer: Emission spectra and Fourier spectroscopy measurements. (a) Emission spectra in the center of the trap for $T_{bath} = 0.1$ K (black line) and 4.5 K (red line) measured by spectrometer. Emission of direct excitons (DX) and indirect excitons (IX) is indicated. Green line presents the transmission curve of the interference filter used in the shift-interferometry, Fourier-spectroscopy, and imaging experiments. Inset: Band diagram of the CQW with direct and indirect excitons. (b) Fourier-spectroscopy measurements: Amplitude of interference fringes $A_{\text{interf}}$ vs. the difference in the path lengths of arm 1 and arm 2 of the MZ interferometer $\delta z$ and corresponding time delay $\delta t$ for indirect excitons in the center of the trap at $T_{bath} = 4.5$ K. (c) Calculated spectrum based on Fourier transform of $A_{\text{interf}}(\delta t)$ in (b) (blue line) and spectrum of indirect excitons measured by spectrometer in the center of the trap at $T_{bath} = 4.5$ K (red line). $P_{ex} = 1.9$ $\mu$W.
Figure 5.5: Comparison of interference visibility at high temperature and spatial resolution. Interference visibility vs. shift $\delta x$ for excitons in trap at $T_{bath} = 8$ K (black squares) and $y$-axis cross section of exciton emission in a segment of the thin wire on the left from the diamond, see Fig. 5.1b (red line). The width of the wire, 0.6 $\mu$m, is significantly smaller than the spatial resolution and, therefore, the wire can be considered as a source of vanishing width.

(Fig. 5.4b). The spectrum obtained by this Fourier-spectroscopy measurement is in a good agreement with the spectrum measured by spectrometer (Fig. 5.4c).

5.1.4 Measurement of the point-spread function.

The point-spread function (PSF) of the optical setup is measured by exciting a segment of the thin wire on the left from the diamond (see Fig. 5.1b) and measuring the spatial profile of exciton emission across the wire (Fig. 5.5). The width of this wire is 0.6 $\mu$m, significantly smaller than the PSF width for our optical setup. Therefore, the wire can be considered as a source of vanishing width so the spatial profile of exciton emission across the wire is given by the PSF. This independent measure of the PSF is in good agreement with the $A_{interf}(\delta x)$.
function at high temperatures $T \gtrsim 4$ K (Fig. 5.9) that is given by the PSF width.

5.2 Experimental observations

5.2.1 Observation of spontaneous coherence

Figure 5.6: Observation of spontaneous coherence in the trap. (a,b) Emission patterns $I_1$ for temperatures $T_{\text{bath}} = 7$, 4, and 0.05 K. (c,d) Spatial profiles of the emission patterns (c) and interference patterns $I_{12}$ at shift $\delta x = 4 \mu$m (d) for $T_{\text{bath}} = 7$ K (red) and 0.05 K (black). (e) Amplitude of the interference fringes $A_{\text{interf}}$ at shift $\delta x = 4 \mu$m averaged over $0 < x < 1.5 \mu$m (black squares) and half-width at half-maximum (HWHM) of the exciton emission pattern along $x$ (blue diamonds) vs. temperature. $P_{\text{ex}} = 1.9 \mu$W.

Figure 5.6 presents the temperature dependence of exciton emission and interference patterns. At high temperatures, the exciton cloud spreads over the trap resulting in a broad spatial profile of the exciton emission. With lowering temperature, excitons collect at the trap center (Fig. 5.6a,b,c,e). Studies of atoms in traps also show the collection of atoms at the trap center with lowering temperature due to the reduction of the thermal spreading of atoms over the trap and, eventually, condensation of atoms [Anderson et al., 1995; Bradley et al., 1995; Davis et al., 1995].
To determine if condensation of excitons is realized in the trap, we performed shift-interferometry measurements. We found that the exciton collection at the trap center with lowering temperature is accompanied by a strong enhancement of the amplitude of the interference fringes $A_{\text{interf}}$ for the interference between the emission of indirect excitons spatially separated by $\delta x$ (Fig. 5.6d,e). Quantitative characteristics of spontaneous coherence and condensation can be obtained from the measurements of $A_{\text{interf}}$ as a function of $\delta x$ [Penrose & Onsager, 1956]. Such measurements are presented in the next sections.

5.2.2 Density dependence of $g_1$

![Figure 5.7: Density dependence of spontaneous coherence.](image)

Figure 5.7: Density dependence of spontaneous coherence. (a) Amplitude of the interference fringes $A_{\text{interf}}(\delta x)$ for excitons in the trap for excitation density $P_{\text{ex}} = 0.31 \mu W$ (green squares), $2.2 \mu W$ (red circles), and $88 \mu W$ (blue triangles) at $T_{\text{bath}} = 50 \text{ mK}$. (b,c) $A_{\text{interf}}$ at shift $\delta x = 4 \mu m$ averaged over $0 < x < 1.5 \mu m$ (b) and HWHM of the exciton emission pattern along x (c) vs. $P_{\text{ex}}$ for $T_{\text{bath}} = 50 \text{ mK}$ (blue circles) and $4.5 \text{ K}$ (black squares).

Figure 5.7a presents $A_{\text{interf}}(\delta x)$ for different densities. The exciton temperature is higher in the excitation spot [Hammack et al., 2006b]. This is consistent with low values of $A_{\text{interf}}$ at negative $\delta x$, which correspond to the interference between the emission of a hot exciton gas in the excitation spot and exciton gas in the trap center. We consider positive $\delta x$, which correspond to the interference...
between the emission of an exciton gas in the trap center and exciton gas at positive \( x \) further away from the hot excitation spot.

Figure 5.7c presents the density dependence of the width of the exciton emission pattern along \( x \). At high temperature \( T_{\text{bath}} = 4.5 \) K, the width of the emission pattern of the exciton cloud monotonically increases with density. This is consistent with screening of the potential landscape in the trap by indirect excitons due to the repulsive exciton-exciton interaction [High et al., 2009b]. However, a drastically different behavior is observed at low temperature \( T_{\text{bath}} = 50 \) mK: The increase of density leads to the reduction of the cloud width, indicating the exciton collection at the trap center. Only at the highest densities, the high-temperature behavior is recovered.

Figure 5.7b presents the density dependence of \( A_{\text{interf}} \). At high temperature \( T_{\text{bath}} = 4.5 \) K, the coherence degree is low for all densities. However, at low temperature \( T_{\text{bath}} = 50 \) mK, the increase of density leads to a strong enhancement of \( A_{\text{interf}} \), followed by its reduction. As in the case of varying temperature (Fig. 5.6e), with varying density, the exciton collection at the trap center is accompanied by the enhancement of the coherence degree of excitons (Fig. 5.7b,c).

### 5.2.3 Temperature dependence of \( g_1 \)

The density, at which the coherence degree of excitons is close to maximum (Fig. 5.7b), has been chosen to study the temperature dependence due to the strongest coherence enhancement with reducing temperature. Figure 5.8 shows cross sections of intensity for different temperatures and offsets, along with the cross sections of \( I_{\text{interf}} \) from which \( A_{\text{interf}}(\delta x) \) is calculated. Figure 5.9a presents the amplitude of the interference fringes \( A_{\text{interf}}(\delta x) \) for different temperatures. The spatial extension of \( A_{\text{interf}}(\delta x) \) can be characterized by a coherence length \( \xi \) at which the interference visibility drops \( e \) times. A strong enhancement of the exciton coherence length is observed at low temperatures (Fig. 5.9c). While at high temperatures \( \xi \) is considerably smaller than the exciton cloud width, at low temperatures the entire exciton cloud becomes coherent (Figs. 5.6e, 5.9).
Figure 5.8: Spatial profiles of $I_1$, $I_2$, $I_{12}$, and $I_{\text{interf}}$ at different offsets and temperatures. (a-c, e-g, i-k) Spatial profiles along $y$ at $x = 0$ of $I_1$ (red), $I_2$ (black), and $I_{12}$ (blue) at shift $\delta x = 0$ (a-c), 4 $\mu$m (e-g), and 6 $\mu$m (i-k). $T_{\text{bath}} = 0.1$ K (a,e,i), 2 K (b,f,j), and 8 K (c,g,k). (d,h,l) Spatial profiles along $y$ at $x = 0$ of $I_{\text{interf}}$ at $T_{\text{bath}} = 0.1$ K (black), 2 K (red), and 8 K (green) for $\delta x = 0$ (d), 4 $\mu$m (h), and 6 $\mu$m (l). Amplitudes of interference fringes $A_{\text{interf}}$ are indicated by dashed lines. $P_{ex} = 1.9\mu$W.
Figure 5.9: Measurements of the first order coherence function at different $T$. (a) $A_{\text{interf}}(\delta x)$ for excitons in the trap for $T_{\text{bath}} = 50 \text{ mK}$ (black squares), $2 \text{ K}$ (blue triangles), $4 \text{ K}$ (green circles), and $8 \text{ K}$ (red diamonds). (b) $I_{\text{interf}}$ for $T_{\text{bath}} = 50 \text{ mK}$ (black) and $8 \text{ K}$ (red) at shift $\delta x = 7 \mu\text{m}$. (c) The exciton coherence length $\xi$ as a function of temperature. $P_{\text{ex}} = 1.9 \mu\text{W}$.

5.3 Estimation of transition temperature

In this section, we estimate the temperature of Bose-Einstein condensation (BEC) of excitons in the trap and compare it with the measured condensation temperature. For a rough estimate, we use the formula for BEC in a system of ideal noninteracting bosons in a parabolic 2D trap [Ketterle & van Druten, 1996; Mullin, 1997; Dalfovo et al., 1999]:

$$T_c = \frac{\hbar \omega_{2D}}{\sqrt{6\pi}} \sqrt{N/g},$$

where $\omega_{2D} = (\omega_x \omega_y)^{1/2}$, $\omega_x$ and $\omega_y$ are the trap oscillator frequencies, $g$ is the spin degeneracy, and $N$ is the number of particles in the trap. A parabolic fit to the trap profile (Fig. 5.1c,d) $E(x,y) = \frac{m}{2}(\omega_x^2 x^2 + \omega_y^2 y^2)$ gives for $g = 4$ and exciton mass $m = 0.22 m_0$ [Butov et al., 2000]: $\omega_x \sim 4 \times 10^9 \text{ s}^{-1}$, $\omega_y \sim 3 \times 10^{10} \text{ s}^{-1}$, and $T_c \sim 0.03 \sqrt{N}$.

The exciton density $n$ can be estimated from the energy shift. For the data in Fig. 5 at the lowest temperatures, the measured energy shift $\delta E \approx 1.3 \text{ meV}$. Using the plate capacitor formula for the density estimate $\delta E = 4\pi e^2 nd/\varepsilon$ [Yoshioka & Macdonald, 1990; Zhu et al., 1995; Ivanov, 2002], where $d \approx 12 \text{ nm}$ is the separation between the electron and hole layers for our sample and $\varepsilon$ is the
background dielectric constant, gives \( n \sim 10^{10} \text{ cm}^{-2} \). For the size of the exciton cloud in the trap \( \sim 10 \mu \text{m}^2 \) (Fig. 5.6), a total exciton number in the trap \( N \sim 10^3 \). This gives \( T_c \sim 1 \text{ K} \).

The plate capacitor formula underestimates the density [Schindler & R., 2008; Ivanov et al., 2010]. Using the correction for the relation between \( \delta E \) and \( n \) estimated in [Remeika et al., 2009], we obtain from the energy shift \( N \sim 3 \times 10^3 \) and \( T_c \sim 2 \text{ K} \). These rough estimates of the temperature of exciton BEC in the trap are close to the measured transition temperature \( \sim 2 \text{ K} \) (Fig. 5.9c).

Note that the exciton density can be also roughly estimated from the light absorption: \( n \sim \frac{P_{ex}}{E_{ex}A_{ex}} \alpha \tau \), where \( P_{ex} \) is the power of the excitation laser, \( E_{ex} \) is the photon energy of the excitation laser, \( A_{ex} \) is the excitation spot area, \( \alpha \) is the fraction of photons emitted by the excitation laser that is transformed to indirect excitons due to the light absorption and carrier relaxation, and \( \tau \) is the lifetime of indirect excitons. The uncertainty in the value of \( \alpha \) makes such estimate rough.

For \( \alpha \sim 10^{-2} \), \( P_{ex} \sim 2 \mu \text{W}, E_{ex} \sim 2 \text{ eV}, A_{ex} \sim 10 \mu \text{m}^2 \), and \( \tau \sim 50 \text{ ns} \), the estimate from the light absorption gives \( n \sim 3 \times 10^{10} \text{ cm}^{-2} \) and \( N \sim 3 \times 10^3 \).

### 5.4 Discussion

The data are discussed below. In the reported experiments, the laser excitation energy exceeds the exciton energy by about 400 meV and the laser excitation spot is spatially separated from the interfering excitons for positive \( \delta x \). Therefore studied coherence in the exciton gas is spontaneous coherence; it is not induced by coherence of the laser excitation. [Note that for negative \( \delta x \), the interfering excitons spatially overlap with the laser excitation spot and exciton coherence is suppressed (Fig. 5.7a), confirming that exciton coherence is not induced by the laser excitation.]

The coherence of an exciton gas is imprinted on the coherence of emission, which is described by the first-order coherence function \( g_1(\delta x) \). In turn, this function is given by the amplitude of the interference fringes \( A_{\text{interf}}(\delta x) \) in ‘the ideal experiment’ with perfect spatial resolution. In real experiments, the
measured $A_{\text{interf}}(\delta x)$ is given by the convolution of $g_1(\delta x)$ with the point-spread function (PSF) of the optical system used in the experiment [Fogler et al., 2008]. The PSF is determined by measuring the emission profile across a source of vanishing width. The PSF is a peak at $\delta x = 0$ of the width corresponding to the spatial resolution of the optical system. A peak in $A_{\text{interf}}(\delta x)$ at $\delta x = 0$ due to the PSF can be seen both at low and high temperatures.

Both for a classical gas and quantum gas $g_1(\delta x)$ is close to 1 at $\delta x = 0$ and drops with increasing $\delta x$ within the coherence length $\xi$. The difference between the classical and quantum gas is in the value of $\xi$. For a classical gas, $\xi_{cl}$ is close to the thermal de Broglie wavelength $\lambda_{dB} = \sqrt{\frac{2\pi\hbar^2}{mT}}$, which is well below the PSF width in the studied temperature range ($\xi_{cl} < \xi_{cl@0.1K} \sim 0.5 \mu m$, the PSF width is $\sim 2 \mu m$). Therefore, for a classical gas at temperatures above 4 K, the measured $\xi$ is given by the PSF width (Fig. 5.9).

For a classical gas, the coherence length $\xi \propto T^{-1/2}$ gradually increases with reducing temperature and remains small $< 0.5 \mu m$ for $T > 0.1K$, much smaller than the coherence length observed at the lowest temperatures (Fig.5.9). Therefore, an increase of the coherence length in a classical gas cannot lead to the increase in the contrast of the interference pattern at large $\delta x$ observed in the experiment (Fig. 5.9).

In contrast, for a condensate, the coherence length becomes much larger than the thermal de Broglie wavelength and reaches the size of the exciton cloud in the trap so the entire exciton cloud becomes coherent. This signature of Bose-Einstein condensation is observed at the lowest temperatures in the experiment (Figs. 5.6e, 5.9). The measured transition temperature is $\sim 2$ K (Fig. 5.9c), in good agreement with the estimate.

Finally, Fig. 5.9a also illustrates why $\delta x = 4 \mu m$ is selected for presenting coherence degree of excitons in Figs. 5.6 and 5.7. The shift $\delta x = 4 \mu m$ exceeds both $\lambda_{dB}$ and the PSF width. At such $\delta x$, only weak coherence given by the PSF value at $\delta x = 4 \mu m$ can be observed for a classical gas. Higher $A_{\text{interf}}$ exceeding such background level reveal spontaneous coherence of excitons.

The realization of exciton condensate in a trap opens the opportunity to
study the condensate properties. Traps allow precise control of condensates by in situ control of trap shape and depth that has been effectively used in studies of condensates of atoms. Similar control of condensates of excitons in condensed matter materials will allow studying condensates with parameters, such as mass, interaction, temperature, and characteristic times, orders of magnitude different from those in condensates of atoms. This will be the subject for future research.
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Appendix A

Electronic behavior in crystals

In this appendix we will develop a basic understanding of the behavior of electrons in a crystal lattice. Lattices are formed by regular bonding between single or mixed-species atoms. This bonding is achieved through sharing of electrons in the outermost electronic orbitals of the atom. This allows us to distinguish between electrons that are tightly bound to the nucleus of the atom and electrons that are delocalized throughout the crystal structure. Since the delocalized electrons are no longer tightly bound to the nuclei, the cores of the nuclei develop a local positive charge. This local charge is attractive to the electron and results in the lattice potential. The presence of a lattice potential dramatically modifies the dynamics of electrons and holes (charge carriers) in the crystal. In particular, the lattice confines the allowed energy states of the carriers to bands, and gaps in energy can develop between bands. A full derivation of three-dimensional band structure is beyond this work and requires sophisticated mathematical methods. For an informative introduction to these methods please see *Solid State Physics* by Giuseppe Grosso and Giuseppe Pastori Parravicini. Here, we will only consider a simple one-dimensional model and show how energy bands can develop within a simple framework of Bragg scattering.
A.1 A simple one-dimensional model of electrons in a lattice

An electron in a one-dimensional potential $V(x)$ obeys the Schrödinger equation

$$-\frac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} + V(x) \psi(x) = \epsilon \psi(x). \quad (A.1)$$

We will consider a lattice potential $V(x)$ that satisfies the condition $V(x) = V(x + ma)$, where $m$ is an arbitrary integer and $a$ is the lattice constant. Since we are dealing with a regular, periodic structure it is useful to work in reciprocal space (with wavenumber $k$) rather than real space. The Fourier transform of a periodic potential $V(x)$ contains only plane waves with wavenumbers $G = \frac{2\pi m}{a}$. We also take the Fourier transform of the wavefunction $\psi$, also with the condition that the electron wavefunction is periodic with the lattice, which implies $G - k = \frac{2\pi l}{a}$, where $l$ is an integer. Then,

$$V(x) = \sum_G V_G e^{iGx}, \quad \psi(x) = \sum_k C_k e^{ikx}. \quad (A.2)$$

Substituting into the Schrödinger equation, we arrive at

$$\frac{\hbar^2}{2m} \sum_k k^2 C_k e^{ikx} + \sum_{G} \sum_{k'} C_{k'} V_G e^{i(k'+G)x} = \epsilon \sum_k C_k e^{ikx}. \quad (A.3)$$

In the summation variable, substitute $k' = k - G$. Then by dividing out the sum over $k$ we arrive at the eigenvalue equation

$$\left( \frac{\hbar^2}{2m} - \epsilon \right) C_k + \sum_G V_G C_{k-G} = 0 \quad (A.4)$$

The eigenfunctions of this equation take the form

$$\psi_k(x) = e^{ikx} u_k(x), \quad (A.5)$$

where $k$ is the wavenumber of the state and $u_k$ is a periodic function where $u_k(x + ma) = u_k$. This is the Bloch theorem Bloch [1929]. Physically, the solutions of the Schrödinger equation take the form of traveling waves of wavenumber $k$ where
the wave has some modulation on the lattice scale \( u_k(x) \). Rather than consider electrons to be localized at some point in the lattice, we consider the electrons to be delocalized across the entire lattice with a well defined wavenumber. The \( n^{th} \) eigenvalues \( \epsilon_n(k) \) and eigenvectors \( \psi_n(k) \) of the Schrödinger equation are periodic functions of wavenumber with periodicity \( \epsilon_n(k) = \epsilon_n(k + m2\pi/a) \), where \( 2\pi/a \) is also known as the periodicity of the reciprocal lattice. Due to this periodicity, the set of all unique electronic states in the system occur over the range \(-\pi/a < k \leq \pi/a\), and can be specified by the wavenumber \( k \) and “band index” \( n \).

The dynamics of an electron in a crystal are different from the dynamics of a free electron. A free electron has a wave function of the form \((1/\sqrt{L})e^{ikx}\), with eigenvalues of the momentum operator \( p = -i\hbar \frac{d}{dx} \) given by \( \hbar k \). By inspection, a Bloch function is not an eigenfunction of the momentum operator. Rather, \( \hbar k \) of an electron in a crystal is referred to as the \textit{quasi-momentum}. It can also be shown that the velocity of an electron in a crystal is related to the energy gradient by

\[
v(k) = \frac{1}{\hbar} \frac{dE(k)}{dk}. \tag{A.6}\]

and the effective mass \( m^* \) of an electron in a crystal (how it responds to an external force) can be defined as

\[
\frac{1}{m^*} = \frac{1}{\hbar^2} \frac{d^2E(k)}{dk^2}. \tag{A.7}\]

Grosso & Parravicini [2000]. Therefore, the effective mass and velocity of an electron in a given momentum and energy state is related to the local curvature of the band. The effective mass can differ significantly from the electron mass in a vacuum \( m_0 \).

### A.2 Gaps in the dispersion relationship

Now we will show how gaps between energy bands can arise in a one-dimensional lattice. Consider a point in the nearly free electron model where there is a crossing between two energy bands, Fig. A.1. We will use degenerate
perturbation theory to explore what happens to the band crossing at the edge of the Brillouin zone \( k = \pi / a \) when a small lattice potential \( V(x) \) is introduced. Let

\[
e_0 = \frac{\hbar^2 (\pi / a)^2}{2m}, \psi_1 = e^{ikx}, \psi_2 = e^{-ikx}.
\] (A.8)

We need to solve the matrix equation

\[
\begin{pmatrix}
<\psi_1|H|\psi_1> & <\psi_1|H|\psi_2> \\
<\psi_2|H|\psi_1> & <\psi_2|H|\psi_2>
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2
\end{pmatrix}
= \epsilon
\begin{pmatrix}
c_1 \\
c_2
\end{pmatrix}
\]

Then

\[
<\psi_1|H|\psi_1> = <\psi_1|H|\psi_2> = \epsilon_0 + V_0, <\psi_1|H|\psi_2> = <\psi_2|H|\psi_1> = V_1
\] (A.9)

where

\[
V_0 = \frac{1}{L} \int V(x) dx, V_1 = \frac{1}{L} \int V(x) e^{i2\pi x/a} dx.
\] (A.10)

If the potential is attractive, then \( V_0, V_1 < 0 \). The eigenvalues of the matrix are

\[
e = \epsilon_0 + V_0 \pm V_1
\] (A.11)

and the eigenstates are

\[
\psi_+ = \frac{1}{\sqrt{2}}(\psi_1 + \psi_2) = \frac{1}{\sqrt{2}}(e^{i\pi x/a} + e^{-i\pi x/a}) = \frac{2}{\sqrt{2}} \cos \frac{\pi x}{a}
\] (A.12)

and

\[
\psi_- = \frac{1}{\sqrt{2}}(\psi_1 - \psi_2) = \frac{1}{\sqrt{2}}(e^{i\pi x/a} - e^{-i\pi x/a}) = -\frac{2i}{\sqrt{2}} \sin \frac{\pi x}{a}
\] (A.13)
The probability distribution of the wave functions are

$$|\psi_+|^2 = 2 \cos^2 \frac{\pi x}{a}, |\psi_-|^2 = 2 \sin^2 \frac{\pi x}{a}$$  \hspace{1cm} (A.14)

Therefore, the eigenstates at $k = \pi i / a$ take the form of standing waves. If $V$ is attractive and hence negative, the lower energy wave is peaked at $x = 0, a, 2a..., and the higher energy wave is peaked at $x = a/2, 3a/2, 5a/2...$. Intuitively, this is reasonable; it is expected that the state is which the negatively charged electron is closest to the positively charged core should be at lower energy than the state where the electron is maximally peaked in between the ionic cores. Of critical importance, though, is that there is a gap in energy $2V_1$ between the states, and within this gap there are no allowed electronic states. Rather than allowing the energy bands to cross, the two bands merge to form a smooth lower energy band and a smooth higher energy band (see Fig. A.1). This is in stark contrast to a free electron state, in which an electron can take on any value of energy. Although this is a heavily simplified model, it still is informative as to the nature of energy gaps in three-dimensional crystals.

Another simplified way to visualize the formation of bands is the following: The energy levels of an well separated atoms are well defined. The electrons exist in orbitals with a specific energy associated with each orbital, and the energy levels of the separated atoms are degenerate. The orbital energies are separated by energy gaps. Now consider bringing the atoms closer and closer together, as in a crystal. The orbitals of the atoms will begin to mix, and due to interaction the degeneracy of the orbitals will be lifted. As the atoms are brought closer together the allowed energy in the orbitals will begin to broaden, and eventually some of the orbitals will merge to form bands. However, there will still be gaps in energy between the bands. Similar to single atoms in which the electrons exist in s, p, d, and f type orbitals, each band has an associated orbital angular momentum $L = 0, 1, 2...$ with $L_z \in L, L - 1, L - 2..., -L$. 
A.3 Filling of bands: Conductors, Semiconductors, and Insulators

So far, we have considered the dispersion relationship of electrons in a lattice as smooth, continuous bands. However, this is only true in the case of an infinitely large lattice. For a finite lattice, the allowed values of \( k \) are broken into discrete momentum states. Consider a one-dimensional lattice of length \( L = Na \), where \( N \) is the total number of unit cells and \( a \) is the lattice period. \( \psi(x) \) is a Bloch function of the form \( e^{ikx} \). Cyclic boundary conditions dictate that \( \psi(x) = \psi(x + Na) \). Therefore, the boundary conditions require \( e^{iNak} = 1 \), which restricts the values of \( k \) to

\[
k = \frac{2\pi}{Na} l
\]

where \( l \) is an integer. Note that the number of allowed \( k \) states from \(-\pi/a < k < \pi/a\) is equal to \( N \).

Electrons are fermions, i.e. spin 1/2 particles, and hence obey Fermi statistics. The Pauli exclusion principle dictates no more than one spin-up and one spin-down electron can occupy a given energy state. Therefore, electrons is a band effectively stack on top of each other in \( k \)-space, and in the limit temperature \( T \to 0 \) state the band is filled up to the Fermi energy.

The location of the Fermi level with respect to the band structure largely determines the conductive properties of the crystal. Assume a simple band structure at \( T = 0 \), in which the band is only partially filled with electrons. There will be an equal number of electrons with positive and negative \( k \) and hence positive and negative \( V \). Applying an electric field along the \( x \)-axis will add some small momenta \( \delta k \) to each electron. Rather than considering a shift in momentum of all electrons, alternatively consider shifting one electron with initial momentum \( k_i = -k_F \) to final momentum \( k_f = k_F + 2\pi/(Na) \). Due to the close level spacing of energy levels in the band, it will cost little energy to shift an electron from \(-k \) to \(+k \). Then, there will be more electrons flowing in one direction than the other direction, and a current will arise. Therefore, a material with a partially filled band is conductive to electricity. Now consider a band in which
all electron states are occupied. In this case, the fermi level will be in the energy gap between bands. Since there are no empty states in the band, an electric field cannot shift the distribution of electrons to $+k$ or $-k$, and hence no current will flow in the presence of an electric field. Therefore, a material with the fermi level in between bands is an insulator. The difference between an "insulator" and a "semiconductor" is purely semantic. Both materials are characterized by the fermi level residing in the band-gap of the material; however, the band-gap in a material considered to be a semiconductor is generally smaller than in a material considered to be an insulator. In a semiconductor, a filled band is referred to as a valence band, and an empty band is referred to as a conduction band.

Finally, consider a nearly full band that is only missing a single electron, therefore leaving a single momentum state empty. Calculating the dynamics of all the electrons in the band would be quite complex; rather, it is much simpler to consider the dynamics of the vacant momentum state, also known as a hole. A hole carries charge $+e$. A hole in a energy band has some similarity to an bubble in water. A bubble flowing in one direction in water is equivalent to water with the volume of the bubble flowing in the opposite direction. Furthermore, a bubble will rise towards the surface in water in order to minimize the potential energy of the water. Similarly, a hole will minimize the energy of the electronic states in a band by “rising” towards higher energy states.
Appendix B

Electronic and optical properties of GaAs

B.1 Crystal and band structure of GaAs

GaAs is a zincblende crystal with lattice constant $a = 5.6\,\text{Å}$. The simplest way to visualize the crystal structure of GaAs is to consider it as a Face-Centered Cubic (FCC) lattice of Arsenic and a FCC lattice of Gallium, each with the same lattice constant and offset from each other along the (111) direction by $d/4$, where $d$ is the body diagonal of one the FCC units. GaAs is a semiconductor, meaning the electronic Fermi energy resides in a band gap. For a discussion of the fundamental differences between conductors and semiconductors, please consult Appendix A. The calculation of the full band structure of GaAs is beyond this work; instead, we will consider the band structure in the vicinity of the band gap. For GaAs, the band gap is direct (which will be discussed in the next section) and occurs at the so-called $\Gamma$ point, which is at the center of the Brillouin zone.

In the region of the gap, there are four bands of interest. There is a single conduction band and three valence bands: The heavy-hole band, the light-hole band, and the split-off band, (see Fig. B.2). The GaAs samples studied in this thesis have a fundamental band gap of $\Delta E = 1.515\text{eV}$ at $T_{\text{lattice}} = 1.4\text{K}$. Similar to atomic orbitals, each energy band has an associated quantized orbital angular
Figure B.1: Crystal structure of Gallium Arsenide. The three primitive lattice vectors $t_1=(110)$, $t_2=(101)$, and $t_3=(011)$ are shown. The primitive lattice vectors have length $a/2$, where $a$ is the lattice constant.

Figure B.2: Band structure of Gallium Arsenide in a two-dimensional quantum well. The bands shown are the conduction band (C), Heavy Hole band (HH), Light Hole band (LH), and Split Off band (SO). The total orbital quantum number $j$ is also indicated. Energies are not drawn to scale.
momentum. The conduction band is an $S$-type orbital, meaning the orbital angular momentum $l = 0$, and hence the total angular momentum $j = l + s = 1/2$. The valence band structure of GaAs is more complex; the valence band is composed of $P$-type orbitals with $l = 1$. This means $j = 3/2$ or $1/2$. An electron in an orbital experiences a magnetic field due to its motion around a positively charged ion. This magnetic field couples to the angular momentum of the electron, and hence the strength of the interaction depends on the total electron angular momentum (spin plus orbital). For this reason, the $j = 1/2$ band has a lower energy by $\approx 300\text{meV}$ than the $j = 3/2$ bands, and is referred to as the split-off band. In bulk GaAs, the $j = 3/2$ states are degenerate at $k = 0$. However, due to differences in the electronic wave functions, the $j = 3/2$ states have different dispersions, and hence different effective mass. Recalling that the mass of an electron in a crystal is inversely proportional to the band curvature, the lower curvature band is referred to as the heavy-hole band and the higher curvature band is referred to as the light-hole band. In bulk GaAs, these bands are degenerate at $k = 0$. In the quantum well structure studied in this thesis, there is symmetry breaking between the z-axis and the x- and y-axes; this symmetry breaking splits the energies of the heavy-hole and light-hole bands at $k = 0$ by $\approx 15\text{meV}$.

### B.2 Optical properties of GaAs

Due to its abundance and the ease of high-purity fabrication, silicon is the most common semiconductor used in computation. However, as a semiconductor material for optoelectronics it is rather poorly behaved. This is due to the fact that its fundamental band gap is indirect, meaning that the bottom of the conduction band is offset in momentum space from the top of the valence band by a wavenumber on the order of the Brillouin zone. This means that an optical excitation would not only need to impart the necessary energy (due to Fermi’s Golden Rule), but also impart the necessary momentum due to conservation. Photons with energy on the order of the bandgap in a semiconductor
lattices typically have a large wavelength compared to the lattice constant and hence have a very small wavenumber compared to the size of the Brillouin zone. Therefore a purely optical transition cannot significantly change the wavenumber of the electron due to momentum conservation. In Silicon this means that in order to absorb or emit a photon at the band gap, momentum conservation requires simultaneous absorption or emission of a phonon. This is a second order process, and hence the process is inefficient.

GaAs, on the other hand, has a band gap that is direct in momentum space, meaning that the top of the valence band occurs at the same momentum as the bottom of the valence band. Therefore, absorption or emission is a first order process. This is critical for its applications in optoelectronics. Furthermore, its band gap corresponds to light of wavelength $\lambda \approx 790\text{nm}$, a wavelength highly compatible with conventional optics, such as TiSaph lasers and near-infrared cameras. Excitons are optically active quasiparticles; therefore, it useful to study and utilize excitons in materials that have readily accessible and convenient optical transitions, materials such as GaAs.

### B.3 Excitons in GaAs

Now, consider the absorption of an above-band gap photon by an electron in the heavy-hole valence band. The electron will be promoted by a vertical transition to the conduction band, and hence will leave behind a hole in the valence band. The negatively charged electron and the positively charged hole will be attracted to each other. Just as a proton and an electron can bind to form hydrogen, the electron and hole can form a bound state called an exciton. The combined motion of the electron and hole can be decomposed into the center-of-mass motion of the electron-hole pair and the relative motion of the electron with respect to the hole. The relative motion takes on quantized energy levels and wave functions, similar to the energy levels and wave functions in hydrogen, and can range from tightly bound states to continuum states in which the electron and hole are essentially free. In [Sivalertporn et al., 2012], it is shown that the
energy difference between the $n = 1$ and $n = 2$ indirect exciton energy levels is approximately 3meV. In this dissertation we mainly consider indirect excitons with exciton temperature $T_{ex} < 10K$. Then, the thermal energy $k_B T < 1$meV. Therefore, the thermalized excitons in this paper will reside in the $n = 1$ internal ground state and the higher internal energy levels can be neglected.

Eventually, the electron will recombine with the hole and release a photon with energy equal to the exciton energy. In photon emission, energy and momentum must be conserved. For bulk excitons, this condition is met only at the spherical surface in $k$-space where the exciton and photon dispersion intersect. As explained in [Hopfield, 1958], no real excitonic transitions can take place in such a system; rather, the eigenstates of the system will be exciton-polariton states, in which the energy is shared between an exciton and a photon state. In a two dimensional quantum well, however, momentum conservation is relaxed along the $z$-axis; this allows all excitons within the energy of the light cone to emit photons and hence become optically active. Calculating this energy is relatively straightforward. At the photon cone

$$k_{\text{photon}} = k_{\text{exciton}},$$

$$\epsilon_{\text{photon}} = \epsilon_{\text{exciton}}$$

For exciton emission at $\approx 800$nm, $\epsilon_{\text{photon}} = 1.55$eV. Then

$$k_{\text{exciton}} = k_{\text{photon}} = \frac{n\epsilon_{\text{photon}}}{hc}$$

where $n$ is the dielectric constant of the material. For GaAs, $n = 3.3$. Assuming a parabolic band for low energies the exciton kinetic energy at the photon cone can be described by

$$\epsilon_{\text{exciton}} = \frac{\hbar^2 k^2}{2m_{ex}} = \frac{n^2 \epsilon_{\text{photon}}^2}{2m_{ex} c^2},$$

where $m_{ex} = 0.22m_0$ and $m_0$ is the electron mass in a vacuum. Then, within this approximation $\epsilon_{\text{exciton}} = 0.1$meV. Therefore, from first principles only low kinetic-energy exciton states with $\epsilon < 0.1$meV should be optically active. This is a simplification; exciton-photon and exciton-exciton scattering processes can
allow higher energy excitons to become optically active, see chapter 3. Statistical processes such as Bose-Einstein condensation and physical properties such as the exciton coherence length (which can be related to Bose-Einstein condensation) can significantly effect the exciton emission rate, see [Butov & Filin, 1998]. However, the fact that the exciton emission rate is \( k \)-dependent implies that even in a classical Boltzmann framework the emission rate of a thermal cloud of excitons will be temperature dependent.

As mentioned previously, electrons in the conduction band have spin \( s = \pm 1/2 \), while the heavy-hole band has spin \( s = \pm 3/2 \). Therefore, as a combination of two fermions the exciton must be bosonic with integer total spin that can take on four possible values, \( S = \pm 2, \pm 1 \). Due to optical selection rules, the emission of photons from \( S = \pm 2 \) states is forbidden to first-order, and hence they are referred to as *dark states*, whereas emission of a photon from an \( s = \pm 1 \) state is not forbidden and hence these are referred to as *bright states*. 
Appendix C

Derivation of momentum distribution from $A_{\text{interf}}$

C.1 The first order coherence function

Coherence of excitons at two separate points $r_1$ and $r_2$ of space can be quantified by the density matrix, which is defined by the expectation value

$$\rho_{jk}(r_1, r_2) = \langle \psi_j^\dagger(r_1) \psi_k(r_2) \rangle,$$

(C.1)

where $\psi_j^\dagger$ and $\psi_k$ are the equal-time creation and annihilation operators of excitons in the four possible $J_z$-states labeled by $j$ and $k$. Coherence of the excitons is imprinted on their emission:

$$\langle E_j^*(r_1)E_k(r_2) \rangle = M_{jk}\rho_{jk}(r_1, r_2),$$

(C.2)

where $j$ and $k$ are now restricted to the $J_z = \pm 1$ components and $E_j$ is the electric field amplitude of the corresponding circular polarization of light. If most of occupied exciton momenta $q$ are much smaller than $2\pi/\lambda$, we can treat $M_{jk}$ as constants. Hence, optical measurements can give direct access to determining $\rho_{jk}(r_1, r_2)$.

Instead of the left-hand side of Eq. (C.2), one traditionally considers the
optical first-order coherence function

\[ g_1(r_1, r_2) = \sum_{j,k=\pm 1} c_{jk} \langle E_j^*(r_1)E_k(r_2) \rangle, \quad (C.3) \]

where the coefficients \( c_{jk} \) describe the transformation from the circular-polarization basis to the measured polarization state, e.g., all \( c_{jk} = 1/4 \) for the \( x \)-polarization.

To elaborate further on the relation between functions \( g_1 \) and \( \rho_{jk} \), we make several simplifying assumptions. First, we assume that the system is uniform, so that all observables depend only on the distance \( r = |r_1 - r_2| \) between the observation points. Second, we neglect spin-orbit coupling and crystal anisotropies, so that we end up with a four-fold degenerate parabolic \( \varepsilon_q = \hbar^2 q^2 / (2m) \) exciton spectrum. Third, we assume that all the four components are equally occupied and completely independent (have no mutual coherence). These assumptions are made primarily because there is no full theoretical understanding of coherence in a gas with spin-orbit coupling, interaction, and spatial inhomogeneity.

It is also convenient to consider relations between quantities in the momentum space. The Fourier transform of \( \rho(r) \) is the momentum distribution \( n_q \).

The proportionality between \( g_1 \) and \( \rho \) implies

\[ g_1(r) = C_1 \int d^2q e^{iqr} n_q, \quad (C.4) \]

where constant \( C_1 \) provides the normalization \( g_1(0) = 1 \). Conversely, Eq. (C.4) indicates that \( n_q \) is proportional to the Fourier transform \( \tilde{g}_1(q) \) of \( g_1(r) \). This conclusion is very important because function \( n_q \) gives information about interactions, coherence, and phase transitions in the system. Its calculation for interacting particles remains a challenging many-body problem [Kagan et al., 2000]. In particular, no theoretical results for \( n_q \) have been reported for the system under study, where the interaction are dipolar and the spin-orbit coupling is important. For illustrative purposes, we will discuss \( n_q \) and \( g_1(r) \) in a noninteracting model. In this model \( n_q \) is given by the Bose-Einstein distribution

\[ n_q = \frac{1}{e^{(\varepsilon_q - \mu)/T} - 1}, \quad (C.5) \]
where the chemical potential $\mu$ is related to exciton density $n$, temperature $T$ expressed in energy units, and spectral degeneracy $N = 4$ by

$$\mu = T \ln \left( 1 - e^{-n/n^*} \right), \quad n^* = \frac{N}{\lambda_{dB}^2}.$$  \hspace{1cm} (C.6)

Here

$$\lambda_{dB} = \sqrt{\frac{2\pi \hbar^2}{mT}}$$  \hspace{1cm} (C.7)

is the thermal de Broglie wavelength. In turn, the occupation of the $q = 0$ state is given by

$$n_0 = e^{n/n^*} - 1.$$  \hspace{1cm} (C.8)

As $T$ decreases at fixed $n$, the occupation $n_0$ of the ground state increases, leading in finite-size systems to condensation of all particles to the ground state.

Let us discuss the consequences of this formula in two limiting cases. First, at high $T$ or low $n$, we deal with a classical gas where $n_q \approx e^{(\mu - \varepsilon_q)/T} \ll 1$ and Eq. (C.4) yields

$$g_1(r) \approx e^{-\pi r^2/\lambda_{dB}^2}.$$  \hspace{1cm} (C.9)

Following the definition of the coherence length $g_1(\xi) = e^{-1}$ from chapter 4, we conclude that for the classical gas $\xi = \lambda_{dB}/\sqrt{\pi}$. In our system this corresponds to $\xi \approx 0.3 \mu m$ at $T = 0.1$ K.

In the quantum limit of low $T$ (or high $n$) and $r \gg \lambda_{dB}$, we can replace Eq. (C.5) by

$$n_q \approx \frac{T}{\varepsilon_q + |\mu|} \gg 1,$$  \hspace{1cm} (C.10)

which leads to

$$g_1(r) \propto K_0 \left( \frac{r}{\xi_0} \right), \quad \xi_0 = \sqrt{\frac{n_0}{4\pi} \lambda_{dB}},$$  \hspace{1cm} (C.11)

where $K_0(z)$ is the modified Bessel (MacDonald) function. Hence, function $g_1(r)$ decays logarithmically at $\lambda_{dB} \ll r \ll \xi_0$ and then exponentially at larger $r$. The coherence length $\xi$ is somewhat smaller than $\xi_0$ and much larger than $\lambda_{dB}$. As $T$ decreases at fixed $n$, occupation factor $n_0$ and therefore $\xi_0$ grow exponentially with $T$.

The plots of $g_1(r)$ for two representative densities are shown in Fig. 4.5b by the broken lines. The blue line corresponds to the classical gas where $n_0 \ll 1$.
and the black line depicts the quantum gas with $n_0 \approx 5000$. In agreement with the above discussion, crossover from the classical to quantum exciton gas is accompanied by a sharp increase of the coherence length.

**C.2 Optical resolution effects**

Experimentally, exciton emission is imaged by an optical system with a finite spatial resolution. Let us denote by $g^*_1(r)$ the coherence function obtained if the resolution is perfect (as assumed in the previous section) and let $g_1(r)$ stand for the observable one. The optical resolution effect can be understood by examining how plane waves with different transverse momenta $q$ pass through the imaging system. The corresponding complex transmission coefficient $f(q)$ is sometimes termed the pupil function. We adopt the following common model [Hopkins, 1955]

$$f(q) = \Theta(Q - q) \exp\left(\frac{i}{2} Dq^2\right), \quad Q = k NA,$$

where $k = 2\pi/\lambda$ is the optical wavenumber and NA is numerical aperture. In our experiments $NA = 0.27$, which implies $Q = 2.08 \mu m^{-1}$. Parameter $D \sim \delta z/k$ accounts for defocussing, with $\delta z$ being the defocussing length. The observed $g_1(r)$ can be expressed as the integral

$$g_1(r) = C_2 \text{Re} \int d^2q e^{iqr} f^2(q) \tilde{g}^*_1(q),$$

where $C_2$ is another normalization constant. The implications of this model for $g_1(r)$ are as follows.

At high $T$, where the momentum distribution is very broad, $\tilde{g}^*_1(q)$ can be replaced by a constant (see the blue solid line in Fig. 4.5c of the chapter 4), and so $g_1(r)$ is determined solely by the optical resolution parameters $Q$ and $D$:

$$g_1(r) = C_3 \int_0^Q J_0(qr) \cos Dq q dq .$$

The resultant first-order coherence function $g_1(r)$ is characterized by rapidly decaying oscillations, similar to the familiar Airy pattern. In the chapter 4, this
structure was referred to as the point-spread function (PSF). A good fit to the experimentally observed high-temperature $g_1(r)$ is obtained for $D = 0.5 \mu m^2$, see Fig. 4.5a. This corresponds to defocussing length $\delta z \sim Dk \approx 4 \mu m$, which is reasonable. The width of the main maximum of the PSF sets the scale of our optical resolution.

At low temperatures and at distances $r \gg 1/Q$ the optical resolution effects play no role for the shape of the $g_1(r)$ curve. However, the difference in the short-range behavior imposes a different normalization. Hence, we get $g_1(r) = C_4 g_1^*(r)$, where $C_4$ is another constant. The results are illustrated by the solid lines in Fig. 4.5b. In Fig. 4.5a and 4.5c we also show that experimental data for $g_1$ and its Fourier transform $\tilde{g}_1$ can be adequately fitted to classical (quantum) gas models at high (low) $T$. However, this fitting should not be overemphasized because of the limited range of the data and approximations made in the presented theory.
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Appendix D

Modeling of Spin Texture

The model considers excitons around an LBS ring, which is close to a radially symmetric source of excitons, for details on LBS rings see [Butov et al., 2002; Butov, 2004; Yang et al., 2010]. An LBS ring has a hot core region [Butov, 2004], which is not described by the model. The initial exciton state considered by this model is a ring around the LBS center where the exciton temperature reaches the limit below which excitons propagate ballistically and keep coherence within the limits of the observed spin texture. The model assumes a thermal distribution of excitons on this ring and their coherent (ballistic) radial propagation away from the center with velocity $v = \hbar k_{ex}/m$, where $k_{ex} = k_e + k_h$ is the exciton wave vector and $m$ is the exciton effective mass in the plane of the structure, $k_e = \frac{m_e}{m} k_{ex}$, $k_h = \frac{m_h}{m} k_{ex}$, $m_e$ and $m_h$ are electron and hole in-plane effective masses, respectively. In the basis of four exciton states with spins $\{+1, -1, +2, -2\}$, the coherent spin dynamics in the system is governed by a model matrix Hamiltonian:

$$H_{exc} = \begin{pmatrix}
E_{bright} & -\delta_b & k_e \beta_e e^{-ip} & k_h \beta_h e^{-ip} \\
-\delta_b & E_{bright} & k_h \beta_h e^{ip} & k_e \beta_e e^{ip} \\
k_e \beta_e e^{ip} & k_h \beta_h e^{ip} & E_{dark} & -\delta_d \\
k_h \beta_h e^{ip} & k_e \beta_e e^{-ip} & -\delta_d & E_{dark}
\end{pmatrix}, \quad (D.1)$$

where $E_{bright}$ and $E_{dark}$ are energies of bright and dark excitons in an ideal isotropic QW, $\delta_b$ and $\delta_d$ describe the effect of in-plane anisotropy induced by the crystallographic axis orientation and strain and resulting in the splitting of
exciton states linearly polarized along [110] and [0 − 10] axes of symmetry. The angle ϕ is defined relative to the x ≡ [110] axis. This Hamiltonian has been constructed from the spin–orbit Hamiltonians for electrons and holes [Luo et al., 2010], including an exciton spin anisotropy:

$$H_{\text{exc}} = H_{\text{anis}} + 1_e \otimes H_h + H_e \otimes 1_h,$$

where the operators $1_{e,h}$ are 2×2 identity matrices, $H_e = \beta_e \left(k_e^x \sigma_x - k_e^y \sigma_y\right)$ and $H_h = \beta_h \left(k_h^x \sigma_x + k_h^y \sigma_y\right)$,

$$H_{\text{anis}} = \begin{pmatrix} E_{\text{bright}} & -\delta_b & 0 & 0 \\ -\delta_b & E_{\text{bright}} & 0 & 0 \\ 0 & 0 & E_{\text{dark}} & -\delta_d \\ 0 & 0 & -\delta_d & E_{\text{dark}} \end{pmatrix}.$$  

The evolution of the density matrix is then described in terms of the quantum Liouville equation:

$$i\hbar \frac{d\rho}{dt} = [H_{\text{exc}}, \rho]$$

The initial condition in the simulations is the thermal density matrix on the low–temperature ring around the LBS core:

$$\rho(R = R_0) = \begin{pmatrix} (n_1 + n_2)/2 & (n_1 - n_2)/2 & 0 & 0 \\ (n_1 - n_2)/2 & (n_1 + n_2)/2 & 0 & 0 \\ 0 & 0 & (n_3 + n_4)/2 & (n_3 - n_4)/2 \\ 0 & 0 & (n_3 - n_4)/2 & (n_3 + n_4)/2 \end{pmatrix},$$

where the populations of the linearly polarized bright states are $n_{1,2} = \exp\left[- \left(E_{\text{bright}} \mp \delta_b\right)/k_B T\right]$ and populations of the dark states are $n_{3,4} = \exp\left[- \left(E_{\text{dark}} \mp \delta_d\right)/k_B T\right]$. Symbol $k_B$ stands for the Boltzmann constant. The patterns of circular and linear polarizations are extracted from the density matrix using the formulas $P_\sigma(R) = \left[\rho_{11}(R) - \rho_{22}(R)\right]/\left[\rho_{11}(R) + \rho_{22}(R)\right]$ and $P_{\text{lin}}(R) = 2\text{Re}\left[\rho_{12}(R)\right]/\left[\rho_{11}(R) + \rho_{22}(R)\right]$, respectively.

Figures 4.15a,b show the results of our calculations, considering the following parameters. The energies of exciton states were defined by the parameters $E_{\text{dark}} = 0 \ \mu\text{eV}$, $E_{\text{bright}} = 5 \ \mu\text{eV}$, $\delta_b = +1 \ \mu\text{eV}$, $\delta_d = -8 \ \mu\text{eV}$. The Dresselhaus coefficients were taken to be $\beta_e = 25 \ \text{meV}\AA$ and $\beta_h = 23.5 \ \text{meV}\AA$, the first
value has been experimentally measured in our earlier work [Leonard et al., 2009], the value for $\beta_h$ is in qualitative agreement with the calculations in [Luo et al., 2010]. The exciton temperature is $T = 0.2$ K, exciton propagation velocity $v = 3.4 \cdot 10^5$ cm/s, effective masses $m = 0.23 \ m_0$, $m_e = 0.07 \ m_0$, $m_h = 0.16 \ m_0$ with $m_0$ being free electron mass, and $R_0 = 4.8 \ \mu$m.

For a detailed fit of the experiment the spin dependent exciton-exciton interactions may need to be taken into account. Nevertheless, the present (linear) theory reproduces all main features of the spin texture observed in the experiment, namely, a ring of linear polarization (Fig. 4.15a), a vortex of linear polarization with the polarization perpendicular to the radial direction (Fig. 4.15a), and a four-leaf pattern of circular polarization (Fig. 4.15b).

The model is based on the assumption of ballistic radial transport of excitons. In this regime, the main mechanism of hole spin relaxation (Elliott-Yafet mechanism linked with the scattering of holes by impurities) is suppressed. The spin dynamics of electrons and holes is governed by the spin-orbit interaction described by the Dresselhaus Hamiltonian, which we use in the model. The splitting of linearly polarized states of bright and dark excitons is an essential element of the model, which allows to describe the central linear polarization ring and the build-up of circular polarization. Such splittings typically appear in MBE grown samples due to monolayer fluctuations of the heteroboundaries. The values of these two splittings in our sample are fitting parameters of the model. A good qualitative agreement between the model and experiment indicates that the observed spin texture is a characteristic feature of a new exciton transport regime where coherence is kept over large distances.
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