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A Hybrid Reduced-Order Model of Fine-Resolution Hydrologic Simulations at a Polygonal Tundra Site

We propose a hybrid reduced-order model that efficiently predicts fine-resolution responses to forcings by first training the model with solutions from a computationally intensive model. The method was applied to Next-Generation Ecosystem Experiments–Arctic study sites to predict fine-resolution soil moisture fields based on precipitation and evapotranspiration rates. An average accuracy of 99% is achieved.

High-resolution predictions of land surface hydrological dynamics are desirable for improved investigations of regional- and watershed-scale processes. Direct deterministic simulations of fine-resolution land surface variables present many challenges, including high computational cost. We therefore propose the use of reduced-order modeling techniques to facilitate emulation of fine-resolution simulations. We use an emulator, Gaussian process regression, to approximate fine-resolution four-dimensional soil moisture fields predicted using a three-dimensional surface-subsurface hydrological simulator (PFLOTRAN). A dimension-reduction technique known as “proper orthogonal decomposition” is further used to improve the efficiency of the resulting reduced-order model (ROM). The ROM reduces simulation computational demand to negligible levels compared to the underlying fine-resolution model. In addition, the ROM that we constructed is equipped with an uncertainty estimate, allowing modelers to construct a ROM consistent with uncertainty in the measured data. The ROM is also capable of constructing statistically equivalent analogs that can be used in uncertainty and sensitivity analyses. We apply the technique to four polygonal tundra sites near Barrow, Alaska that are part of the Department of Energy’s Next-Generation Ecosystem Experiments (NGEE)–Arctic project. The ROM is trained for each site using simulated soil moisture from 1998–2000 and validated using the simulated data for 2002 and 2006. The average relative RMSEs of the ROMs are under 1%.

Soil moisture plays a key role in a wide range of biological and biogeochemical processes in the vadose zone. Despite its low proportion of Earth’s liquid freshwater, soil moisture exerts considerable influence on rainfall–runoff
relationships, land–atmosphere coupling, soil microbial diversity and activity, plant growth and physiological responses, and the need for agricultural irrigation, especially in areas with insufficient water resources (Western et al., 2002; Robinson et al., 2008).

Spatially and temporally resolved soil moisture simulations at the scale of small watersheds (100-km² scale), which constitute a large fraction of many landscapes, are of particular interest. In this paper we focus on the Alaskan Arctic, where a large fraction of the landscape is characterized by polygonal ground features, which are formed due to thermal expansion and contraction of ice wedges within the soil (Hinkel et al., 2005). Microtopography (meter-scale) of polygonal ground influences soil hydrologic and thermal conditions (Engström et al., 2005). In addition to controlling CO₂ and CH₄ emissions, soil moisture impacts (i) partitioning of incoming radiation into latent, sensible, and ground heat fluxes (Hinzman and Kane, 1992; McFadden et al., 1998); (ii) photosynthesis rates (Oberbauer et al., 1991; Dechel et al., 1993; McGuire et al., 2000; Zona et al., 2011); and (iii) vegetation distributions (Gamon et al., 2012). However, performing fine-resolution simulations that explicitly resolve microtopography imposes many difficulties in practice, including computational intractability. The development of modern massively parallel supercomputing architectures and algorithms mitigates this challenge to some degree, but it is insufficient to meet the growing needs and interests of uncertainty analyses of soil moisture (Lawless et al., 2008; Harrison et al., 2012; Samaniego et al., 2013). A single or a few deterministic simulations are not sufficient, and large ensembles of experiments are necessary to provide inferential statistical properties. This “many-query” nature prevails also in the application of data assimilation, sensitivity analysis, and inverse modeling.

Typically, unsaturated flow is modeled with the highly nonlinear Richards equation (Richards, 1931; El-Kadi, 2005; Botros et al., 2012). The resulting numerical models have to be solved using Picard or Newton iterative schemes that are prone to slow or poor convergence, and in the case of Newton iterative schemes, expensive computation of derivative information (Paniconi and Putti, 1994). An approach to reduce the computational complexity of soil moisture simulations is to simplify the underlying physics and hence the governing equations, or to relax the conditions under which the model is applicable. Rodriguez-Iturbe et al. (1999) and Laio et al. (2001) developed a point (zero-dimensional) bucket model that represents soil moisture dynamics under seasonally fixed conditions by assuming that the infiltration-excess overland flow is absent. Kim et al. (1996) proposed an analytical model conditioned on the instantaneous redistribution of moisture and the linearity between evapotranspiration and soil saturation. Such models, though extremely computationally efficient, are limited in applications due to the oversimplified assumptions. Another approach that avoids direct computationally intensive simulations is through empirical or statistical modeling, usually based on remotely sensed and field-measured data (Cosby et al., 1984; Dawson et al., 1997; Hu et al., 1997; Brocca et al., 2010). In this approach, the statistical properties of soil moisture are estimated from the measured data via a regression analysis or inversion. A limitation of this approach is that the measurements can be sparse, and thereby lead to inaccurate inference.

Reduced-order models generically refer to computationally efficient mathematical or computer models that provide comparable accuracy to the computationally expensive models on which they are built. Other equivalent terms include surrogate models, emulators, response surface models, and metamodels. Reduced-order models can reduce computational cost and memory storage. There is a rich and extensive literature on ROMs (Bai and Su, 2005; Schilders et al., 2008) for a variety of applications, including hydrology (Razavi et al., 2012b). Reduced-order models facilitate analyses that necessitate a large number of model simulations for which the use of high-resolution models would be computationally impractical or impossible.

Much work in model-order reduction for fine-resolution soil moisture concentrates on relating soil-moisture profiles at fine scales to those at larger spatial scales statistically (e.g., Rodriguez-Iturbe et al., 1995; Mascaro et al., 2010; Choi and Jacobs, 2011; Riley and Shen, 2014). However, the derived relationships can be complicated and depend on many factors. As such, this approach cannot be easily applied to achieve robust downscaling. Another approach is to directly include the statistical description of the spatial heterogeneity into the governing equations (Albertson and Montaldo, 2003; Montaldo and Albertson, 2003; Kumar, 2004; Teuling and Troch, 2005). This approach, however, cannot account for the temporal memory of the heterogeneity in the soil moisture, which is important for the modeling of biogeochemistry processes.

An increasingly popular approach is to use sampling-based ROMs, or emulators, as efficient surrogates for fine-scale models in these analyses (Challenor, 2012; Ratto et al., 2012). Reduced-order models are inexpensive surrogates for expensive computer simulations. They are simplifications of the model codes that aim to preserve the input–output relations in these models. Reduced-order models used in Earth system modeling are typically Bayesian statistical approaches (Sacks et al., 1989; Kennedy and O’Hagan, 2001). In particular, for Earth system models, Gaussian process regression (GPR) (Rasmussen and Williams, 2006) has typically been used in recent years for model calibration (Drinage et al., 2008; Holden et al., 2010; Bhat et al., 2010; Edwards et al., 2011; Olson et al., 2012). The calibrated emulators are then used for uncertainty quantification and sensitivity analysis (Rougier et al., 2009; Olson et al., 2012). Gaussian process regression is popular because it provides a measure of uncertainty in its estimate, allowing modelers to quantify the emulators’ fidelity. However, only scalar output is being considered in these studies.

For fine-scale field solutions with a large (e.g., ≥10³) number of degrees of freedom (number of grid blocks in the discretized computational grid), ROMs that can efficiently and accurately emulate the solution of each block would be valuable. Gaussian process regression can be used directly with vectorial output by considering a covariance function that is a function of both the parameters and all components of the output (Conti and O’Hagan, 2010; Alvarez et al., 2012), allowing entire field solutions to be reconstructed. However, if we attempt to model the solutions on a fine-resolution computational grid using these techniques, the resulting GPR model will be computationally expensive. The efficiency of a GPR model can be improved using a semiparametric latent factor model (Micchelli and Pontil, 2005; Teh et al., 2005). This approach assumes that variation in the vectorial output within the parameter space can be described with significantly fewer degrees of freedom than the intrinsic number of degrees of freedom resulting from a spatial discretization. Within the theory of linear approximation space, this reduction is achieved through linear
combinations of appropriate basis functions, such as eigenvectors obtained through principal component analysis (Lawrence, 2004; Higdon et al., 2008) or wavelets (Bayarri et al., 2007; Drignei et al., 2008; Marrel et al., 2011). Gaussian process regression models are then constructed for the mixing coefficients used in the summation. In addition to GPR, other machine-learning techniques, such as artificial neural networks (Cybenko, 1989), have been used for climate modeling (Knutti et al., 2006; Sanderson et al., 2008). For a sample of possible approaches, we refer readers to review papers by Barthelemy and Haftka (1993), Simpson et al. (2001), Lucia et al. (2004), Saridakis and Dentsoras (2008), Forrester and Keane (2009), and Razavi et al. (2012a). Of particular note are the projection-based approaches, such as the proper orthogonal decomposition (POD) method (Willcox and Peraire, 2002; Rowley et al., 2004; Cao et al., 2006; Cardoso et al., 2009; Lieberman et al., 2010), reduced basis method (Prud’homme et al., 2002; Quarteroni et al., 2011) and trajectory piecewise linearization procedure (Rewienski and White, 2003; Cardoso and Durlufsky, 2010). However, for highly nonlinear partial differential equations, projection-based approaches are difficult to apply and intrusive, requiring extensive modification to existing codes. A less intrusive approach is the POD mapping method (POD-MM) (Robinson et al., 2012; Pau et al., 2014) that uses coarse-resolution solutions to reconstruct the fine-resolution solutions. However, the computational cost of an appropriate coarse-resolution model may still be too large for some uncertainty and sensitivity analyses.

In the current work, we targeted a hybrid ROM (Higdon et al., 2008; Wilkinson, 2010) to directly emulate fine-resolution hydrological simulations and apply it to four polygonal tundra study sites at Barrow, Alaska, that are part of the Department of Energy’s NGEE-Arctic project. The study of soil moisture at high latitudes is of great significance to the understanding of the driving forces of soil chemistry and greenhouse gas fluxes, and thus potential climate feedbacks of Arctic ecosystems to global climate (Schuur et al., 2008). The ROM is hybrid in the sense that we apply an emulator, namely GPR, facilitated by POD (Maxwell et al., 2007) as a dimension-reduction technique. Therefore, we obtain a direct emulated mapping from model inputs (e.g., model parameters, climate forcings) to model outputs (soil moisture, saturation, and pressure head), with large improvements in computational and memory-storage efficiencies. The average relative error of the ROM is shown to be below 1% for soil moisture, with the maximum being around 5%. Estimated confidence intervals are provided in the form of standard deviations of the Gaussian distribution, and these are demonstrated to be a reliable estimator for the approximation error in the ROM.

The paper will be organized as follows. In the Materials and Methods section, we discuss the NGEE-Arctic study sites, the fine-resolution simulations, and a detailed description of the methodology used to construct the ROM. We then describe the main results of the current work. In the final section, we summarize our findings and discuss issues that require further research.

**Materials and Methods**

**Study Sites and Data Descriptions**

The NGEE Barrow, Alaska study site (71.3° N, 156.6° W) is located on the Barrow Environment Observatory within the Arctic Coastal Plain, bounded by the Arctic Ocean to the north and the North Slope to the south. The Barrow Environment Observatory, composed of tundra, wetlands, and lakes, hosts long-term scientific investigations and environmental monitoring. The mean annual temperature and precipitation are −12.6°C and 124 mm, respectively. The surface layer of the soils is rich in organic carbon, and permafrost underlies the seasonally thawed surface layer. The four polygonal sites (labeled A, B, C, D; Fig. 1) in our study differ in microtopography. Data from a 0.25m-resolution LIDAR Digital Elevation Model (DEM) are used to characterize the microtopography at these sites. Based on the mean elevations, the four sites are categorized as low-centered (A), high-centered (B), and transitional (C and D) polygons.
PFLTRAN Simulations

For each study site, surface-subsurface isothermal flow simulations were performed with PFLTRAN, a massively parallel reactive flow and transport model for describing subsurface processes (Hammond et al., 2014). The subsurface reactive flows and transport processes in PFLTRAN are solved using implicit time integration and finite-volume spatial discretization. PFLTRAN uses the Portable Extensible Toolkit for Scientific Computation (PETSc) libraries (Balay et al., 2013) for parallelization and domain decomposition. A two-dimensional diffusion-wave overland flow model was sequentially coupled with PFLTRAN’s subsurface flow model. Boundary conditions for the surface domain included precipitation and snowmelt, while evapotranspiration (ET) was applied as a sink term for the subsurface domain (i.e., evaporation from the soil surface and transpiration from the root zone). The boundary conditions for PFLTRAN were obtained by running an offline Community Land Model (CLM4.5) simulation using meteorological data (1998–2006) from the Ameriflux station in Barrow, AK. A 3000-yr CLM4.5 simulation was performed to allow for subsurface biogeochemistry in the model to reach equilibrium, and then hourly output was saved for PFLTRAN simulations. The ET sink was distributed vertically within the PFLTRAN subsurface domain using the same exponential rooting profile applied in CLM4.5 for Arctic shrubs (Oleson et al., 2013). In this study, we used forward simulations performed for summer months of 1998 to 2000 with PFLTRAN surface–subsurface flows to develop ROMs for soil moisture at the four NGEE—Arctic study sites and validated the ROMs using results obtained for summer months of 2002 and 2006. The PFLTRAN subsurface mesh is comprised of prismatic control volumes; the top triangular faces of the first layer of control volumes constitute the surface mesh. The surface mesh was terrain-following and derived from the LIDAR DEM data. The horizontal extent of the model domain is 104 × 104 m and the vertical extent is 50 cm (the approximate depth of the active layer). For a computational grid with a lateral resolution of 0.25 m and a vertical resolution of 5 cm, the total number of cells is then 3461,120. Vertical soil heterogeneity was accounted for in the PFLTRAN simulations using soil parameter data at three depths (0–5, 5–10, and 20–25 cm) (Hinzman et al., 1991). The first two near-surface soil layers were assigned van Genuchten parameters corresponding to the 0- to 5- and 5- to 10-cm data, respectively, and the remaining eight layers were assigned soil parameters corresponding to data to 20 from 25 cm. We note that for constructing the ROM, we used solutions that are averaged onto a rectilinear grid of size 416 × 416 × 10.

ROM Development

The ROM for soil moisture was trained using the simulated soil moisture data (daily over June, July, August, and September) from 1998 to 2000 and validated using simulated soil moisture data for 2002 and 2006. Separate ROMs were constructed for each of the four study sites (A, B, C, D). The model inputs, that is, precipitation and ET, are directly mapped to the fine-resolution soil moisture at the study sites by the Gaussian process regression emulator, which is therefore distinguished from the multifidelity approach reported in Pau et al. (2014), where the input information (precipitation and ET) is not utilized. The coupling of POD alleviates the need for each grid cell in the simulation domain to develop its own emulator, whose construction can be computationally expensive.

Gaussian Process Regression (GPR)

Gaussian process regression (Rasmussen and Williams, 2006; Rasmussen and Nickisch, 2010) is a sampling-based Bayesian ROM technique that models quantities of interest as Gaussian processes conditioned on given data (observations) and prior knowledge about the input parameters. Assume that a numerical model with scalar output \( f(x) \) and \( d \)-dimensional input parameters \( x = [x_1, x_2, ..., x_d]^T \), where the superscript \( T \) denotes the transpose operation, satisfies a Gaussian process (GP):

\[
 f(x) = \mathcal{GP}[m(x), k(x,x')] \]

where \( f(x) \) is considered as a random variable, of which any finite number of realizations are normally distributed with mean function \( m(x) = E[f(x)] \) and covariance function \( k(x,x') = E[f(x) - m(x)][f(x') - m(x')] \).

Given \( N \) pairs, \( [x_i, y_i = f(x_i)], i = 1, ..., N \), of input parameters (training set) and their corresponding model outputs (or observations), the joint distribution of the collection of known outputs \( y \) and that of the outputs \( y^* \) to be predicted for a set of new parameters (validation set), \( x^*, i = 1, ..., N^* \), follows...
where $\mathbf{X}$ and $\mathbf{X}^*$ are the ensembles of the training parameters $\mathbf{x}$ and the validation parameters $\mathbf{x}^*$. The posterior Gaussian distribution then follows in the simple form of

$$
\mathcal{N}(\mu, \sigma^2)
$$

where $\mathcal{N}(\mu, \sigma^2)$ denotes the normal distribution with mean $\mu$ and variance $\sigma^2$.

The choices of the mean and covariance functions are problem dependent. Without a priori knowledge of the data, we adopt in our study the constant mean function $m(\mathbf{x}) = C$ and the frequently utilized squared exponential covariance function with automatic relevance determination (covSEard) in the form of

$$
k(\mathbf{X}, \mathbf{X}') = \sigma^2_f \exp\left[\frac{1}{2} (\mathbf{X} - \mathbf{X}')^T \Sigma^{-1} (\mathbf{X} - \mathbf{X}') + \sigma^2_n \delta_{\mathbf{X}, \mathbf{X}'}\right]
$$

Here, $\sigma^2_f$ is the variance of the model output, $\Sigma^{-1} = \text{diag}(l_1^2, l_2^2, ..., l_d^2)$ is a diagonal matrix with automatic relevance determination (ARD) parameters $l_1, ..., l_d$, and $\delta_{\mathbf{X}, \mathbf{X}'}$ is the Kronecker delta function. The set of $d + 3$ hyperparameters in the mean and covariance functions, $(C, \sigma^2_f, l_i^2, i = 1, ..., d$ and $\sigma^2_n)$, are obtained by maximizing the marginal likelihood

$$
\log p(\mathbf{y} | \mathbf{X}) = -\frac{1}{2} \mathbf{y}^T [k(\mathbf{X}, \mathbf{X}) + \sigma^2_n \mathbf{I}]^{-1} \mathbf{y} - \frac{1}{2} \log |k(\mathbf{X}, \mathbf{X}) + \sigma^2_n \mathbf{I}| - \frac{n}{2} \log 2\pi
$$

where $\mathbf{I}$ is the identity matrix.

Therefore, the posterior distribution (Eq. [1]) provides a statistical estimator (the mean) for the model output values corresponding to the validation parameter set based on the given observations, while the covariance serves as an error estimator.

For multivariate output, we can theoretically construct an independent GPR approximation for each output. However, such a direct application of the scalar GPR for predicting the entire fine-resolution solution field would be computationally expensive. Even the use of multivariate Gaussian distribution (Conti and O’Hagan, 2010; Álvarez et al., 2012) is computationally challenging, given that the size of the resulting covariance matrix is proportional to the number of degrees of freedom of the multivariate output. We next describe the dimension-reduction techniques we use to address this issue.

Proper Orthogonal Decomposition
Also known as principle component analysis, the Karhunen-Loève transform, or singular value decomposition (SVD), POD (Berkooz et al., 1993; Everson and Sirovich, 1995; Kerschen et al., 2005; Maxwell et al., 2007) is a powerful statistical tool to transform a large set of correlated variables into a small number of variables that are uncorrelated. As a result, a compressed representation of the original data is obtained. The representation is optimal in the sense that the mean-squared reconstruction error is minimized.

Suppose $\mathbf{g}(\mathbf{x}) \in \mathbb{R}^D$, where $D$ denotes the number of degree of freedom, represents a model output field or observations. Given $T$ samples of $d$-dimensional parameter $\mathbf{x}$, $\mathbf{X} = \{\mathbf{x}_1, ..., \mathbf{x}_T\}$, $T << D$, we can determine the corresponding solution fields $\{\mathbf{g}(\mathbf{x}_1), \mathbf{g}(\mathbf{x}_2), ..., \mathbf{g}(\mathbf{x}_T)\}$ based on the fine-resolution model. Since $\mathbf{x}$ is time-varying in our current example, $\mathbf{g}(\mathbf{x}_i), i = 1, ..., T$ represent the time-series solutions of a simulation. Each field $\mathbf{g}(\mathbf{x}_i)$ is called a “snapshot” and the snapshot matrix is defined by the $D \times T$ matrix

$$
\mathbf{S} = \begin{bmatrix}
\mathbf{g}(\mathbf{x}_1) & \mathbf{g}(\mathbf{x}_2) & \cdots & \mathbf{g}(\mathbf{x}_T)
\end{bmatrix}
$$

The POD approximation $\mathbf{g}^{POD}$ for a given parameter takes the form of

$$
\mathbf{g}^{POD}(\mathbf{x}) = \bar{\mathbf{g}} + \sum_{i=1}^{M} \alpha_i \zeta_i
$$

where $M \leq T << D$ is the
truncated dimensionality of $S$, $\bar{g}$ is the mean snapshot

\[
\bar{g} = \frac{1}{T} \sum_{i=1}^{T} g(x_i)
\]

$\alpha_i, i = 1, ..., M$ are the POD coefficients, and $\zeta_i = 1, ..., M$ are the POD bases, which are orthogonal to each other. The POD bases and coefficients can be determined via SVD of the snapshot matrix, or more efficiently in the case of $T << D$ through the eigenvalue decomposition of the snapshot covariance matrix defined as

\[
\sum_{S} = \frac{1}{T} (S - \bar{g})^\text{tr} (S - \bar{g})
\]

Consequently, the full set of POD bases $B' = [\zeta_1, \zeta_2, ..., \zeta_T]$ is in fact the left eigenvector matrix of the snapshot matrix $S$ and can be obtained by normalizing $S^\text{tr} V$, where $V$ is the matrix of eigenvectors of the covariance $\Sigma_S$. If the model output fields are highly correlated, the magnitudes of the eigenvalues $\lambda_i, i = 1, ..., T$ of $\Sigma_S$ decrease very rapidly, and only the $M$ largest eigenvalues are significant. Accordingly, only a subset of the full $B'$ that correspond to the $M$ dominant eigenvalues are included in partial set $B = [\zeta_1, \zeta_2, ..., \zeta_M]$, leading to a reduction in dimensionality. In practice, $M$ is typically determined by

\[
M = \min \left( M, \frac{1}{\varepsilon} \sum_{i=1}^{T} \lambda_i \right) \quad \text{where the prescribed threshold value } \varepsilon \text{ represents the proportion of variance in the snapshot matrix that is not captured.}
\]

For a given parameter $x$ for which $g(x)$ is known, the best set of coefficients that minimizes $||g - g^{\text{ POD}}||_2$ is given by

\[
\alpha_i(x) = g(x)^\text{tr} \zeta_i, \quad i = 1, ..., M \quad \text{[4]}
\]

However, Eq. [4] cannot be used to determine the $\alpha_i(x)$ for which the $g(x)$ is unknown. Hence, we construct GPR approximations for $\alpha_i$ independently. We combine GPR and POD to learn and predict the direct input–output relationship and avoid the need for the intrusive modification of codes required by projection-based approach or the coarse-resolution simulations required by the POD-MM method.

**POD-Facilitated GPR**

The scalar GPR and POD are mutually complementary. POD reduces the dimensionality of the output fields from $D$ to $M$ so that it is feasible to train only $M$ separate GPRs for the dimension-reduced problem. In the online stage, the POD coefficients are predicted with GPR and the full output space is reconstructed thereafter. We call the hybrid reduced-order model POD-facilitated GPR (PODFGPR). The whole process is summarized in Fig. 2.
Demonstration of proper orthogonal decomposition facilitated Gaussian process regression (PODFGPR).
To construct the GPR models for \( \alpha_i \), we first project the snapshots in the training set onto the POD bases to give the POD coefficients \( A = [\alpha_1, \alpha_2, \ldots, \alpha_T]^T = B^T S \), where each vector \( \alpha_i = [\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{iM}] \), \( 1 \leq i \leq T \) corresponds to the POD coefficients for the \( i \)th POD basis. As such, for each sample \( x_i \) in \( X_T \), we have a set of corresponding coefficients \( \alpha_i(x_i) \), \( i = 1, \ldots, M \), that can be used to perform the GPR training.

The errors associated with PODFGPR can be decomposed into two sources: the GPR approximation error, described by the posterior covariance matrix, and the POD reconstruction error due to truncating the full POD basis \( B \) to \( B' \), which has yet to be taken into account. Wilkinson (2010) suggested a stochastic version of POD reconstruction (Eq. [2]) by including the contribution of the ignored insignificant eigenvectors \( [\zeta_{M+1}, \zeta_{M+2}, \ldots, \zeta_T] \) modeled as proportional to the corresponding ignored eigenvalues \( [\lambda_{M+1}, \lambda_{M+2}, \ldots, \lambda_T] \):

\[
\phi_j, j = 1, \ldots, T - M \text{ are independent and identically distributed (i.i.d.) zero-mean Gaussian variables with variances } \lambda_{M+j}'s. \text{ In Eq. [5], } \alpha_i, i = 1, \ldots, M \text{ are Gaussian predictions given by GPR (Eq. [1]), and hence the linear combination of them remains Gaussian. Combining Eq. [1] and [5], the reconstructed model output fields for a given parameter set } x \text{ follow the distribution }
\]

\[
\text{Results}
\]

We constructed PODFGPR models for the simulated 0.25-m-resolution four-dimensional summer soil moisture data for the four NGEE—Arctic Barrow sites. With minimal loss of generality, we only present the results for Sites A and D, for which the levels of spatial heterogeneity are most different, as reflected by the numbers of POD bases needed to capture the same percentage of variability.

Analysis of the Parameter Space

The soil moisture data are divided into two parts for cross validation. The 1998-2000 data are used for training purposes. The resulting ROM is then validated using the 2002 and 2006 data. The model input parameters considered in this study are ET rate (kg s\(^{-1}\)) and precipitation rate (m\(^3\) s\(^{-1}\)) obtained from CLM4.5 simulation that was performed using meteorological data from the Ameriflux station in Barrow, AK (Fig. 3, shown for summer months). Both input parameters are horizontally homogeneous. Thus, the effective number of model input parameters in this study is two: ET and precipitation rate.
Fig. 3.
Time series of top-layer (0–5 cm) evapotranspiration (ET) and precipitation rates of 2000 at the interval of 1 and 12 h, respectively.
Figure 3 shows the time series of the top-layer ET and precipitation rates for the summer months of the year 2000. The precipitation rate increases on June 20 and remains relatively high until September 5, after which it drops. The ET rate typically increases following precipitation. The input data of the other years also show similar behaviors. The soil moisture simulation data are recorded once per day. For Sites A and D, data are recorded for 110 and 80 d, respectively, for the year of 1998. In other instances, data are recorded for 120 d of the year. Figure 4 plots the daily time series of soil moisture for three arbitrarily chosen spatial points located at the top (0–5 cm), middle (20–25 cm), and bottom (45–50 cm) soil layers of Site A. For each year, all the layers share a similar pattern in the soil moisture change. For 1998, the moisture content declines until July 13, then increases following a precipitation event, decreases until July 30, and increases again following precipitation on July 31. The years 1999 and 2000 are atypical in that the soil moisture goes down after August 20 due to the low precipitation.
Daily site A soil moisture time series of three 0.25-m grid cells at three depths (0-5, 20-25, and 45-50 cm). The fluctuation patterns are similar for different layers of the same year, as well as of different years.
To match the hourly input parameters with the daily output data, the ET and precipitation rates are integrated for each day to obtain the daily values. The accumulated daily values are used as input parameters in the construction of the ROM (Fig. 5). The year 1999 has the highest accumulated ET and lowest accumulated precipitation values. The highest accumulated precipitation value happens in 1998 and the lowest accumulated ET value happens in 2000.

Fig. 5.
Normalized accumulated evapotranspiration (ET) (left y axis) and accumulated precipitation (m\(^3\)) (right y axis) for the training years that are used as the input parameters to construct the reduced-order model (ROM). The highest and lowest accumulated ET happen in 1999 and 2000, and 1998 and 1999 for accumulated precipitation.

Convergence of the POD
For each site, POD is performed for the training snapshots (soil moisture fields for the years 1998–2000). Figure 6 shows that the magnitudes of the eigenvalues of the snapshot matrices for Sites A and D decrease fairly quickly (blue solid lines marked with circles). Also plotted is the noncaptured fraction of the variance used to determine the number of POD basis in Eq. [3]. Setting \( \epsilon = 10^{-6} \), 8 and 24 bases are selected for Sites A and site D, respectively. Throughout the following text, we will use these numbers in the POD construction and reconstruction.
Fig. 6. Eigenvalues (left y axis) and the noncaptured fraction of the variability (right y axis) of the training data for (a) Site A and (b) Site D. Both sites show rapid rates of decrease of eigenvalues. Site D shows a slower rate compared to Site A. Figure 7 displays the performance of POD for the predicted moisture fields of Sites A and D on 30 July 2006 (date arbitrarily chosen). Column 1 shows the PFLOTRAN-simulated soil moisture $\mathbf{f}$ at the middle layer. Projecting the snapshots on the POD bases generates the POD coefficients $\left\{\alpha_i\right\}_{i=1}^{M}$, which are used to reconstruct the POD approximations $\mathbf{f}^{\text{POD}}$ by Eq. [2] (Column 2). Column 3 shows the pointwise relative errors $|\mathbf{f} - \mathbf{f}^{\text{POD}}|/|\mathbf{f}|$ at each grid cell. The errors are on the order (notated here as “$O$”) $O(10^{-6}) - O(10^{-4})$. Note that the POD reconstructed snapshot $\mathbf{f}^{\text{POD}}$ does not serve as a practical ROM, as the “true” solution field $\mathbf{f}$ is not known in the first place. Rather, the relative error shown in this pure POD analysis provides a lower bound on the approximation error of PODFGPR, achievable only if there are no approximation errors in the GPR models of the POD coefficients.
Proper orthogonal decomposition (POD) for the 20- to 25-cm layer moisture fields of Sites A (row 1) and D (row 2) on 30 July 2002. Column 1: the simulated fields $f$, Column 2: the POD-reconstructed fields $f^{POD}$, Column 3: the pointwise relative errors $|f - f^{POD}|/f$. The moisture fields are captured by the POD reconstruction with errors $< 10^{-4}$, which are due to the truncation of the POD basis set.

Performance of PODFGPR

Next we analyze the performance of GPR in learning and predicting the input-output relationship between the input parameters and the POD coefficients for sites A and D (Fig. 8). In the GPR construction, the training input parameters are scaled to the unit interval [0, 1], and the training POD coefficients, computed by projecting the training snapshots to the POD bases through Eq. [4], are normalized by their standard deviations so that they have unit variances. In the prediction stage, the POD coefficients corresponding to the validation snapshots, $\alpha^{GPR}$, are predicted based on Eq. [1] and denormalized by the standard deviations in the training POD coefficients. Since the validation snapshots are known in this case, the true POD coefficients, $\alpha^{POD}$, can be computed based on Eq. [4]. We only show the time series of $\alpha$, since the first POD basis describes most of the variance in the training snapshot matrix (Fig. 6). Hence, the capability of capturing the first POD coefficients throughout the prediction period is crucial to the overall performance of the final ROM. The two sites follow a similar pattern in the change of $\alpha$. The predicted and true values ($\alpha^{GPR}$ and $\alpha^{POD}$) are in good agreement. The errors are mostly bounded by the two-standard-deviation bounds, computed from the covariance matrix in Eq. [1]. The time series of other $\alpha^{GPR}$ and $\alpha^{POD}$ were also compared and their differences are consistently small, falling between the two-standard-deviation bounds.
Gaussian process regression (GPR) predictions ($\alpha^{GPR}$) and two-standard-deviation error bounds (2 std bounds) for the time series of the first proper orthogonal decomposition (POD) coefficients of the 2002 and 2006 snapshots ($\alpha^{POD}$) at (a) Site A and (b) Site D. The $\alpha^{POD}$ is within 2 standard deviations from $\alpha^{GPR}$ in most cases.

We now examine the overall performance of PODFGPR. Since the POD basis $\{\zeta_i\}, i = 1, \ldots, M$ and $\alpha^{GPR}$ for the input parameters of the years 2002 and 2006 have been calculated, the PODFGPR-based ROM predictions for the soil moisture fields can be readily computed as the mean of the Gaussian distribution given by Eq. [6]. Figure 9 compares the simulated soil moisture fields ($f$) on 12 July 2006 at Site A and on 6 July 2002 at site D with the PODFGPR predicted fields ($f^{PODFGPR}$) at three different layers. The pointwise relative errors ($|(|f - f^{PODFGPR})/f|$), which are of order $O(10^{-3})$, are plotted in the third column. In Site D, the ROM error exhibits a similar pattern to the simulated moisture, indicating that there exists a positive correlation between them. Both the ROM errors and the simulated moisture magnitudes are higher in the east and southeast corner, but are low in the northwest corner. We note that since the emulation of $\alpha^{POD}$ is not physically constrained, $f^{PODFGPR}$ may have values that are nonphysical. This result is typically obtained if a large number of POD bases are used. The POD bases associated with smaller eigenvalues tend to be more oscillatory and failure to approximate the associated POD coefficients accurately can lead to large fluctuations that lead to unphysical results. In the current work, we ensured that the number of POD bases used does not lead to unphysical results in the validation sample set.
Comparison of PFLOTRAN simulated soil moisture fields $\mathbf{f}$ (left column) with PODFGPR predictions $\mathbf{f}^{\text{PODFGPR}}$ (middle column) at the top, middle, and bottom layers on 12 July 2006 at Site A (a) and on 6 July 2002 at Site D (b). The right column is the pointwise relative errors $|f - f^{\text{PODFGPR}}|/f$. The simulated moisture fields are accurately predicted by the reduced-order model (ROM) with errors of $O(10^{-3})$.

To further quantify the approximation error, we use the relative root mean square errors (RRMSE) to measure the overall accuracy for the full soil moisture field. The RRMSE associated with an arbitrary time (day in our example) $i$, RRMSE, is defined as

$$
\text{RRMSE}_i = \sqrt{\frac{\sum_{j=1}^{D} \left( \frac{f_{i,j} - f_{i,j}^{\text{PODFGPR}}}{f_{i,j}} \right)^2}{D}}
$$

where $\{f_{i,j}\}, j = 1, ..., D$ comprise $\mathbf{f}_i$, the snapshot at time $i$ obtained by simulating PFLOTRAN and similarly, $\{f_{i,j}^{\text{PODFGPR}}\}, j = 1, ..., D$ are the elements of the PODFGPR-predicted snapshot.

Figure 10 compares the RRMSEs of POD and PODFGPR, as well as their ratios for all the validation samples of Sites A and D. On average, the error in PODFGPR is 242 times greater than that of POD, indicating that the GPR prediction errors in the PODFGPR-based ROM lead to two orders of magnitude reduction in accuracy for the current study. Figure 11a presents the histogram of the RRMSEs for the combined 480 snapshots in the two validation years at Sites A and D. The average of all the errors is 0.86%. Figure 11b shows the (empirical) cumulated frequencies of the RMMSE for three cases: all the validation data (including both Sites A and D), validation data only related to Site A, and validation data only related to Site D. For all the data, 67.29% of the errors are below 1%, and more than 90% are below 2%. The ROM also performs slightly better for Site A, as its cumulated frequency curve is above that of Site D for the most part. We conclude that the PODFGPR ROM demonstrates good accuracy for predicting soil moisture of the entire validation period, taking into consideration the inherent uncertainty in the fine-resolution model.
Fig. 10.

Validation sample numbers
Relative root mean square errors (logarithmic scale) of POD and PODFGPR, as well as their ratios (error ratio), for the combined samples of Sites A (first 240) and D (last 240). The mean of the ratios is 242, showing that proper orthogonal decomposition (POD) is two orders of magnitude more accurate than PODFGPR.

Fig. 11. Histogram (a) and empirical cumulative frequency plots (b) of the relative root-mean-square errors demonstrating the accuracy of the reduced-order model (ROM). More than 90% of the errors are under 2%.

The computational cost of constructing the PODFGPR ROM and predicting soil moisture fields is negligible once the training snapshots are available. The construction process in the considered example takes approximately 10 min on a single 2.3-GHz CPU and predicting a snapshot takes a few seconds. In contrast, one forward simulation with PFLOTRAN for a period of 120 d requires 24 h of wall-clock time with 96 processors (2304 CPU hours).

Compared with the POD-MM discussed in Pau et al. (2014), the PODFGPR ROM is one order of magnitude less accurate for this particular problem. This error budget possibly indicates that the nature of the problem determines that it is easier for the ROM to assimilate the information contained in the coarse-resolution solutions than to learn from the input parameter values (the construction of ROM in this context can be viewed as a machine-learning problem). However, the PODFGPR approach avoids the cost of additional coarse-resolution simulations that drive POD-MM. In real-world applications, it is often the case that meaningful coarse-resolution simulations also have nonnegligible computational cost. Moreover, PODFGPR can more easily provide a framework for developing a site-independent ROM. By taking site-dependent parameters, such as topography, into account, PODFGPR can provide approximation of the soil moisture at any arbitrary site without the need to create a coarse model. Creating coarse models for multiple sites can quickly become nontrivial.

Uncertainty Estimate of the ROM

The PODFGPR-based ROM provides an uncertainty estimator in the form of the Gaussian standard deviation (Eq. [6]), which is useful in the context of uncertainty analysis (e.g., in Monte Carlo approaches). The use of a ROM enables a large number of ensembles of fine-resolution simulations, but at the same time entails an additional source of uncertainty that can be accounted for in interpreting the results. Many ROMs lack the ability to quantify their own uncertainty and are used as if none existed. While the uncertainty of the ROMs can be estimated from cross-validation, it requires more fine-scale simulations and only provides an averaged parameter-independent uncertainty estimate. In
contrast, the PODFGPR-based ROM provides a parameter-dependent uncertainty estimate based solely on the training data.

We examine the behaviors of the standard deviation bounds in Fig. 12. The (absolute) RMSEs, defined in a similar way to RRMSE but without normalization by the simulated snapshots, are plotted for all the validation data at Sites A and D. The one-, two-, and three-standard-deviation bounds in the RMSE sense are also charted side by side. The bounds are capable of precisely capturing the increase in errors on approximately July 30 and September 3 in 2002, as well as the one on August 19 in 2006, but with a lag of 10 d. The two standard deviations can be regarded as a reliable bound, encompassing a majority of the RMSEs. Combining Sites A and D and years 2002 and 2006, 50.83%, 78.12%, and 95.63% of the RMSEs are bounded by the one-, two-, and three-standard deviation bounds, respectively.
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Discussion

A limitation of the approach presented herein is that the ROM is site-specific. It would be valuable to construct a site-independent ROM by including the DEM data. One approach is to treat the moisture value of each computational grid cell as a sample, leading to an extremely large sample pool. The computational complexity is then similar to that of a multivariate GPR. A possible solution is to implement an adaptive sampling algorithm (Pau et al., 2013) that selects a subset of representative samples and significantly reduces the effect of overfitting. A potential problem with this approach is that, in the case where a small group of adaptively selected samples are insufficient to produce an accurate emulator, it will eventually be as costly as regular GPR with more samples included, since each sample selection involves an offline GPR procedure for the selected parameter group and online predictions for the rest. Another approach to constructing a site-independent ROM is to parameterize the two-dimensional topography of all sites for which the ROM is built, for example, by using a Karhunen–Loève decomposition procedure. However, simulations must be performed on many of these sites to have sufficient data to construct a ROM that can be robustly used at all the sites.

The uncertain parameters considered in this paper are only precipitation and ET. If additional parameters were considered, it could increase the complexity of the PODFGPR by increasing the variability in the snapshots, calling for more complex GPR models that can accurately map the input parameters to the POD coefficients, or necessitating more training samples to capture the response of parameters in an enlarged parameter space. Most sampling-based reduced-order modeling techniques rely on their abilities to identify simple relationships between the parameters and the output that are not a priori known. Mathematically, reduced-order models attempt to find the low-dimensional parameter-induced manifold in the high-dimensional discrete space in which the solutions lie (Cuong et al., 2005). If a problem is too complex for such a manifold to exist, then a reduced-order model cannot be built efficiently. The approach described in this work provides a systematic approach to achieving this task, and adapting to more complex relationships, for example, by employing more complex GPR models.

A potential way to improve the straightforward GPR model in the current work is to treat the POD coefficients as a dynamically evolving vectorial Gaussian process, such as by modeling the POD coefficients as a first-order Markov chain. Under this assumption, the POD coefficients of the current day, in our example, are only dependent on the POD coefficients of the previous day and the daily-averaged or integrated precipitation and ET fluxes of the current day.

The PODFGPR-based ROM can be employed as the replacement of the original high-fidelity models to facilitate Monte Carlo–based analyses, such as variance-based global sensitivity analysis and uncertainty quantification, along with efficient sampling strategies (e.g., Liu et al., 2013, 2015). In these analyses, the estimated standard deviation in the ROM may have nonnegligible impacts on the results when the ROM is used as a surrogate for high-fidelity simulations. Marrel et al. (2011) showed that taking the standard deviation into consideration leads to Sobol’ indices that are more robust than those obtained by using only the predicted output. In addition, a confidence interval can be constructed for these indices. By quantifying the relative importance of variance in these analyses, we can construct a ROM with uncertainty that matches the uncertainty in the observations and thus improve the efficiency of the ROM.

The ROM developed in this work can potentially be used to approximate a multiscale model of a component of the Community Earth System Model (CESM). Instead of constructing a single ROM for the land model, we construct a ROM for each of the processes or submodels in a CESM component. This hierarchy of ROMs allows us to avoid directly modeling the complex responses resulting from interactions between processes. However, in a multiscale setting, coupling between two submodels frequently involves upscaling or downscaling of a coupling variable that is vectorial in nature. When these two submodels are ROMs, the coupling variable can be appropriately parameterized based on linear approximation theory (represented by the POD coefficients), and the input-output relations modeled by the ROMs can be constructed for this reduced representation. We would thus avoid the vectorial reconstruction of the coupling variable—a cost savings that will be significant if the dimension of the coupling variable is large. This approach has the potential of realizing a hierarchical ROM with a computational complexity that is independent of the dimension of the underlying discretization.

Conclusions

In this paper, we presented an efficient hybrid reduced-order model that combines the Gaussian process regression emulator and the dimension-reduction tool proper orthogonal decomposition. The advantage of this approach over the POD-MM method described in Pau et al. (2014) is that the coarse-resolution simulations are circumvented by directly modeling the input-output relationship of the fine-resolution hydrological model. We apply the ROM to emulate the soil
moisture at NGEE—Arctic study sites and achieve an average RRMSE of less than 1%. In addition, the ROM is equipped with a desired estimator of prediction error in the form of a Gaussian standard deviation, which can be utilized in uncertainty analysis. Scalable high-performance software that can perform GPR and POD for large datasets is under development to handle problems with a large number of degrees of freedom and snapshot samples. We will explore such applications in future work.
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