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ABSTRACT OF THE DISSERTATION

Unequal Error Protection for Compressed Video over Noisy Channels

by

Arash Vosoughi

Doctor of Philosophy in Electrical Engineering (Signal and Image Processing)
University of California, San Diego, 2015

Professor Pamela C. Cosman, Chair

The huge amount of data embodied in a video signal is by far the biggest burden on existing wireless communication systems. Adopting an efficient video transmission strategy is thus crucial in order to deliver video data at the lowest bit rate and the highest quality possible. Unequal error protection (UEP) is a powerful tool in this regard, whose ultimate goal is to wisely provide a stronger protection for the more important data, and a weaker protection for the less important data carried by a video signal. The use of efficient video delivery techniques becomes more important when 3D video content is transmitted over a wireless channel, since it contains twice as much data as 2D video. In this dissertation, we consider the
UEP problem for transmission of 3D video over wireless channels. The proposed UEP techniques entail relatively high computational complexity which lend themselves to be more suitable for video-on-demand delivery, where the time-consuming computations are done offline at the transmitter/encoder side.

To adopt UEP for 3D video, we consider a general problem of joint source-channel coding (JSCC). Solving the JSCC problem yields the optimum amount of 3D video compression as well as the optimum FEC (forward error correction) code rates exploited for UEP. We first need to estimate the perceived quality of the reconstructed video at the receiver. The lack of a good objective metric for 3D video makes adopting UEP a more challenging and problematic task compared to 2D video. Fortunately, for 3D video, some quality thresholds are derived in the literature based on the PSNR (peak-signal-to-noise-ratio) metric through experimental tests. These thresholds allow us to formulate the JSCC optimization problem using the PSNR in a straightforward but different way from the typical counterpart optimization problems in the literature. More precisely, we put the constraints of the optimization problem on the quality of the reconstructed 3D video and set our goal to minimize the total bit rate. We adopt the multiview coding (MVC) extension of the H.264/AVC. We also propose a scalable variant of MVC and formulate and solve the JSCC optimization problem for it. We show that significant gains are obtained if the proposed UEP scheme is combined with asymmetric coding.

We also tackle the UEP problem for the video plus depth (V+D) format. We employ the SSIM (Structural SIMilarity) metric for designing UEP for V+D, since it has been shown that PSNR does not properly characterize the perceived quality of a 3D video represented in V+D format. Moreover, the synthesized right view always shows a huge PSNR loss (even in the absence of compression), which does not even allow us to use the asymmetric coding PSNR thresholds. This motivated us to adopt the classical JSCC problem formulation, where our goal is to maximize the quality of the reconstructed left and right views, given that there is a constraint on the sum of the number of source bits and the number of FEC bits. We show that UEP provides significant gains compared to equal error protection.
We also derive several interesting results; some of them are in accordance with what have already been published in the literature and some of them are not. We show that the reason for this inconsistency is that we are solving the UEP problem in a more general situation, which yields novel solutions.

Lastly, we focus on UEP for video broadcasting over wireless channels. Our goal here is to design a UEP-based video broadcasting system that well serves all the users within the service area of a base station. In a service area, there exist heterogeneous users with different display resolutions operating at different bit rates. Spatially scalable video is an excellent video compression format for this scenario, since it allows a user to decode that portion of the scalable bit stream that fits its operating bit rate as well as its display resolution. We tackle this problem for a MIMO (multi-input-multi-output) channel which enables us to exploit either spatial diversity or spatial multiplexing in a multipath fading channel to increase channel reliability or throughput, respectively. We employ spatial diversity techniques, in particular the Alamouti code, to encode the base layer. We also adopt spatial multiplexing techniques, in particular the V-BLAST, to encode the enhancement layer. By controlling the power allocation between the base layer and the enhancement layer, we can control the level of protection we provide to each of them. We also show that the adoption of scalable video in our system yields much higher gains compared to non-scalable video.
Chapter 1

Introduction

1.1 3D Video Compression

In Section 1.1.1, we describe 3D video compression using the multiview coding (MVC) extension of the H.264/AVC standard. We then introduce video plus depth (V+D) representation of 3D video in Section 1.1.2 and explain how V+D data is compressed.

1.1.1 Multiview Coding (MVC)

A stereo video is captured by a pair of cameras which mimic the way our eyes see the real objects around us. Video sequences captured by the left camera and the right camera are, respectively, referred to as left (primary) view and right (secondary) view. Figure 1.1 shows a few frames of a stereo video and a typical structure of predictive coding used to encode (compress) the frames. Arrows indicate which frames are used as reference frames for predictive encoding. For example, the first P-frame of the left view uses the I-frame for prediction. I-frames are coded without reference to any other pictures. Frames of the left view are coded with a typical hierarchical GOP (group of pictures) structure as provided by H.264/AVC. For encoding the P-frames and B-frames, motion compensation is done through temporal prediction and biprediction, respectively (blue arrows in Figure 1.1). Motion compensation is also utilized for predictive encoding of
Figure 1.1: A typical MVC coding structure.

the right view frames (green arrows). MVC can achieve a better compression for right view by enabling *interview prediction* (red arrows). Interview prediction exploits similarities between the frames of the left view and right view to remove the redundancies of the right view.

Figure 1.2 depicts how an MVC encoder chooses a reference frame from either the primary view or the secondary view in order to compress a particular region in a given frame of the secondary view. The encoder starts by finding a region of pixels in a reference frame which can be a good predictor of the pixels of the region being coded (current region). The best match for the current region is found by searching in its spatial neighborhood in the reference frame, while minimizing a proximity measure such as the SAD (sum of absolute differences) or the SSD (sum of squared differences). The proximity measure is computed between the reference region and the current region. Once the best match is found, the encoder computes the difference between the current region and its reference region (the difference is referred to as residual), calculates the DCT (discrete cosine transform) of the residual, quantizes the DCT coefficients, and signals the quantized DCT coefficients (referred to as levels) to the decoder. Quantization of the DCT coefficients is the lossy part of video compression which makes retrieving the
exact original uncompressed video impossible. Now, suppose the current frame being coded is a frame of the secondary view at time $t = 3$. To encode the region bounded by the blue rectangle\(^1\), the MVC encoder selects the frame at time $t = 2$ of the secondary view as the reference frame, since in that frame the encoder can find a region of pixels that can be used as an excellent predictor of the region being coded.

To encode the region bounded by the green rectangle in the secondary view frame at $t = 3$, the MVC encoder chooses to use the primary view frame at $t = 3$ as reference, since it can find a better match there. If both the current region and its reference region belong to the same view, the above procedure is called motion compensation. On the other hand, if the reference region belongs to another view

\(^1\)The H.264/AVC standard and its MVC extension only support predictive coding for rectangular regions at the level of macroblocks (a macroblock is a region of size 16 pixels $\times$ 16 pixels) or smaller regions such as 16 $\times$ 8, 8 $\times$ 8, 4 $\times$ 4, etc. The large rectangular regions considered here are just for illustration of the concepts of motion compensation and disparity compensation.
Figure 1.3: Effect of quantization parameter on the quality of the reconstructed (decompressed) video.

(called the reference view), the procedure is called disparity compensation. At the decoder, the reference region is first decoded to obtain the prediction. The inverse quantization and inverse DCT are then applied to the coded residuals. The result is then added to the prediction to reconstruct the coded region.

Quantization step size is one important factor that controls the amount of compression. The quantization step size is signaled by a particular syntax element referred to as the quantization parameter (QP). According to the H.264/AVC standard, a quantization parameter can only take a discrete value from 0 to 51, where QP = 0 corresponds to the lossless coding mode of compression. A higher quantization parameter corresponds to a larger quantization step size and heavier compression. Figure 1.3 compares the visual quality of a reconstructed (decoded) frame which has been compressed using different quantization parameters.
1.1.2 Video Plus Depth (V+D)

V+D is an efficient representation of 3D video, where a stereo pair is rendered at the decoder from a color video signal and a per-pixel depth map [1], [2] (see Figure 1.4). Depth map is a grayscale image whose pixel intensities are related to distances from cameras. In Figure 1.4, brighter regions are located closer to the cameras. Depth maps are built using depth estimation techniques, some of them presented in [3], [4], [5], [6]. V+D format has become popular due to several useful characteristics it possesses compared to the conventional 3D video representation exploited in MVC. The first benefit of V+D is that it allows one to synthesize novel views from a scene which are not captured by the cameras. The goal of any view synthesis algorithm is to generate a realistic right view with minimal visual artifacts using the left view and the corresponding depth map [7]. View synthesis is typically done by linear warping of the left image based on the local depth information. A view synthesis method should also incorporate ways to deal with occluded regions. Occlusion happens when some element of a scene is only captured by one camera and is unknown to the other camera. A simple approach to deal with occlusions is to mirror the intensities in the scanline adjacent to the hole. More complicated hole-filling techniques are also proposed in the literature. Investigating the details of view synthesis is out of the scope of this work and we refer to [7] for further details on this subject.

The other important feature of V+D is that a same stereo video content can be more compressed if it is represented by V+D format rather than by conventional formats exploited in simulcast coding and MVC. The V+D compression consists of compressing a left view video and a per-pixel depth map instead of compressing a left view and a right view in an MVC compression scenario. The depth map is a grayscale video which by itself has less data to be compressed compared to a color right view. In addition, the depth map typically consists of several regions each of which having very correlated grayscale values. The dramatic correlation between the pixels of the depth map can be compressed very efficiently using the state-of-the-art video compression tools such as H.264/AVC.

Although V+D brings higher compression ratios compared to MVC, it suf-
Figure 1.4: V+D representation of 3D video. Left view and color are the same. Right view is synthesized by a view synthesis algorithm which uses color and depth map.

fers from particular reconstruction errors in the synthesized right view, which are not present in a right view reconstructed by MVC. These errors may be due to having noisy/inaccurate depth maps, color mismatch between the left and right views, and occlusion. These errors are not well captured by the conventional objective metrics such as PSNR, in that these metrics do not respond to these errors as like the human visual system (HVS) does. For example, in case of an occlusion, the conventional quality metrics may indicate a huge quality loss (since pixel interpolation is used to fill the occluded region and the interpolated pixels may have dramatic different values compared to the original pixel values), while that occlusion may not be perceived by the HVS.

It has been shown in the literature that some objective quality metrics, such as SSIM (Structural SIMilarity) and VQM (video quality metric), are more suitable to measure the quality of a reconstructed video coded using the V+D format [8].

1.2 Scalable Video Coding

A scalable video bit stream consists of at least two substreams of which one is called base layer (BL) and the others are referred to as enhancement layers (ELs). The base layer is always coded independently from the other layers, while
an enhancement layer is coded using the information contained in the base layer or the lower enhancement layers. A set of prediction techniques, referred to as interlayer prediction, are used to capture and remove the redundancy between an enhancement layer and the lower layers. This implies that an efficient interlayer prediction is vital to increase the compression efficiency of a scalable video coder. Scalable video coding (SVC) is an extension of the H.264/AVC standard that enables transmission and decoding of a scalable video bit stream. It supports three types of scalability, namely, temporal scalability, quality scalability, and spatial scalability. For all these three types of scalability, the base layer is coded at a low bit rate such that decoding the base layer alone yields a video with a basic quality, while decoding the enhancement layers progressively enhances the quality of the reconstructed video. More details on scalable video coding are given in Sections 1.2.2, 1.2.3, and 1.2.1.

Several applications of SVC have been proposed in the literature. In this dissertation, we mainly exploit two features of SVC in designing UEP for video transmission. First, SVC lends itself to be very beneficial in a video communication scenario where there exist heterogeneous users operating at different bit rates. For example, a user with a low resolution display typically works at a low bit rate (which may be due to either having a smaller number of receive antennas or less available processing power), while a user with a high resolution display usually works at a higher bit rate (which may be due to either having a larger number of receive antennas or more available processing power). In that scenario, we encode the video content using the desired number of enhancement layers and send the same scalable video bit stream to all the users.

Consider a case where there are two types of users: a user with a low resolution display operating at a low bit rate, and a user with a high resolution display operating at a high bit rate. In that case, the spatially scalable bit stream has a base layer and only one enhancement layer. A user working at a low bit rate only decodes a low bit rate base layer, which results in reconstruction of a low resolution version of the original content that fits the small display screen of that user. On the other hand, a user working at a high bit rate can decode both
the low bit rate base layer and a high bit rate enhancement layer, which results in reconstruction a full-resolution video that fits the big display screen of that user. The use of SVC in the mentioned scenario clearly obviates the need to encode the same video content at two different bit rates and send them to all the users.

The second important benefit of SVC is that it can provide a graceful quality degradation in a video communication system if it is cleverly combined with UEP. This can be done by unequally protecting the layers according to the contribution they make in enhancing the quality of the reconstructed video. For a two-layer bit stream, this is done by providing a stronger protection for the base layer and a weaker protection for the enhancement layer. The reason for this choice is that, receiving and decoding the base layer is crucial in achieving a basic acceptable reconstruction quality and thus it should receive strong protection, while the enhancement layer can receive less protection.

1.2.1 Temporal Scalability

For temporal scalability, decoding the base layer of the scalable bit stream yields a low frame rate video with the same original spatial resolution. Video sequences at higher frame rates are reconstructed by first decoding the base layer and then by progressively decoding the enhancement layers.

1.2.2 Spatial Scalability

For spatial scalability, decoding the base layer alone produces a spatially reduced resolution video at the decoder. Any other higher resolution reconstructions are obtained by first decoding the base layer and then by progressively decoding the enhancement layers until the desired resolution is reconstructed (see Fig. 1.5).

Fig. 1.6 shows a block diagram of a two-layer spatially scalable encoder and decoder. In this figure, $f$ represents an uncoded frame with the original spatial resolution $2N \times 2M$, where $2N$ and $2M$ denote the number of pixels in the vertical and horizontal directions, respectively. The uncoded BL frame $g$ with spatial resolution $N \times M$ is obtained by lowpass filtering of $f$ (not shown) and then
Figure 1.5: Spatially scalable video. Higher resolution videos are reconstructed at the decoder by progressively decoding more number of layers.

downsampling the result in both directions. The BL bitstream is then obtained by encoding $g$. To obtain the EL bit stream, the BL frame $\hat{g}$ is first reconstructed by decoding the BL bit stream. The result is then upsampled and interpolated in both directions which yields a frame with resolution $2N \times 2M$, which serves as a predictor of $f$. The difference between $f$ and the prediction is then coded to build the EL bit stream. At the decoder, the half-resolution video is obtained by just extracting and then decoding the BL substream which yields $\hat{g}$. The full-resolution frame $\hat{f}$ is obtained by decoding the EL substream, upsampling the $\hat{g}$, and then adding them together. We refer to [9] for more details on how the SVC bit stream is built based on the interlayer prediction.

1.2.3 Quality Scalability

For quality scalability, decoding the base layer yields a low quality (SNR) video with the same original spatial resolution. Other reconstructions with higher qualities are obtained by first decoding the base layer and then by progressively decoding the enhancement layers until the desired quality is obtained (see Fig. 1.7).
Fig. 1.8 shows a block diagram of a two-layer quality scalable encoder and decoder. Here, $f$ represents an uncoded frame with the original spatial resolution $2N \times 2M$. The BL frame is obtained by encoding the original frame at a low bit rate (low quality), while the original resolution is preserved. To obtain the EL bit stream, the BL frame $f'$ is first reconstructed by decoding the BL bit stream, which is used as a predictor of $f$. The difference between $f$ and the prediction $f'$ is then coded to build the EL bit stream. At the decoder, the low-quality video is obtained by extracting and decoding the BL substream which yields $f'$. The high-quality frame $\hat{f}$ is obtained by decoding the EL substream and adding the result to $f'$.

1.2.4 Scalability for 3D Video

Although the SVC extension of H.264/AVC supports all the three types of scalability, the MVC extension only supports temporal scalability. Results such as those presented in [10] and [11] show that temporal scalability in either just one
Figure 1.7: Quality scalable video. Higher quality videos are reconstructed at the decoder by progressively decoding more number of layers.

Figure 1.8: Block diagram of quality scalability with two layers.

or both views gives good results for low motion video, but for medium to high motion video, it may be unacceptable due to visible jumping effects. Although there is no standard-compliant spatial or quality scalable MVC bit stream, several non-standard variants have been proposed [12], [13], [14], [15].
Figure 1.9: Proposed spatially scalable MVC. One MVC bit stream is generated for the base layer and another MVC bit stream is generated for the enhancement layer.

Other works proposed for 3D scalable coding attempt to define the best mode of scalability for 3D video. Early subjective tests with MPEG-2 in [16] and [17] show that spatial scalability is preferred over quality scalability. The reason is that in overall stereoscopic perception, especially for low bit rates, blocking artifacts produced by quality scalability implementations are more disturbing than the blurring effect produced by spatial scalability implementations. However, newer results in [18], [19], [20], indicate that the perceived quality depends on the 3D display and also that MPEG-2 may cause different artifacts than H.264/AVC on coded video. According to these results, users prefer quality scalability for polarized projection displays and spatial scalability for autostereoscopic parallax barrier displays. Results in [20] also show that, if the primary view is encoded at sufficiently high quality and the secondary view is encoded at low quality, users prefer spatial scalability over quality scalability.

In this dissertation, we adopt spatial scalability for MVC. Since spatial scalability is not supported by the standard, we propose a spatially scalable variant of MVC. Figure 1.9 shown a block diagram of the proposed spatially scalable scheme. The primary view and secondary view frames of a GOP are each lowpass filtered (not shown) and downsampled by a factor of 2 in both directions. These are encoded with MVC and constitute the base layer MVC bit stream. The enhancement layer bit stream is generated through upsampling, interpolation (not shown), and computing the residual views. These residual views are also encoded by MVC.
1.3 Human Visual System Considerations

In this section, we first describe binocular suppression theory. We then explain how binocular suppression can be exploited for asymmetric coding of 3D video in order to reduce the bit rate of the compressed 3D video. We then study the objective quality metrics that are usually used for video quality assessment.

1.3.1 Binocular Suppression

The binocular suppression theory [21], [22], [23], [24], [25], [26] says that the HVS is insensitive to errors which occur in one view only (see Figure 1.10). This result, determined experimentally, can be explained by the ability of the HVS to compensate for missing information. Because the visual cortex does not always receive perfect information from both eyes, it must infer some information given what is provided. That can mean suppressing errors which occur in a single view, while obtaining the necessary information from the other. Binocular suppression theory has given rise to asymmetric video coding, in which one view is coded with higher quality than the other.

1.3.2 Asymmetric Coding

Asymmetric coding refers to adopting different coding approaches for encoding the left and the right images of a pair of stereo images. Examples of asymmetric coding are adopting different QPs, different resolutions, or different frame rates (or a combination of them) to encode the left and the right images. Following binocular suppression theory, asymmetric coding may provide similar perceived 3D quality with a significant decrease in bit rate. Several papers propose asymmetric coding schemes [23], [27], [28], [29], [30], where one of the views is significantly more coarsely quantized than the other, or is coded with a reduced spatial resolution, generating blurring at the upsampling procedure. In [31], subjective experiments showed that in the asymmetric coding case, where one view is coded at very high quality (40dB) and the other view is coded at any level down to a threshold value of approximately 33dB, the resulting stereo video is indistin-
Figure 1.10: Binocular suppression. First row is a stereo pair with left image at high quality (40dB) and right image at low quality (33dB). Second row is a stereo pair with both left and right images at high quality (40dB). Both pairs are perceived the same to the HVS if they are displayed on a stereo TV.

It was found that when both views are coded above their corresponding thresholds, asymmetric coding is preferable to symmetric coding at the same total bit rate, whereas when one or both views are coded below its threshold, symmetric coding is generally preferable. These thresholds are described and employed in Section 2.4. References [32] [33] [34] introduced scalability and asymmetry into MVC.

1.3.3 Video Quality Metrics

To design a UEP method for compressed video, we need to estimate the perceived quality of reconstructed video at the receiver. Several quality metrics have been used for this purpose including the PSNR, SSIM, and VQM. Although these metrics work relatively well for quality assessment of 2D video, developing a
quality metric for 3D video is a more challenging task, since such a metric needs to incorporate the complex perceptual attributes of 3D such as depth, overall image quality, presence, naturalness, and visual comfort. 3D video quality assessment is still an open challenge and there are no objective metrics which are widely recognized as reliable predictors of human 3D quality perception [8]. The 2D video quality metrics mentioned above are also usually adopted for 3D video quality assessment [8], [35], [36], [37], [38]. In the following, we describe PSNR and SSIM which are widely used in the literature and we also use them in this dissertation.

PSNR is the most common objective metric that is used to evaluate the quality of a reconstructed 2D video. It is computed by

$$
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right),
$$

(1.1)

where MSE (mean squared error) is calculated from

$$
\text{MSE} = \frac{1}{T \times W \times H} \sum_{t=1}^{T} \sum_{y=1}^{W} \sum_{x=1}^{H} (f(x, y, t) - \hat{f}(x, y, t))^2.
$$

(1.2)

In (1.2), $x$ and $y$ represent the coordinates of a pixel, $t$ is the time index of a frame, $f$ represents the original video signal, $\hat{f}$ denotes the reconstructed video, $T$ denotes the number of frames, $W$ is the frame width, and $H$ is the frame height. For MVC and simulcast coding, it is very common to use a weighted average MSE of left view and right view, and compute the PSNR as

$$
\text{PSNR} = 10 \log_{10} \left( \frac{\alpha \text{MSE}_L + (1 - \alpha) \text{MSE}_R}{2} \right),
$$

(1.3)

where $\alpha$ is typically set to $\frac{1}{2}$. In (1.3), $\text{MSE}_X$ denotes the MSE that is computed over the frames of view $X \in \{L, R\}$.

It has been shown that PSNR is not able to acceptably model the view synthesis errors [8] in V+D format. Subjective experiments indicate that SSIM
is better correlated to perceived quality than PSNR [8]. The SSIM between two images $f$ and $g$ is obtained from

$$\text{SSIM}(f, g) = \frac{(2\mu_f \mu_g + C_1)(2\sigma_{fg} + C_2)}{\mu_f^2 + \mu_g^2 + C_1}(\sigma_f^2 + \sigma_g^2 + C_2),$$

where $\mu_X$ and $\sigma_X^2$, respectively, denote the mean and the variance of the pixels of image $X$, and $\sigma_{XY}$ represents the cross-correlation between images $X$ and $Y$. $C_1$ and $C_2$ are two constants introduced to avoid instability when either $(\mu_f^2 + \mu_g^2)$ or $(\sigma_f^2 + \sigma_g^2)$ is very close to zero. More precisely, we set $C_1 = (K_1 L)^2$ and $C_2 = (K_2 L)^2$, where $K_1 \ll 1$ and $K_2 \ll 1$ are two small constants, and $L$ is the dynamic range of pixel values (256 for 8-bit grayscale images). The SSIM is usually applied locally rather than globally. The local statistics $\mu_X$, $\sigma_X$, and $\sigma_{XY}$ are usually computed within a local square window, which moves pixel-by-pixel over the entire image. Local SSIM is computed for each window and then averaged over the entire image. SSIM varies between $-1$ and $1$, where larger values correspond to lower distortion. The SSIM between two GOPs $x$ and $y$ is calculated as the average of SSIMs between the corresponding frames of $x$ and $y$, and we denote it by SSIM$(x, y)$. Let $N$ denote the number of frames in a GOP, then

$$\text{SSIM}(x, y) = \frac{1}{N} \sum_{i=1}^{N} \text{SSIM}(x_i, y_i),$$

where $x_i$ and $y_i$ represent the $i$th frame of GOP $x$ and GOP $y$, respectively. For 3D video, SSIM is first obtained for each view and then the average is taken over the views.

### 1.4 Error Concealment

In an error-prone channel, the coding structure of H.264/AVC and its SVC and MVC extensions can create significant reconstruction errors that may propagate throughout the entire GOP of a reconstructed video. We discuss these errors and show that how error concealment (EC) attempts to reduce the adverse effects
of them.

1.4.1 EC for 2D Non-Scalable Video

The H.264/AVC standard allows dividing a frame into several groups of consecutive macroblocks, where each group of macroblocks is referred to as a slice. Each slice of a frame is encoded independently from the other slices of that frame, and, thus, each slice is decoded independently from the others. Although the slicing strategy reduces the coding efficiency of a video encoder, it is tremendously beneficial in improving the error resiliency of a compressed video transmitted over an error-prone channel. The fact that the slices of a frame can be decoded independently implies that if a few of the slices in a frame are lost, the decoder is still able to decode the slices that are received correctly and so some portions of the frame can be reconstructed correctly. In an attempt to further improve the quality of the decoded video, some techniques referred to as error concealment are usually applied at the decoder to reduce the effect of errors due to losing the slices in transmission. A common error concealment is called frame copying in which any pixel of a lost slice is recovered by copying from the co-located pixel in the nearest (in terms of display order) previous reference frame that is already decoded and available at the decoder buffer.

Although the frame copying error concealment can alleviate the adverse effects of errors due to slice losses, it cannot successfully conceal all kinds of errors that may happen in transmission. For example, it readily fails in concealing an error that happen by losing a slice with a high motion content. In that case, copying from a reference frame may lead to a big error, and even worse, the generated error can propagate to the other frames. The propagating error stems from the temporal predictive coding and motion compensation.

Figure 1.13 shows how the errors are propagated throughout a set of consecutive frames of a decoded video sequence. It also makes a qualitative comparison between the errors generated by losses of different slices with different motion content. Here, a car is moving from right to left. Figure 1.13(a) shows a reconstructed video with no losses, and Figure 1.13(b) shows a reconstructed video in which two
Figure 1.11: Channel distortion and error propagation for non-scalable 2D video. (a) Reconstructed video when no losses happen. (b) Reconstructed video when two slices are lost at $t = 2$. Slices marked by orange lines at $t = 2$ are lost and they are concealed by copying from the regions marked by green lines at $t = 1$. Rectangular regions marked in blue at $t = 2$ depict the reconstructed pixels in the absence of losses and error concealment.

slices at $t = 2$ (marked by lines in orange color) are lost and concealed. The top slice belongs to a static background, while the bottom slice includes a region with some motion. The two rectangular regions marked by green lines in frame $t = 1$ are the co-located pixels from which the frame copying is performed for the two slices lost at $t = 2$. Reconstructed pixels in the absence of losses and error concealment are marked by the blue lines at $t = 2$ in Figure 1.13(a). Comparing Figure 1.13(a) and Figure 1.13(b) shows that the error due to losing the top slice is perfectly concealed by frame copying while, on the other hand, the bottom slice loss is not successfully concealed and its error propagates to the other frames.

1.4.2 EC for 3D Non-Scalable Video

The MVC extension of H.264/AVC also supports frame slicing for the sake of error resiliency [39]. We use frame copying for losses both in the primary view and the secondary view. Errors due to losses in secondary view do not propagate
to the primary view, however, errors in primary view may propagate to the frames of secondary view because of the use of interview prediction in MVC. We show this in Figure 1.12. The situation is similar to the one illustrated in Figure 1.11, with a difference that now the two lost slices belong to the primary view. We see that again the error due to losing the top slice is perfectly concealed by frame copying. However, frame copying is not successful in concealing the bottom slice loss and the error propagates to the frames of the primary view with $t > 2$, and to the frames of the secondary view with $t \leq 2$.

### 1.4.3 EC for Scalable Video

For base layer of 2D scalable video, we can use any error concealment we use for non-scalable 2D video, since the BL should be decodable by a compliant non-scalable decoder. For enhancement layers, however, we show that we can adopt a better strategy which uses the BL for concealing the EL errors.

We continue our discussion by examining an example. In our example, we encode the video sequence ‘Foreman’ into a base layer and an enhancement layer. Figure 1.13 shows the decoded frames from time $t = 25$ to $t = 32$, where only the base layer is decoded and frame copying is used for error concealment. Here, each frame is divided into 9 slices, where all the slices from slice number 3 to slice number 7 of frame $t = 25$ are lost and concealed by frame copying. We see that frame copying is not able to perform well due to presence of some motion in the region covered by the slices lost in transmission, and the error generated in reference frame $t = 25$ propagates to the other following frames.

Although frame copying may not perform well in concealing the errors occurred in the BL, we can adopt a better error concealment strategy for losses that occur in the EL. Instead of copying from a previously decoded full-resolution reference frame, for an enhancement layer slice lost from a frame at time $t_0$, we perform copying from the upsampled pixels of the decoded base layer frame at time $t_0$. We note that the decoded base layer is not in full-resolution and we need to do upsampling before copying. Since copying is done from a base layer reference frame with the same time index, the motion is preserved at the final full-resolution
Figure 1.12: Channel distortion and error propagation for 3D video encoded using MVC. Reconstructed (a) primary view and (b) secondary view when no losses happen. Reconstructed (c) primary view and (d) secondary view when two slices are lost in primary view at $t = 2$. Errors due to losses in primary view propagate to the frames of both the primary view and the secondary view.

decoded output, which significantly reduces the error propagation due to losses in the enhancement layer. In Figures 1.14 and 1.15, we compare the effect of losses in the base layer and enhancement layer, respectively, where in both figures both the base layer and enhancement layers are decoded. In Figure 1.14, all the base layer slices from slice number 3 to slice number 7 of the frame at time $t = 25$ are
Figure 1.13: Frames 25 to 35 of video sequence ‘Foreman’ where only BL is decoded and slices 3 to 7 of frame 25 are lost. Frame copy error concealment is applied at the decoder.

Figure 1.14: Frames 25 to 35 of video sequence ‘Foreman’ where both BL and EL are decoded and slices 3 to 7 of frame 25 of BL are lost. Frame copy error concealment is applied at the decoder.

lost. We see that the decoded video severely suffers from the losses that occur in the base layer. In Figure 1.15, all the slices of the enhancement layer from slice number 6 to slice number 14 of the frame at time $t = 25$ are lost. It is clearly seen that the errors in the enhancement layer are successfully concealed. Figure 1.16 illustrates the decoded video without any losses. By comparing the results of Figures 1.15 and 1.16, we notice some blurring at the locations of losses in Figure 1.15 that is attributed to the upsampling of the base layer.

For scalable 3D video, we only consider spatial scalability for MVC in this
Figure 1.15: Frames 25 to 35 of video sequence ‘Foreman’ where both BL and EL are decoded and slices 6 to 14 of frame 25 of EL are lost. Slices 3 to 7 of frame 25 of BL are upsampled and used for error concealment.

Figure 1.16: Frames 25 to 35 of video sequence ‘Foreman’ where both BL and EL are decoded and no packets are lost.

dissertation. The EC we adopted for MVC is similar to the one introduced in Section 1.4.3. We apply frame copying for BL losses, and perform BL upsampling from the same view for EL losses.
1.5 UEP for Video

Video signals carry a huge amount of data which is certainly a big burden on wireless communication systems. It thus requires adoption of efficient video transmission strategies which attempt to reach a good trade-off between the data bit rate and the quality of the reconstructed video at the receiver. Unequal error protection is a powerful tool in this regard, which aims to wisely provide a stronger protection for the more important data, and a weaker protection for the less important data carried by video signal. A stronger (weaker) protection is typically provided by using a larger (lower) amount of forward error correction (FEC) bits. UEP tries to efficiently allocate different amounts of FEC to different parts of a compressed video according to the contribution they make in enhancing the quality of the reconstructed video.

1.5.1 Prior Work for 2D Video

Compressed video bit stream needs to be protected by FEC before transmission over a noisy channel. Redundancy bits introduced by FEC reduce the number of bits available for source coding, and hence limit the accuracy of source coding. Increasing the source coding accuracy forces us to use weaker FEC codes which increases the distortion due to channel errors. This implies that both source coding and channel coding should be applied in a clever manner. The trade-off between source coding accuracy and channel error protection in error-prone channels is a joint source channel coding (JSCC) problem and is a well-studied area for single view video sequences. A comprehensive review on this topic is presented in [40]. The work in [41] applies JSCC specifically for video transmission over additive white Gaussian noise (AWGN) channels using rate compatible punctured convolutional (RCPC) codes [42]. The optimal point found by JSCC varies over different AWGN channel signal-to-noise-ratios (SNRs). JSCC for single view video sequences is also studied for several wireless environments in [43].

One UEP approach for video transmission is to employ different FEC code rates for each video packet according to its importance. The importance of each
packet can be determined by the estimation of the distortion in the reconstructed video produced by each packet loss separately. The distortion of the reconstructed video should be reduced when compared to the reconstructed video protected with equal error protection (EEP), where all video packets are coded with the same channel code rate. The distortion estimation can rely on traditional quality metrics, such as MSE, or on metrics based on human visual perception, such as the packet loss visibility model presented in [44].

1.5.2 Prior Work for 3D Video

3D video signal carries significantly more amount of data compared to 2D video. This justifies the importance of adoption of JSCC for 3D video delivery over noisy channels.

1.5.2.1 MVC

The performance and transmission of MVC bit streams in error-prone channels have been studied in [45], [46], [47], [48], [49]. Some of the works on multiview streaming optimization, as in [45], propose end-to-end distortion models taking into account estimated packet loss probabilities for multiview video packets, but do not include channel error protection schemes. The work in [46] has the same characteristics, but includes a form of UEP by simply setting a smaller packet loss rate for the packets in the base view as well as the packets in the first 20 frames of the other views. Another work [47] that studied the transmission of multiview video sequences over error-prone channels considered UEP through a selective packet discard mechanism. Several error resilience techniques for multiview video sequences are described in [48] and [49].

A typical JSCC optimization approach is to fix a total rate of $B$ bits and then determine the optimal division of $B$ between source and FEC, where the objective function could be the average MSE to be minimized. An example of this type of optimization for 3D video can be found in [50], where a weighted average MSE of the left view and of the right view is used as the objective function to be minimized. Formulating the optimization in this way is problematic for 3D video
because although MSE is well-defined for each of the individual left view and right view, there is not yet any well-accepted way to quantify the quality of the combined 3D video [51],[52]. Minimizing the average MSE subject to a rate constraint would imply that left/right MSEs of \((\text{MSE}_L, \text{MSE}_R) = (\epsilon, 3\epsilon)\) and of \((\text{MSE}_L, \text{MSE}_R) = (2\epsilon, 2\epsilon)\) produce equivalent average MSEs, although the subjective visual quality might be very different. This issue motivated us to formulate the JSCC problem in a different way as we describe in the following.

Our alternative approach to the optimization is to fix the distortion or PSNR of each view to some level, and then attempt to minimize the number of bits required to achieve it. Putting the distortion in the constraint, rather than in the objective function, allows one to choose two separate constraints (one for each view). Therefore, the particular goal of our JSCC scheme is to minimize the total bit rate, composed of source and error-correction bits, while both reconstructed views achieve predetermined PSNR values. Fortunately, some quality thresholds are derived for the reconstructed stereo video based on the PSNR metric through experimental tests [19]. These quality thresholds, which are derived according to binocular suppression theory, enable us to formulate the JSCC problem using the PSNR as we discussed above. Details of the proposed JSCC scheme is given in Chapter 2.

1.5.2.2 V+D

We are interested in the delivery of V+D data over mobile devices [1]. The quality of a received 3D video in V+D format is affected by both the source coding accuracy of the color video and the depth map, and the amount of redundancy introduced by FEC to protect them over the channel. Therefore, for a fixed bit rate, it is crucial to design a clever method to divide the bits between the source and the FEC such that the quality is maximized at the receiver. Our goal here is to maximize the average quality of the reconstructed left view and right view, given that there is a constraint on the sum of the number of source bits and the number of FEC bits.

In [53], two different protection levels are considered for V+D, and the
authors concluded that color should be protected more strongly than depth. Following this conclusion, a UEP method is proposed in [54] for V+D data over WiMAX communication channels based on unequal power allocation. In [55], it is concluded that depth can be compressed more compared to color, and downsampling the depth by a factor of two is recommended to increase coding efficiency, although the effect of a channel is not investigated.

We consider both downsampled and full-resolution depth scenarios. Both the color and depth are encoded by an H.264/AVC encoder [56] and then protected by FEC using UEP such that each individual packet is protected according to its importance. The importance of packets is based on the SSIM index [57]. The JSCC yields the optimum color and depth quantization parameters as well as the UEP code rates that jointly maximize the quality at the receiver. Turbo codes [58] are used for FEC, and simulation results are given for flat Rayleigh fading channels. The performances of different scenarios are compared, and UEP performance is compared to EEP. We show that the adopted UEP provides significant gains compared to the EEP. We also derive several interesting results. Some of these results are in accordance with what have already been published in the literature and some of them are not. We show that the reason of this inconsistency is that we are solving the UEP problem in a more general situation which yields novel solutions. For example, we show that although the depth map should be compressed more compared to color (which is in agreement to prior works in the literature), it should be protected more compared to color (which is in contrast to prior works in the literature). We also propose to use a depth map that is downsampled by a factor of 4 instead of 2, which the latter is proposed in the literature.

1.6 UEP for MIMO Video Broadcasting

In Chapter 4 of this dissertation, we consider UEP for video broadcasting over wireless channels. Our goal here is to design a UEP-based video broadcasting system that benefits all types of users within a service area of a transmitter in an optimum way. We assume that heterogeneous users with different display
resolutions and different operating data rates are present in the service area. We tackle this problem for a MIMO (multi-input-multi-output) channel. We propose to use scalable video coding for video compression. For MIMO communication, we propose to use spatial diversity techniques for BL transmission and spatial multiplexing techniques for EL transmission. We superpose the BL and EL in a way that a stronger protection is provided for the BL compared to the EL.

1.6.1 MIMO Communications

MIMO refers to a collection of signal processing techniques that have been developed to enhance the performance of wireless communication systems using multiple antennas at the receiver, the transmitter, or both [59]. MIMO techniques can be used either to combat multipath fading to improve the link reliability, or to exploit multipath fading to increase the data rate. Improving the channel reliability is made possible by creating spatial diversity, and increasing the data rate is provided by spatial multiplexing. Spatial diversity techniques extract a diversity gain to combat fading, and they thus improve the link reliability. A popular example of these techniques are orthogonal space-time block codes (OSTBCs) [60], [61], which achieve full diversity with a simple linear receiver. Spatial multiplexing techniques use a layered approach to increase the channel data rate [62], [63]. One popular example is the vertical Bell Laboratories layered space-time (V-BLAST) architecture, where independent data streams are transmitted over different antennas to increase the data rate. Although spatial multiplexing increases the data rate, it cannot usually achieve the full spatial diversity. However, some space-time block codes have been studied in the literature which can yield the benefits of both spatial diversity and multiplexing [64], [65], [66], [67], [68], [69].

1.6.2 Hierarchal Constellations for UEP

In mobile video broadcasting systems such as Digital Video Broadcasting (DVB), there exist various types of user equipment which usually have different number of receive antennas. For example, a tiny mobile phone may have a single
antenna due to its limited hardware space. On the other hand, a tablet or a notebook computer usually has more than one antenna, since it has a larger hardware space and a higher computational capability.

Theoretical investigation of efficient communication from a single source to multiple receivers established the fundamental idea that optimal broadcast transmission could be achieved by a hierarchical transmission scheme \[70\], \[71\]. In addition, it has been shown \[72\]–\[73\] that a practical UEP method is achieved by using a constellation of nonuniformly spaced signal points that is referred to as \textit{hierarchical modulation}. In this constellation, the more important bits of a symbol have a larger minimum Euclidean distance compared to the less important bits of that symbol. Hierarchical constellations have been intensively studied for digital broadcasting systems \[72\][73], and the Digital Video Broadcasting-Terrestrial (DVB-T) standard \[74\] has incorporated hierarchical QAM (quadrature amplitude modulation) for scalable video transmission.

\subsection*{1.6.3 SVC-MIMO Video Broadcasting}

Higher diversity and/or spectral efficiency gains can be achieved if a MIMO system employs a larger number of antennas. Let \(N_t\) and \(N_r\) denote the number of transmit and receive antennas, respectively. By using spatial diversity techniques, we can achieve a diversity gain of up to \(N_t \times N_r\) \[59\]. On the other hand, we can achieve a spectral efficiency gain of up to \(\min(N_t, N_r)\) by using spatial multiplexing techniques \[59\]. This indicates that the users with one receive antenna cannot achieve a spectral efficiency larger than 1, since for them we have \(\min(N_t, 1) = 1\). This implies that the base station needs to broadcast video using spatial diversity rather than spatial multiplexing, so that the data is decodable by all types of users. We also note that, for high data rates, spatial multiplexing techniques such as V-BLAST outperform spatial diversity techniques such as OSTBC \[75\][76]. That means forcing the base station to adopt only spatial diversity techniques for all types of users may lead to a significant performance loss, particularly for users which are able to achieve spectral efficiencies larger than one by exploiting more than one receive antennas.
In Chapter 4 of this dissertation, we propose an efficient broadcasting strategy that combines space-time coding and scalable video coding to tackle this problem. We suppose that the number of antennas of a device and the size of its screen is mainly limited by the hardware space affordable by the device. This means that a user with more receive antennas can have a higher-resolution screen. With these suppositions, we consider a MIMO video broadcasting system where the base station possesses two transmit antennas, and two different types of user devices reside in the service area: i) a big user with two receive antennas and a high-resolution screen, and ii) a small user with a single receive antenna and a low-resolution screen.

We propose an efficient video broadcasting scheme which combines spatial diversity and spatial multiplexing techniques with spatially scalable video coding. The base layer of the scalable video is encoded using spatial diversity techniques, such as the Alamouti code, while the enhancement layer is encoded using spatial multiplexing techniques, such as the V-BLAST.

1.7 Thesis Outline

In Chapter 2, we tackle the UEP and the JSCC problem of a 3D stereo video transmitted over a noisy wireless channel. We first model the end-to-end distortion of a stereo video compressed by the MVC extension of the H.264/AVC. The model captures the distortion due to the compression of both the primary and secondary views as well as the distortion due to the channel losses in both views. We show that the model is accurate enough in estimating the end-to-end distortion of both views. We then use these estimates to predict the average end-to-end distortion over a lossy channel. We formulate the UEP/JSCC optimization problem based on two distortion thresholds; one for the reconstructed left view and another for the reconstructed right view. Finally, we validate the performance of the designed UEP/JSCC scheme for several video sequences by performing many channel realizations and measuring the average distortion values. The measured distortion values show that the quality thresholds determined in the UEP design
are indeed satisfied on the average over many channel realizations.

In Chapter 3, we consider the UEP/JSCC problem of a 3D video represented by the V+D format. We investigate a downsampled depth map as well as a full-resolution one. In doing that, we first derive a measure to quantify the quality of the left view and the synthesized right view based on assigning individual quality scores to individual slices of both the compressed color and depth. We compute the scores using the SSIM metric. We use these scores to quantify the average end-to-end distortion of a V+D content compressed by the AVC/H.264 and transmitted over a noisy wireless channel. We show that the proposed UEP/JSCC scheme performs much better compared to the EEP/JSCC scheme. We also derive some interesting results and discuss them.

In Chapter 4, we consider UEP for video broadcasting over wireless channels. Our goal is to design a video broadcasting system that well serves all types of users within the service area of a base station. Users have different display resolutions as well as different operating data rates. We consider this problem for a MIMO channel. We use spatial scalable video coding for video compression. We propose to use spatial diversity techniques for encoding the base layer and spatial multiplexing techniques for encoding the enhancement layer. We superpose the BL and EL bit streams in a way that the BL is protected stronger than the EL. We show that our proposed UEP scheme significantly outperforms the baseline schemes in terms of the PSNR.
Chapter 2

Unequal Error Protection for Multiview Coding

In this chapter, we propose a UEP method for 3D video transmission over noisy channels. To compress 3D video, we use the MVC extension of H.264/AVC. We also propose a type of spatially scalable MVC. To design UEP for 3D video, we consider a general problem of joint source-channel coding. Solving the JSCC problem yields the optimum quantization parameters of an MVC-encoded stereo video as well as the optimum FEC code rates used for UEP. Our goal is to minimize the total number of bits, which is the sum of the number of source bits and the number of FEC bits, under the constraints that the quality of the left and right views must each be greater than predetermined PSNR thresholds at the receiver. We first consider symmetric coding, for which the quality thresholds are equal. Following binocular suppression theory, we also consider asymmetric coding, for which the quality thresholds are unequal. The optimization problem is solved using both EEP and the proposed UEP scheme. An estimate of the expected end-to-end distortion of the two views is formulated for a packetized MVC bit stream over a noisy channel. The UEP algorithm uses these estimates for packet rate allocation. Results for various scenarios, including non-scalable/scalable MVC, symmetric/asymmetric coding, and UEP/EEP, are provided for both AWGN and flat Rayleigh fading channels. The UEP bit savings compared to EEP are given, and the performances of different scenarios are compared for several stereo video
This chapter is organized as follows: Section 2.1 shows how the proposed JSCC scheme is adopted in a video transmission system. In Section 2.2 and Section 2.3, we derive estimates to predict the end-to-end distortion in a 3D video transmission scenario. Sections 2.4 and 2.5, respectively, describe the JSCC problem formulation and how we solve it using integer programming. Section 2.6 gives simulation results for various coding schemes for both AWGN and flat Rayleigh fading channels, and Section 2.7 concludes this chapter.

2.1 Overview of the System Design

The system block diagram is shown in Figure 2.1. The primary and secondary views are jointly compressed by an MVC encoder. The amounts of compression of the primary view and the secondary view are controlled by two separate quantization parameters $q_1$ and $q_2$, respectively. The MVC bit stream is protected by adding FEC bits and then transmitted over a channel. UEP provides different levels of protection at the packet level through allocating different FEC rates. At the receiver, channel decoding is applied to detect the erroneous bits. Our assumption is that if even one bit of a transmitted packet is erroneous, the whole packet is marked as undecodable and not decoded by the video decoder. The primary and secondary views are then decompressed by an MVC decoder, where error concealment is done for the lost packets. We use frame copying error concealment (see Sections 1.4.1 and 1.4.2).
2.2 Modeling the End-to-End Distortion

A UEP design for compressed video requires accurate estimation of the end-to-end distortion in a video communication system. An end-to-end distortion measure should incorporate both the distortion due to source compression and the distortion due to packet losses. In this section, we model the end-to-end distortion of a GOP of an MVC-encoded 3D video that is sent over a noisy channel. We show by simulation that the model we adopt is accurate in predicting the actual end-to-end distortion measured for different packet loss ratios. The model is then used in Section 2.3 to derive an estimate of the expected end-to-end distortion. Later on in Section 2.4, we use the estimates for UEP.

We first consider the non-scalable MVC case. Let \( f^{(v)} \) represent the original pixel values of view \( v \) of a GOP, and \( \hat{f}^{(v)} \) be the reconstructed values at the encoder, where \( v = 1 \) represents the primary view and \( v = 2 \) represents the secondary view. We denote the pixel values of view \( v \) of the GOP at the decoder as \( \tilde{f}^{(v)} \). The distortion of view \( v \) is the sum of distortions of all its pixels. It is common in the literature to approximate the source quantization distortion and the channel distortion as being uncorrelated [50], [46], [77], [78]. With this approximation, the expected distortion of view \( v \) of the GOP can be written as

\[
D^{(v)} = E\{\text{cmse}(f^{(v)}, \hat{f}^{(v)})\} + E\{\text{cmse}(\hat{f}^{(v)}, \tilde{f}^{(v)})\}
\]

\[
= D_{Src}^{(v)} + D_{Loss}^{(v)}, \tag{2.1}
\]

where \( \text{cmse}(x^{(v)}, y^{(v)}) \) is the cumulative mean squared error (CMSE) between the pixels of view \( v \) of GOP \( x \) and view \( v \) of GOP \( y \), \( D_{Src}^{(v)} \) represents the source distortion over the entire view \( v \) of the GOP, and \( D_{Loss}^{(v)} \) denotes the distortion introduced by the channel due to packet losses. In (2.1), we model the end-to-end distortion such that the source distortion and channel distortion are additive, where the precise value of \( D_{Src}^{(v)} \) is computed at the encoder. To compute \( D_{Loss}^{(v)} \) for a set of lost packets, we assume that the error signals due to individual losses from either the primary or the secondary view are separate throughout the GOP. For example, if a slice is lost at the top of a frame and another slice is lost at the bottom
of that frame (or another frame), the error signals due to the loss of these packets are generally independent. Using this assumption, the CMSE contributions of the individual packets to the CMSE of either the primary view or the secondary view of the GOP are additive. To compute the channel distortion $D_{\text{Loss}}^{(v)}$ for a set of lost packets, the model adds up the CMSE values due to the individual lost packets. This additivity assumption is also used for example in [50], [79], [80], [81], [82], [83], [84]. A CMSE value represents the precise error propagated throughout a view of the GOP, and we assume that it has already been computed offline at the encoder for each packet of the GOP.

Now, we investigate the accuracy of the model in estimating the end-to-end distortion of a GOP. In our experiment, packets of an encoded 3D video are randomly dropped with different packet loss ratios (PLRs), where 1000 random realizations are done for each PLR. For non-scalable MVC, for error concealment we implemented linear interpolation for lost I slices, and slice copy for lost P slices, such that a lost P slice is concealed from its reference frame in the same view. Figs. 2.2(a)-(d) show histograms of $\Delta \text{PSNR} \triangleq \text{PSNR}_{m} - \text{PSNR}_{\text{est}}$ for PLRs 0.5% and 2% for the sequence ‘Oldtimers’, where $\text{PSNR}_{m}$ is the actual PSNR measured at the receiver (that is computed between the original uncompressed video and the lossy decoded video) and $\text{PSNR}_{\text{est}}$ is computed by the model. The model computes the end-to-end distortion using (2.1), that accounts for both the source distortion and the channel distortion. We see that the model is accurate in estimating the end-to-end distortion if few packets of a GOP are lost in transmission. If the channel gets bad such that the number of losses after the channel decoder becomes large, the accuracy of the model decreases. However, our JSCC scheme allows us to add as many parity bits as needed to meet the quality constraints for a bad channel condition.

The model adopted for non-scalable MVC can also be used for estimating the end-to-end distortion of scalable MVC. That is, we assume that the source distortion and channel distortion are additive, and that the CMSE contributions of lost packets are additive. This can again be verified by realizing many channel realizations and different PLRs. For scalable MVC, error concealment was imple-
Figure 2.2: Histograms of error $\Delta \text{PSNR} \triangleq \text{PSNR}_{m} - \text{PSNR}_{est}$ for packet loss ratios 0.5% and 2%, and video sequence ‘Oldtimers’. (a), (b), (c), and (d) Non-scalable MVC, and (e), (f), (g), and (h) scalable MVC. $\Delta \text{PSNR}_1$ and $\Delta \text{PSNR}_2$ correspond to primary and secondary view respectively.

Table 2.1 shows the mean absolute value of $\Delta \text{PSNR}$, which is defined as $|\Delta \text{PSNR}| = \frac{1}{N} \sum_{i=1}^{N} |\Delta \text{PSNR}_i|$, where $N$ is the number of realizations. The small $|\Delta \text{PSNR}|$ values indicate that the model is accurate in estimating the measured PSNR values at the receiver.

We also investigate the accuracy of the additivity approximation for particular packet loss patterns where two packets are lost at the same time. We consider...
Table 2.1: Mean absolute value of $\Delta \text{PSNR} \triangleq \text{PSNR}_m - \text{PSNR}_{est}$ in dB for packet loss ratios 0.5%, 1%, 2%, and 5%.

<table>
<thead>
<tr>
<th>PLR</th>
<th>non-scalable</th>
<th>scalable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\Delta \text{PSNR}</td>
</tr>
<tr>
<td>Oldtimers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5%</td>
<td>0.007</td>
<td>0.01</td>
</tr>
<tr>
<td>1%</td>
<td>0.016</td>
<td>0.017</td>
</tr>
<tr>
<td>2%</td>
<td>0.028</td>
<td>0.029</td>
</tr>
<tr>
<td>5%</td>
<td>0.056</td>
<td>0.067</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5%</td>
<td>0.017</td>
<td>0.018</td>
</tr>
<tr>
<td>1%</td>
<td>0.036</td>
<td>0.045</td>
</tr>
<tr>
<td>2%</td>
<td>0.089</td>
<td>0.105</td>
</tr>
<tr>
<td>5%</td>
<td>0.226</td>
<td>0.278</td>
</tr>
</tbody>
</table>

the following packet loss patterns: (1) packets which are in adjacent rows within the same frame, (2) packets which are located in the same row in different frames (spaced apart from 1 to $N_F - 1$ frames, where $N_F$ is the number of frames in a view of a GOP), and (3) all other possible combinations of two packets. Figure 2.3(a) shows a histogram of all possible adjacent combinations, which comprise 0.6% of all possible combinations, Figure 2.3(b) depicts a histogram of all combinations of two packets located in the same row but in different frames, which comprise 6% of all the possible combinations, and Figure 2.3(c) is a histogram of all the other combinations, which comprise 93.4% of all the possible combinations. We observe that the model is not very accurate for some combinations of packet loss patterns (1) and (2). On the other hand, the model is highly accurate for all other combinations. These observations show that the model is inaccurate only for adjacent losses and losses from the same row (which together comprise a small percentage of all possible combinations) because in such cases, the propagated errors may affect each other.

2.3 Expected End-to-End Distortion

In this section, we derive an estimate of the expected end-to-end distortion of a GOP of an MVC-encoded video sent over a noisy channel using the model
developed in Section 2.2. We first derive the estimate for non-scalable MVC and then consider scalable MVC.

### 2.3.1 Non-Scalable MVC

In the following, $d_{m,v}^{(v')}$ denotes the CMSE contribution of the $m$th packet of view $v \in \{1, 2\}$ to the CMSE of view $v' \in \{1, 2\}$, and $\tilde{f}_{m,v}^{(v')}$ represents the reconstructed view $v'$ of the GOP at the decoder when the $m$th packet of view $v$ is lost. Also, $p_i^{(v)}$ is the probability that the $i$th packet of view $v$ is lost in transmission.

The CMSE contribution of the $i$th packet of the primary view to the CMSE of the primary view is zero if the packet is not lost, and is equal to $d_{i,1}^{(1)}(q_1)$ if the packet is lost, where $q_1$ is the quantization parameter used to encode the primary view of the GOP. Thus, following the model assumptions, the average end-to-end distortion of the primary view can be estimated as

$$D^{(1)}(q_1, r_1^{(1)}, \ldots, r_K^{(1)}, \Theta) = D_{src}^{(1)}(q_1) + \sum_{i=1}^{K} p_i^{(1)}(r_i^{(1)}, s_i^{(1)}(q_1), \Theta) d_{i,1}^{(1)}(q_1),$$

(2.2)
where $K$ is the number of primary view packets in a GOP (which is the same as the number of secondary view packets in the GOP), and $d_{i,1}^{(1)}(q_1)$ is equal to c mse$(\hat{f}_{i,1}^{(1)}(q_1), \tilde{f}_{i,1}^{(1)}(q_1))$. Packet loss probability $p_i^{(1)}(1)$ depends on the packet size $s_i^{(1)}$ in bits, the code rate $r_i^{(1)}$ by which the packet is protected, and $\Theta$, which represents the channel characteristics; $\Theta = \text{SNR}$ for an AWGN channel and $\Theta = (\text{SNR}, T_c)$ for a flat Rayleigh fading channel, where $T_c$ is the channel coherence time, defined in Section 2.6. It is assumed that the coded packets are lost independently. This assumption holds for an AWGN channel. For flat Rayleigh fading channels, independent losses within a GOP are obtained for an archival video by interleaving GOPs such that each interleaved block contains at most one packet from a particular GOP. In this work, the quantity $d_{i,1}^{(1)}(q_1)$ is computed at the encoder.

In addition, since there is no closed-form expression to compute the packet loss probability $p(r, s, \Theta)$ for RCPT (rate compatible punctured turbo) codes, a lookup table is made by simulation, which yields $p(r, s, \Theta)$ for different ranges of packet sizes. The probability $p(r, s, \Theta)$ is obtained for packet sizes 250, 750, 1500, 2500, 3500, and 5000 in bits, and respectively used for all the packet sizes in the ranges $[0, 500)$, $[500, 1000)$, $[1000, 2000)$, $[2000, 3000)$, $[3000, 4000)$, and $[4000, \infty)$. The distortion generated in the secondary view can be formulated in a similar manner. However, since the error due to a lost packet in the primary view propagates in both the primary and secondary views, for the secondary view, the CMSE contribution of lost primary packets should be considered as well as the CMSE contribution of lost secondary packets. Therefore, the average end-to-end distortion of the secondary view can be estimated as:

\[
D^{(2)}(q_1, q_2, \theta) = D_{\text{Src}}^{(2)}(q_1, q_2) + \sum_{i=1}^{K} p_i^{(1)}(r_i^{(1)}, s_i^{(1)}(q_1), \Theta) d_{i,1}^{(2)}(q_1, q_2) + \sum_{j=1}^{K} p_j^{(2)}(r_j^{(2)}, s_j^{(2)}(q_1, q_2), \Theta) d_{j,2}^{(2)}(q_1, q_2),
\]

(2.3)

where $d_{i,1}^{(2)}(q_1, q_2) = \text{cmse}(\hat{f}_{i,1}^{(2)}(q_1, q_2), \tilde{f}_{i,1}^{(2)}(q_1, q_2))$, and $D_{j,2}^{(2)}(q_1, q_2) = \text{cmse}(\hat{f}_{j,2}^{(2)}(q_1, q_2), \tilde{f}_{j,2}^{(2)}(q_1, q_2))$. The quantities $d_{i,1}^{(2)}(q_1, q_2)$ and $d_{j,2}^{(2)}(q_1, q_2)$ are com-
puted at the encoder and used in the simulations. Computing the distortion values at the encoder side requires decoding the whole GOP for each slice of the GOP. The computational complexity of our algorithm at the encoder side is high and it can be done offline.

### 2.3.2 Scalable MVC

Similar to the case of non-scalable MVC, an estimate of the expected end-to-end distortion of the primary view for the scalable MVC case is given by

\[
D^{(1)}(q_{BL_1}, r_1^{(BL_1)}, \ldots, r_K^{(BL_1)}, q_{EL_1}) = D^{(1)}_{Src}(q_{BL_1}, q_{EL_1}) + \sum_{i=1}^{K} p_i^{(BL_1)} \left( r_i^{(BL_1)}, s_i^{(BL_1)}(q_{BL_1}), \Theta \right) d^{(1)}_{i, BL_1}(q_{BL_1}, q_{EL_1}) + \sum_{j=1}^{K} p_j^{(EL_1)} \left( r_j^{(EL_1)}, s_j^{(EL_1)}(q_{BL_1}, q_{EL_1}), \Theta \right) d^{(1)}_{j, EL_1}(q_{BL_1}, q_{EL_1}). \tag{2.4}
\]

For the secondary view, we have

\[
D^{(2)}(q_{BL_1}, r_1^{(BL_1)}, \ldots, r_K^{(BL_1)}, q_{EL_1}, q_{BL_2}, r_1^{(EL_2)}, \ldots, r_K^{(EL_2)}, q_{EL_2}, q_{BL_2}, q_{EL_2}) = D^{(2)}_{Src}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}) + \sum_{i=1}^{K} p_i^{(BL_1)} \left( r_i^{(BL_1)}, s_i^{(BL_1)}(q_{BL_1}, q_{EL_1}), \Theta \right) d^{(2)}_{i, BL_1}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}) + \sum_{j=1}^{K} p_j^{(EL_1)} \left( r_j^{(EL_1)}, s_j^{(EL_1)}(q_{BL_1}, q_{EL_1}), \Theta \right) d^{(2)}_{j, EL_1}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}) + \sum_{m=1}^{K} p_m^{(BL_2)} \left( r_m^{(BL_2)}, s_m^{(BL_2)}(q_{BL_1}, q_{BL_2}), \Theta \right) d^{(2)}_{m, BL_2}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}) + \sum_{n=1}^{K} p_n^{(EL_2)} \left( r_n^{(EL_2)}, s_n^{(EL_2)}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}), \Theta \right) d^{(2)}_{n, EL_2}(q_{BL_1}, q_{EL_1}, q_{BL_2}, q_{EL_2}). \tag{2.5}
\]
where in (2.4) and (2.5) \( d_{i,t,l}(v') \) denotes the CMSE contribution of the \( t \)th packet of layer \( l \in \{BL_1, BL_2, EL_1, EL_2\} \) to the CMSE of view \( v' \in \{1, 2\} \), and \( p_l^{(t)} \) is the probability that the \( t \)th packet of layer \( l \) is lost in transmission. In (2.4) and (2.5), \( d_{i,t,l}(v) = \text{cmse}(\hat{f}(v), \tilde{f}_{i,t,l}(v)) \), where \( \tilde{f}_{i,t,l}(v) \) represents the reconstructed view \( v \) of a GOP at the decoder when the \( i \)th packet of layer \( l \) is lost, and \( \hat{f}(v) \) denotes the reconstructed view \( v \) of the GOP when there are no packet losses. The quantity \( d_{i,t,l}(v) \) is computed at the encoder.

### 2.4 JSCC Problem Formulation for MVC

The objective of our JSCC problem is to minimize the total number of bits, which is the sum of the numbers of source bits and FEC bits of both the primary and secondary views. For non-scalable MVC, the objective function is formulated as

\[
\min_{q_1 \in Q_1, q_2 \in Q_2} \left( \sum_{i=1}^{K} \frac{s_i^{(1)}(q_1)}{r_i^{(1)}} + \sum_{j=1}^{K} \frac{s_j^{(2)}(q_1, q_2)}{r_j^{(2)}} \right),
\]

where \( R = \{R_1, R_2, \ldots, R_N\} \) is the set of available RCPT code rates, and \( Q_1 \) and \( Q_2 \) are the sets of quantization parameters. The optimization is done jointly over a primary view and the corresponding secondary view of a GOP. Quantization parameters \( q_1 \) and \( q_2 \) are applied for all macroblocks of the primary and secondary views of a GOP.

In minimizing the objective function (2.6), quality constraints must be satisfied. For the symmetric coding case, we require that the expected distortions of the primary and secondary views be less than or equal to a predetermined threshold \( T_1 \) at the receiver. However, for the asymmetric coding case, we require that the expected distortion of the primary view and the expected distortion of the secondary view be less than or equal to two different predetermined thresholds, \( T_1 \) and \( T_2 \). Using (2.2) and (2.3), this can be expressed for both the symmetric and
asymmetric coding cases as:

\[
D^{(1)}(q_1, r^{(1)}_1, \ldots, r^{(1)}_K, \Theta) \leq T_1
\]
\[
D^{(2)}(q_1, q_2, r^{(1)}_1, \ldots, r^{(2)}_1, \ldots, r^{(2)}_K, \Theta) \leq T_2,
\]

(2.7)

where for the symmetric coding case \( T_1 = T_2 = 10^{(-40dB)} \), and for the asymmetric coding case \( T_1 = 10^{(-40dB)} \) and \( T_2 = 10^{(-33dB)} \). The reason for choosing the particular PSNR values 40dB and 33dB is explained in Section 1.3.2.

The objective function of the JSCC problem for scalable MVC can be formulated as was done for the non-scalable case. For scalable MVC, we have

\[
\min_{(q_{BL_1}, q_{BL_2}, q_{EL_1}, q_{EL_2}) \in Q_S} \left( \sum_{i=1}^{K} \frac{s_i(q_{BL_1})}{r_i^{(BL_1)}} + \sum_{j=1}^{K} \frac{s_j(q_{EL_1})}{r_j^{(EL_1)}} + \sum_{m=1}^{K} \frac{s_m(q_{BL_2})}{r_m^{(BL_2)}} + \sum_{n=1}^{K} \frac{s_n(q_{EL_2})}{r_n^{(EL_2)}} \right),
\]

(2.8)

where \( Q_S \) is a set of 4-tuple quantization parameters.

Similar to the non-scalable MVC case, two constraints must be satisfied in minimizing the objective function (2.8). Using (2.4) and (2.5), these constraints are written as

\[
D^{(1)}(q_{BL_1}, r^{(1)}_1, \ldots, r^{(K)}_2, q_{EL_1}, r^{(1)}_1, \ldots, r^{(K)}_2, \Theta) \leq T_1
\]
\[
D^{(2)}(q_{BL_1}, r^{(1)}_1, \ldots, r^{(K)}_2, q_{EL_1}, r^{(1)}_1, \ldots, r^{(K)}_2, q_{BL_2}, r^{(1)}_1, \ldots, r^{(K)}_2, \Theta) \leq T_2,
\]

(2.9)

where for the symmetric coding case \( T_1 = T_2 = 10^{(-40dB)} \), and for the asymmetric coding case \( T_1 = 10^{(-40dB)} \) and \( T_2 = 10^{(-33dB)} \).

In the two optimization problems introduced in (2.6) and (2.7), and (2.8) and (2.9), different code rates are typically assigned to different packets. The code rate assigned to a particular packet depends on 1) the size of the source packet as determined by the quantization parameters \( q_1 \) and \( q_2 \) for the non-scalable MVC
source encoder, and by $q_{BL_1}$, $q_{BL_2}$, $q_{EL_1}$, and $q_{EL_2}$ for the scalable MVC source encoder, 2) the distortion the packet generates if it is lost in transmission, and 3) the probability that the packet is lost, which depends on channel characteristics specified by $\Theta$. To find the quantization parameters and code rates that minimize the objective functions (2.6) and (2.8), we search over a grid of QPs, where for non-scalable MVC the search is done over a two-dimensional grid specified by vector $(q_1, q_2)$ and for scalable MVC is done over a four-dimensional grid specified by vector $(q_{BL_1}, q_{BL_2}, q_{EL_1}, q_{EL_2})$. The solution is obtained as a quantization vector in the grid and a set of code rates, which together produce the smallest total number of bits and, at the same time, meet the quality constraints. The sets $Q_1$ and $Q_2$ in (2.6), and $QP_s$ in (2.8), are determined for each GOP of a given video sequence. To do that, for the MVC-non-scalable case, we first perform a binary search over $q_1$ and $q_2$ to rule out the QPs for which the noise-free encoded video does not meet the quality constraints, and find the largest possible QPs, $q_{1}^{(\text{max})}$ and $q_{2}^{(\text{max})}$, that satisfy the constraints. The ruled out QPs are not considered for optimization since they do not meet the quality constraints even in the absence of channel distortion. The sets $Q_1$ and $Q_2$ are then defined as the sets whose members are QPs less than or equal to $q_{1}^{(\text{max})}$ and $q_{2}^{(\text{max})}$, respectively. For the scalable case, we perform an exhaustive search over the QPs $q_{BL_1}$, $q_{BL_2}$, $q_{EL_1}$, and $q_{EL_2}$, to rule out the ones for which the noise-free encoded video does not meet the quality constraints.

### 2.5 Integer Optimization

The optimization problems introduced in Section 2.4 are nonlinear integer programming problems, which can be solved by the branch-and-bound (BnB) method [86]. The BnB method is based on binary variables [86]. For non-scalable MVC, we transform each variable $r_i^{(1)}$ to $N$ binary variables $x_{i,l} \ (1 \leq l \leq N)$, and each variable $r_j^{(2)}$ to $N$ binary variables $y_{j,l}$, where $x$ and $y$ take values from the set $\{0, 1\}$. We then substitute $r_i^{(1)}$ with $\sum_{l=1}^{N} x_{i,l} R_l$ and $r_j^{(2)}$ with $\sum_{l=1}^{N} y_{j,l} R_l$ in (2.6) and (2.7). With these transformations, $2K$ equality constraints are considered.
along with the inequalities given in (2.7), which are

\[
\sum_{l=1}^{N} x_{i,l} = 1, \quad 1 \leq i \leq K
\]
\[
\sum_{l=1}^{N} y_{j,l} = 1, \quad 1 \leq j \leq K.
\]

(2.10)

Now, we consider the scalable MVC case. We transform each variable \( r_i^{(BL_1)} \) to \( N \) binary variables \( x_{i,l} \) (1 \( \leq l \leq N \)), each variable \( r_j^{(BL_2)} \) to \( N \) binary variables \( y_{j,l} \), each variable \( r_m^{(EL_1)} \) to \( N \) binary variables \( z_{m,l} \), and each variable \( r_n^{(EL_2)} \) to \( N \) binary variables \( t_{n,l} \), where \( x, y, z, \) and \( t \) take values from the set \{0, 1\}. We then make the following substitutions in (2.8) and (2.9): \( r_i^{(BL_1)} \) is substituted with \( \sum_{l=1}^{N} x_{i,l} R_l \), \( r_j^{(BL_2)} \) is substituted with \( \sum_{l=1}^{N} y_{j,l} R_l \), \( r_m^{(EL_1)} \) is substituted with \( \sum_{l=1}^{N} z_{m,l} R_l \), and \( r_n^{(EL_2)} \) is substituted with \( \sum_{l=1}^{N} t_{n,l} R_l \). From these transformations, 3\( K \) equality constraints must be considered in conjunction with the inequalities in (2.9), which are:

\[
\sum_{l=1}^{N} x_{i,l} = 1, \quad 1 \leq i \leq \frac{K}{2}
\]
\[
\sum_{l=1}^{N} y_{j,l} = 1, \quad 1 \leq j \leq \frac{K}{2}
\]
\[
\sum_{l=1}^{N} z_{m,l} = 1, \quad 1 \leq m \leq K
\]
\[
\sum_{l=1}^{N} t_{n,l} = 1, \quad 1 \leq n \leq K.
\]

(2.11)

2.6 Simulation Results and Discussion

Simulation results for AWGN and flat Rayleigh fading channels are given in this section. Binary phase shift keying (BPSK) modulation/demodulation is employed for data transmission over the channel. Samples of the received signal, at a given signal-to-noise ratio \( E_b/N_0 \), can be represented by \( y = \alpha x + n \), where \( E_b \) is energy-per-bit, \( N_0 \) is the one-sided power spectral density of the noise, \( n \)
is a zero-mean Gaussian random variable with standard deviation $\sqrt{\frac{N_0}{2E_b}}$, and $x \in \{-1, 1\}$. For an AWGN channel, $\alpha$ is unity, and for a Rayleigh fading channel, $\alpha$ has Rayleigh distribution with $E\{\alpha^2\} = 1$. The coherence time of a fading channel, $T_c$, represents the number of symbols affected by the same fade level, and assuming a block-fading channel, each fade is considered to be independent of the others. An interleaver is used to mitigate the effect of error bursts due to the fading channels, and we used a fixed size block interleaver with depth 500 and width 100.

Results are presented for two video sequences, ‘Race’ and ‘Oldtimers’, with resolution $640 \times 480$, where ‘Race’ is a high-motion video that contains moving objects and camera panning, and ‘Oldtimers’ is low-motion. We used the JM 18.2 reference software (stereo profile) for encoding the sequences, where each row of macroblocks of either the primary or secondary view is encoded as a slice. We used the JMVC 8.2 reference software for decoding the MVC bit stream. The primary view frames of a GOP are coded as IPPP..., the secondary view frames are coded as PPPP..., and the GOP size is 20 frames.

We used turbo codes for channel coding. The turbo encoder is composed of two recursive systematic convolutional encoders with constraint length 4, which are concatenated in parallel [87]. The feedforward and feedback generators are 15 and 13, respectively, both in octal. The mother code rate of the RCPT code is $\frac{1}{3}$, the puncturing period $P = 8$, and the set of available rates is \{\$\frac{P}{P+l}|l = 1, 2, \ldots, 2P\$. An iterative soft-input/soft-output (SISO) decoding algorithm is used for turbo decoding. We considered eight iterations to compute the decoded word error rates.

Figure 2.4 shows a scatter plot that depicts how the UEP allocates code rates to different packets of an encoded video. This scatter plot is for ‘Race’, where the video is encoded by a non-scalable MVC encoder, SNR = 11dB, and the channel experiences flat Rayleigh fading with $T_c = 2000$. Each point on the scatter plot corresponds to a packet that belongs either to the primary or secondary view. The $x$-axis represents the normalized packet size, and the $y$-axis represents the inverse of the allocated code rate (higher inverse of code rate corresponds to more protection of the code). For a primary view packet, the $z$-axis indicates the
Figure 2.4: Scatter plot of the code rates allocated by UEP to different packets of ‘Race’, where SNR = 10dB, and $T_c = 2000$.

The normalized sum of distortions in the primary and secondary views if that packet is lost, and for a secondary view packet, the $z$-axis represents the normalized distortion generated in the secondary view if the packet is lost. In this scatter plot, similar levels of distortion are depicted with similar ranges of colors. Packets which generate high distortions are protected with strong codes. These packets are typically the particular slices that generate significant error propagation if they are lost. We also notice that for packets with similar levels of distortion, larger packets are protected less than smaller packets. If two packets generate the same level of distortion, the larger packet might receive less protection than the smaller packet in order to minimize the total number of bits.

We performed validation tests with 2000 channel realizations to see if the UEP solution obtained using the model and the expected end-to-end distortion estimates (developed in Sections 2.2 and 2.3) meets the quality constraints for realistic channel realizations. Figure 2.5 shows the received PSNR histograms of ‘Race’ and ‘Oldtimers’, where symmetric coding is considered, and UEP is used for protection of the encoded video over the channel. We see that the average
PSNRs generally meet the specified 40dB constraints. In Figs. 2.5(a) to (h), the percentage of received PSNRs which are larger than 40dB are 87%, 93%, 82%, 82%, 89%, 85%, 88%, 80%.

In the following, we compare the total number of bits required by UEP and EEP for different scenarios. By EEP, we mean that all of the packets are protected by the best single code rate, which is determined by exhaustive simulation over all possible EEP rates. Each scenario is specified by 1) UEP or EEP, 2) channel is AWGN or fading, 3) non-scalable MVC or scalable MVC encoder/decoder is used, and 4) symmetric coding or asymmetric coding is utilized. In all of the comparisons, the percentage of bit savings of scenario \( A \) compared to scenario \( B \) is defined as

\[
e = \frac{\# \text{bits}(B) - \# \text{bits}(A)}{\# \text{bits}(B)} \times 100\%. \tag{2.12}
\]

Figure 2.6 shows the results of non-scalable MVC and symmetric coding for 100 frames of video sequences ‘Race’ and ‘Oldtimers’, and both AWGN and fading
channels. Figs. 2.6(a), (c), (e), and (g) show the total number of bits, and Figs.
2.6(b), (d), (f), and (h) depict the percentage of UEP bit savings compared to EEP.
UEP always requires fewer bits than EEP. As expected, fewer bits are required
when the channel SNR increases. For the fading channel, for a particular SNR,
more bits are required for a larger coherence time. This is because when the
coherence time gets larger, the diversity order becomes smaller which reduces the
capability of a code to protect a packet, and thus, packets need to be protected
with a stronger code. The average gains of UEP over EEP for AWGN and fading
channels are 11.6% and 13.4%, respectively, for ‘Race’, and 13.7% and 16.2% for
‘Oldtimers’.

From Figure 2.6, we see that the UEP bit savings decreases for higher SNR
values, which indicates that the UEP and EEP performances become close for
higher SNR values. This is because, as the SNR increases, packets do not need
much protection, so both EEP and UEP can use high code rates. For fading
channels, we also observe that, for a particular SNR, the UEP bit savings is higher
for larger coherence times. As shown in Figure 2.6(a) and (e), and discussed above,
for a larger coherence time, EEP needs to protect the data with a lower code rate.
UEP can flexibly select from many available code rates, leading to a higher bit
savings over EEP.

Comparing the ‘Race’ and ‘Oldtimers’ results reveals that the number of bits
required for ‘Race’ (high-motion content) is always higher than that of ‘Oldtimers’
(low-motion content), which is expected. An interesting observation is that the
percentage of bit savings of UEP is slightly higher for ‘Oldtimers’ compared to
‘Race’. For low-motion video, there are fewer packets that should be protected
using the strong code rates, and these are the ones that contain high motion and
their error propagation can not be concealed efficiently. A larger number of low-
motion video packets can be protected with weak codes, which are the ones that
belong to the static background or very low-motion regions. These packets generate
an insignificant amount of distortion if they are lost in transmission, since their
error propagation can be efficiently concealed.

Now we present the results for scalable MVC and symmetric coding. Figs.
2.7(a) and (b) show the number of bits required by UEP and EEP, and Figs. 2.7(c) and (d) illustrate the percentage of bit savings of UEP compared to EEP for fading channels. Comparing the results of Figure 2.6 and Figure 2.7, we see that all the observations made for the non-scalable case are also made for the scalable case. The average gains of UEP over EEP for the fading channels are 17.5% and 19.5% for ‘Race’ and ‘Oldtimers’, respectively.

So far, we have presented results for symmetric coding. Asymmetric coding results are presented in Figure 2.8 for non-scalable MVC, and in Figure 2.7(e) and (f) for scalable MVC. The percentages of bit savings of UEP over EEP are comparable to the symmetric coding case.

Figure 2.9 compares the results of symmetric and asymmetric coding for non-scalable video. In this figure, the percentage of bit savings of asymmetric/UEP is compared to both symmetric/UEP and symmetric/EEP. The average gain of asymmetric/UEP over symmetric/UEP and symmetric/EEP for fading channels is 36.4% and 45.2% for ‘Race’, and 36.8% and 47.1% for ‘Oldtimers’, respectively. For AWGN, the average gains are 38.3% and 45.4% for ‘Race’, and 36.1% and 45.0% for ‘Oldtimers’, respectively. We made similar comparisons between scalable/asymmetric and scalable/symmetric and obtained similar results.

It is also interesting to compare the performance of non-scalable and scalable scenarios to see how much overhead (coding inefficiency) is caused by scalability. By comparing the non-scalable and scalable results, we observe that the number of required bits for scalable MVC is always higher than that of non-scalable MVC. Figure 2.10 depicts the percentage of overhead of scalable MVC compared to non-scalable MVC for ‘Race’ and ‘Oldtimers’, and for symmetric coding. Comparable results are obtained for asymmetric coding. Although scalable MVC has an overhead penalty, scalability has an advantage if the subjective quality of the lossy decoded bit stream is considered at the receiver. When a BL packet is lost through transmission, frame copying error concealment is used at the decoder, which generates a noticeable error propagated throughout the GOP [85], specifically for slices possessing high motion content. However, when an EL packet is lost, an upsampled version of the BL is used for error concealment at the decoder,
Table 2.2: Percentage of packet losses of the tested video bit streams protected by UEP over the flat Rayleigh fading channel.

<table>
<thead>
<tr>
<th></th>
<th>non-scalable</th>
<th>scalable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BL EL BL &amp; EL</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td>0.10% 0.02% 0.08% 0.0000%</td>
<td></td>
</tr>
<tr>
<td>Oldtimers</td>
<td>0.34% 0.12% 0.24% 0.0006%</td>
<td></td>
</tr>
</tbody>
</table>

which perhaps causes a less noticeable error [85].

Table 2.2 shows the percentages of packets that are lost from either the BL, EL, or both layers, for 2600 flat Rayleigh fading channel realizations of all the tested SNR values and coherence times. Results are given for both scalable MVC and non-scalable MVC, where the encoded bit streams are protected using the code rates obtained by the UEP approach. Considering ‘Race’ for example, we observe that 0.02% and 0.08% of the packets are respectively lost from the BL and the EL. This indicates that the majority of losses occur in the EL, whose errors are concealed more effectively than ones in the BL. In addition, we see that the percentage of BL losses is considerably lower than that of the non-scalable losses. These observations suggest that scalability can perform better than non-scalability in terms of subjective quality.

2.7 Conclusions

In this chapter, we addressed the JSCC problem of a 3D video sent over AWGN and fading channels with the goal of minimizing the total number of transmitted bits while subject to video quality constraints. We considered non-scalable MVC and a type of spatial-scalable MVC, and both symmetric and asymmetric coding. The UEP approach proposed here proved to be efficient at achieving this goal when compared to EEP for all the scenarios considered, where the average gains vary from 11.6% to 19.5%. Asymmetric coding was also compared to symmetric coding. Comparable gains were obtained for non-scalable MVC and scalable MVC, where the asymmetric/UEP gain over symmetric/UEP and symmetric/EEP vary, respectively, from 36.1% to 38.3% and from 45.0% to 47.1%.
We also showed that although using scalability leads to an overhead compared to non-scalable MVC, it may have an advantage in terms of the subjective quality of the received video, since most of the lost packets occur in the enhancement layer whose errors are less noticeable to the human visual system compared to the errors due to packets lost in the base layer.
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Figure 2.6: Results for non-scalable MVC, symmetric coding, and AWGN and fading channels. (a), (c), (e), (g) Total number of bits required by UEP and EEP, and (b), (d), (f), and (h) percentage of bit savings of UEP compared to EEP.
Figure 2.7: Results for scalable MVC and fading channels.

Figure 2.8: Results for non-scalable MVC, asymmetric coding, and fading channels.
Figure 2.9: Percentage of bit savings of asymmetric coding compared to symmetric coding for non-scalable MVC and both AWGN and fading channels. (a), (c), (e), (g) Bit savings of asymmetric/UEP over symmetric/UEP, (b), (d), (f), and (h) bit savings of asymmetric/UEP over symmetric/EEP.
Figure 2.10: Percentage of bit savings of non-scalable MVC compared to scalable MVC for symmetric/UEP and fading channels.
Chapter 3

Unequal Error Protection for Video Plus Depth

In the previous chapter, we considered UEP for 3D video compressed using MVC. In this chapter, we consider UEP for 3D video compressed using the video plus depth (V+D) format. We propose a JSCC scheme for V+D data. Full-resolution and downsampled depth maps are considered. The proposed JSCC scheme yields the optimum color and depth quantization parameters, as well as the optimum FEC code rates used for UEP at the packet level. Different coding scenarios are compared, and the UEP gain over EEP is quantified for flat Rayleigh fading channels. We show that the proposed UEP scheme significantly outperforms EEP. We also derive several interesting results on how the color and depth are compressed and protected compared to each other.

This chapter is organized as follows: Section 3.1 describes V+D encoder and decoder. Section 3.2 shows how the proposed JSCC scheme is adopted in a video transmission system. Section 3.3 derives an end-to-end distortion measure based on the SSIM for both the left view and the synthesized right view. Section 3.4 gives the JSCC problem formulation for V+D using the end-to-end distortion measure introduced in Section 3.3. Section 3.5 discusses simulation results, and Section 3.6 concludes this chapter.
3.1 V+D Encoder and Decoder

V+D is an efficient representation of 3D video, where a stereo pair is rendered at the decoder from a color video signal and a per-pixel depth map. V+D data is usually compressed by independently compressing the color and depth using a compression tool such as H.264/AVC. Figure 3.1(a) and Figure 3.1(b) depict V+D encoder and decoder, respectively. We may downsample depth by a factor of $M$ before the compression (for example, downsampling by 2 is recommended in [55]). At the decoder, left view is obtained by decompressing the compressed color video. Depth map is decompressed and right view is synthesized using both the decompressed color and depth. We note that depth should be upsampled by a factor of $M$ if it is downsampled at the encoder. We assume that precomputed depth maps are available at the encoder and our focus will be on the compression and protection of the color and depth and their impacts on the quality of the reconstructed left and right views.
3.2 Overview of the System Design

Our goal is to solve the JSCC problem for V+D data. We consider both the downsampled and full-resolution depth map scenarios. In formulating the JSCC for V+D, we follow the typical JSCC problem formulation in which the bit rate is set as constraint and the goal is to maximize the quality at the receiver. It is worth mentioning that we are not able to apply the MVC quality thresholds 40dB/40dB (for symmetric coding) and 40dB/33dB (for asymmetric coding) to the V+D case. The quality of the synthesized right video in terms of the PSNR always shows a great loss even in the absence of any compression (30dB on the average over different video sequences). Although this PSNR loss is mostly tolerated by the HVS, it does not even meet the 33dB quality threshold of the asymmetric coding. The PSNR loss is due to occlusion, color mismatch between the right view and left view, and noisy/inaccurate depth maps, which are unavoidable in any view synthesis algorithm.

The system block diagram is shown in Figure 3.2. The color video and depth map are first both compressed by an H.264/AVC encoder. A UEP technique is used to assign FEC to packets of the compressed color and depth. The protected color and depth bit streams are then transmitted over the channel. At the receiver, channel decoding is performed and the erroneous packets are detected. The color (left view) and depth bit streams are decoded by an H.264/AVC decoder, where error concealment is done for the erroneous packets that are already detected by the channel decoder. The right view is then synthesized using the decoded color and depth. The depth map may be downsampled by a factor of $M$ at the encoder before the compression. Having the depth map downsampled by a factor of $M$, we should upsample the depth map by a factor of $M$ before performing the view synthesis. We consider full-resolution and downsampled depth by factors of 2 and 4, which are represented by ↓No, ↓2, and ↓4, respectively.
3.3 End-to-End Distortion Based on SSIM

To formulate the JSCC problem within a V+D framework, we need an objective metric that is able to measure the end-to-end distortion of the reconstructed left and right views. It has been shown that the conventional objective metric PSNR is not able to model the distortions that are due to view synthesis errors [8]. We use SSIM to quantify the end-to-end distortion, since it has been shown that perceived quality is better correlated to SSIM than to PSNR [8]. The SSIM between two GOPs $x$ and $y$ is calculated as the average of SSIMs between the corresponding frames of $x$ and $y$, and we denote it by SSIM($x, y$). In contrast to the MSE, the SSIM is highly nonlinear and thus we cannot model the end-to-end distortion as in Section 2.2. Instead, we define a quality score based on the SSIM, that is computed for each individual slice of the compressed color and depth.

We first derive a measure of the end-to-end distortion for the left (color) view based on the SSIM. This measure should incorporate both the effects of the color source distortion and the color channel distortion. We assign a score to each packet of the color. The score depends on whether the packet is or is not lost. More precisely, if the $i$th packet of a color GOP is lost, the score assigned to that packet is computed by

$$d_i^{L,C}(q_C) = \text{SSIM} \left( f^L, \tilde{f}_i^{L,C}(q_C) \right),$$  \hspace{1cm} (3.1)  

where $q_C$ is the color quantization parameter, $f^L$ denotes the original uncompressed left view GOP, and $\tilde{f}_i^{L,C}(q_C)$ represents the left view decoded GOP with error
concealment as if only the \(i\)th color packet were lost. We note that \(d_{L,i}^L(q_C)\) reflects the quality throughout the left view GOP (including the effect of error propagation) due to losing the \(i\)th color packet; larger values of \(d_{L,i}^L(q_C)\) correspond to lower distortion generated due to loss of the \(i\)th packet. If the \(i\)th color packet is not lost, the score assigned to that packet is computed by

\[
d_s^L(q_C) = \text{SSIM}\left( f^L, \hat{f}^L(q_C) \right),
\]

(3.2)

where \(\hat{f}^L(q_C)\) denotes the left view error-free decoded GOP. Since each packet has two different scores (given in (3.1) and (3.2)), the score is a random variable. Let \(D_i\) be the random variable representing the score assigned to the \(i\)th packet. Thus, \(\{D_i = d_{L,i}^L(q_C)\}\) if the packet is lost, and \(\{D_i = d_s^L(q_C)\}\) if the packet is not lost.

For a particular \(q_C\), \(d_{L,i}^L(q_C)\) and \(d_s^L(q_C)\) can be computed offline at the encoder for \(1 \leq i \leq N_C\), where \(N_C\) is the number of packets in a color GOP. Now, we take the expected value of the average of the scores of all the color packets as the quality of the left view:

\[
E^L = E\left\{ \frac{1}{N_C} \sum_{i=1}^{N_C} D_i \right\}.
\]

(3.3)

Let \(p_{i,C}(s_{i,C}(q_C), r_{i,C}, \Theta)\) be the probability of losing the \(i\)th color packet, where \(p_{i,C}\) depends on the source packet size in bits, \(s_{i,C}(q_C)\), the code rate allocated to that packet, \(r_{i,C}\), and the channel characteristics \(\Theta\). For a flat Rayleigh fading channel, \(\Theta=(\text{SNR}, T_c)\), where \(T_c\) is the coherence time. Following (3.3), we have

\[
E^L = \frac{1}{N_C} \sum_{i=1}^{N_C} \left( d_s^L(q_C) + p_{i,C}(s_{i,C}(q_C), r_{i,C}, \Theta) \left( d_{L,i}^L(q_C) - d_s^L(q_C) \right) \right).
\]

(3.4)

For the synthesized right view, scores are defined for both the color and depth packets, since both contribute to the quality of the synthesized right view. If the \(i\)th color packet is lost, we compute the score as

\[
d_{R,i}^R(q_C, q_D) = \text{SSIM}\left( f^R, \tilde{f}_{i,C}^R(q_C, q_D) \right),
\]

(3.5)
and if the $i$th depth packet is lost, we compute the score from

$$d_{i,D}^R(q_C, q_D) = \text{SSIM}(f_R^i, \tilde{f}_{i,D}^R(q_C, q_D)). \quad (3.6)$$

In (3.5) and (3.6), $q_D$ is the depth quantization parameter, $f_R^i$ is the GOP synthesized from the original left view ([88], [89]), $\tilde{f}_{i,C}^R(q_C, q_D)$ denotes the right view GOP after decoding, error concealment, and view synthesis as if only the $i$th packet were lost from the color, and $\tilde{f}_{i,D}^R(q_C, q_D)$ denotes the right view GOP after decoding, error concealment, and view synthesis as if only the $i$th packet were lost from the depth. If the $i$th packet of the color or the depth is not lost, the score assigned to that packet is computed by

$$d_{s}^R(q_C, q_D) = \text{SSIM}(f_R^i, \tilde{f}(q_C, q_D)), \quad (3.7)$$

where $\tilde{f}(q_C, q_D)$ denotes the error-free decoded synthesized right view GOP. Similar to (3.3), we consider the expected value of the average of scores of color and depth packets as the quality of the synthesized right view:

$$E^R = \frac{1}{N_C + N_D} \left[ \sum_{i=1}^{N_C} \left( d_{s}^R(q_C, q_D) + p_{i,C}(s_{i,C}(q_C), r_{i,C}, \Theta) \left( d_{i,C}^R(q_C, q_D) - d_{s}^R(q_C, q_D) \right) \right) + \sum_{i=1}^{N_D} \left( d_{s}^R(q_C, q_D) + p_{i,D}(s_{i,D}(q_D), r_{i,D}, \Theta) \left( d_{i,D}^R(q_C, q_D) - d_{s}^R(q_C, q_D) \right) \right) \right], \quad (3.8)$$

where $N_D$ is the number of packets of a depth GOP, $s_{i,D}(q_D)$ is the size of the $i$th depth source packet in bits, and $r_{i,D}$ and $p_{i,D}$ are, respectively, the code rate allocated to that packet and the probability of losing that packet.

We now define the objective function of the JSCC problem as

$$E^L + \frac{E^R}{2}, \quad (3.9)$$

that is to be maximized. An interpretation of this objective function is as follows:
Let us consider the \(i\)th and the \(j\)th packets of the color, where \(i \neq j\) and \(1 \leq i, j \leq N_C\). The contribution of the \(i\)th packet and the \(j\)th packet to the \(E^L\) term of the objective function is equal to \(f_i = \frac{d^L_{i,C}(q) + p_{i,C} \times (d^L_{i,C}(q) - d^L_{i,j}(q))}{N_C}\) and 
\(f_j = \frac{d^L_{j,C}(q) + p_{j,C} \times (d^L_{j,C}(q) - d^L_{i,j}(q))}{N_C}\), respectively. We note that \(d^L_{k,C}(q) - d^L_{i,C}(q) \leq 0\) for \(1 \leq k \leq N_C\). Thus, if \(p_{i,C} = p_{j,C}\) and \(d^L_{i,C}(q) > d^L_{j,C}(q)\), or, if \(p_{i,C} < p_{j,C}\) and \(d^L_{i,C}(q) = d^L_{j,C}(q)\), then \(f_i > f_j\). This means that a packet with a lower distortion value (larger score) or a smaller loss probability has a larger contribution to the objective function, that is to be maximized. Further, note that if \(d^L_{i,C}(q) = d^L_{s}(q)\), then \(f_i = \frac{d^L_{s}(q)}{N_C}\), meaning that the contribution of a packet with no channel distortion due to error concealment is equal to the source distortion averaged over all the packets. The interpretation given above is for the \(E^L\) term of the objective function; a similar interpretation can be made for the \(E^R\) term.

### 3.4 JSCC Problem Formulation for V+D

We formulate the JSCC problem as: given a bit budget \(B\), we seek to maximize the overall quality of the reconstructed 3D video that is measured by the objective function defined in (3.9). We note that the total number of bits, which is the sum of the number of source bits and FEC bits, is equal to

\[
\sum_{i=1}^{N_C} \frac{s_{i,C}(q)}{r_{i,C}} + \sum_{i=1}^{N_D} \frac{s_{i,D}(q)}{r_{i,D}}. \tag{3.10}
\]

Let \(R\) be the set of available code rates, and \(Q_C\) and \(Q_D\) represent the sets of quantization parameters used to encode the color and depth, respectively. Let \(R_C \triangleq (r_{1,C}, r_{2,C}, \ldots, r_{N_C,C})\), and \(R_D \triangleq (r_{1,D}, r_{2,D}, \ldots, r_{N_D,D})\). To maximize the quality of the received 3D video, we maximize the objective function

\[
\max_{(q_C,q_D) \in Q_C \times Q_D} \frac{E^L + E^R}{2}, \tag{3.11}
\]
subject to the bit constraint

\[
\sum_{i=1}^{NC} \frac{s_i C(qC)}{r_{i,C}} + \sum_{i=1}^{ND} \frac{s_i D(qD)}{r_{i,D}} \leq B,
\]

(3.12)

where \( B \) is the bit budget. The optimization problem introduced in (3.11) and (3.12) is a discrete optimization problem that is solved using the branch and bound method [86].

### 3.5 Simulation Results and Discussion

We present simulation results for flat Rayleigh fading channels with BPSK modulation/demodulation. We use block-fading model and employ a block interleaver with depth 500 and width 100. We use UMTS turbo codes for FEC [87]. The available code rates we considered are \( \{\frac{8}{9}, \frac{4}{5}, \frac{2}{3}, \frac{4}{7}, \frac{4}{9} \} \), obtained by puncturing a mother code of rate \( \frac{1}{3} \). An iterative SISO decoding algorithm is used for turbo decoding. Each row of macroblocks is encoded as a packet, the GOP structure is IPPP, and the GOP size is 10 frames.

Figure 3.3 shows the trajectories of the optimum QPs obtained for a GOP of ‘Balloons’ video sequence (1024×768) as the bitrate constraint increases, where SNR=8dB and \( T_c=4000 \). For the ↓No scenario, when the bitrate constraint is 3.1 Mbps, \( QP_{\text{depth}}=50 \) and \( QP_{\text{depth}}=35 \). When the bitrate constraint increases to 12.3 Mbps, \( QP_{\text{depth}} \) goes to 40 and \( QP_{\text{color}} \) goes to 22. This shows that over a range of rates, the depth can be significantly compressed compared to the color. When the depth is downsampled, \( QP_{\text{depth}} \) is still larger than \( QP_{\text{color}} \), but the gap is smaller than for the ↓No scenario, showing that when depth has lost spatial resolution, the optimization does not penalize it so much on compression.

Figures 3.4, 3.5, and 3.6 show the color and depth average code rates versus the bitrate constraint for video sequence ‘Balloons’ for scenarios ↓No, ↓2, and ↓4, respectively. The average code rates decrease when the bitrate constraint increases. Considering the ↓No scenario, we see that although the depth is significantly compressed compared to the color (see Figure 3.3), it is protected more since the depth
average code rate is lower than that of the color. In [53], the authors concluded that color should be protected more than depth. That conclusion was made for the symmetric coding case, where $QP_{\text{color}}=QP_{\text{depth}}=30$. We also solved the JSCC problem with the additional symmetric coding constraint, i.e., we set $q_C=q_D$ in (3.11) and (3.12), and our results showed that, indeed, the color should be protected more than the depth, in agreement with [53]. In other words, we are in agreement with the results of [53] for the special case of identical quantization parameters, but the general case of unequal quantization parameters yields the result that depth should be compressed more severely than color, but that then depth should be protected more. Results for ↓2 and ↓4 also indicate that the JSCC tends to protect the depth slightly more than the color.

We now compare the scenarios ↓No, ↓2, and ↓4 in terms of FEC protection.
We compute the average code rate $\overline{R}$:

$$
\overline{R} = \frac{\text{#color source bits} + \text{#depth source bits}}{\text{#color source + FEC bits} + \text{#depth source + FEC bits}}.
$$

Figure 3.7 shows $\overline{R}$ versus the bitrate constraint for ‘Balloons’. For a particular bitrate, $\overline{R}$ decreases when the downsampling factor increases, meaning that for the same bitrate constraint, a stronger protection is needed for a larger downsampling factor.

Different scenarios are also compared for channel realizations using the PSNR and SSIM metrics. Following [88] and [89], in computing the full-reference metrics PSNR and SSIM, the reference of the right view is obtained by view synthesis from the original uncompressed left view. For each channel realization, the left and right view SSIMs are averaged and then the average is taken over all the channel realizations, which is denoted by $\overline{\text{SSIM}}_{LR}$. The average PSNR for each channel realization is calculated by $10 \log_{10} \left( \frac{255^2}{(\text{MSE}_L + \text{MSE}_R)/2} \right)$, where MSE$_L$ and MSE$_R$ are the mean-squared errors obtained for the left and right views, respectively. The average is then taken over all the channel realizations, which is denoted by $\overline{\text{PSNR}}_{LR}$. Figs. 3.8 shows $\overline{\text{PSNR}}_{LR}$ for 200 channel realizations for video sequence ‘Balloons’,
Figure 3.5: Average color and depth code rates for a flat Rayleigh fading channel with SNR=8dB for video sequence ‘Balloons’ for ↓2.

where SNR=8dB and $T_c=4000$. Results for $\overline{SSIM}_{LR}$ are given in Figure 3.9. We see that the ↓4 scenario outperforms the other scenarios except for high bitrates, for which the ↓2 scenario slightly outperforms the others.

Lastly, we compare the performance of UEP to that of EEP. Results are given for scenario ↓4, which was the best for most of the bitrates and channel conditions considered. Fig. 3.10 shows $\overline{PSNR}_{LR}$ for video sequence ‘Balloons’. UEP outperforms EEP by up to 4.3dB. Figure 3.11 shows $\overline{SSIM}_{LR}$, where we see that the UEP outperforms EEP in terms of the SSIM as well.

### 3.6 Conclusions

In this chapter, we studied JSCC for video plus depth. Full-resolution and downsampled depth by factors of two and four were considered. Results show that the depth can be significantly compressed compared to the color (especially for ↓No and ↓2), although it needs to be protected more by FEC. We showed that when depth is downsampled, it should be less compressed and more protected to maximize the quality. In contrast to prior work which only considered equal quan-
Figure 3.6: Average color and depth code rates for a flat Rayleigh fading channel with SNR=8dB for video sequence ‘Balloons’ for ↓4.

We found that color should be more protected than depth, we found that depth should be compressed more severely than color and then protected more. We also showed that the downsampled depth by a factor of four outperforms the other scenarios except for high bitrates. The UEP approach proposed here was shown to yield up to 4.3dB gain in PSNR compared to EEP for flat Rayleigh fading channels.
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Figure 3.7: $\bar{R}$ for ↓No, ↓2, and ↓4 for a flat Rayleigh fading channel with SNR=8dB and $T_c=4000$.

Figure 3.8: $\overline{\text{PSNR}}_{LR}$ obtained by using UEP for ↓No, ↓2, ↓4, and ↓8 for a flat Rayleigh fading channel with SNR=8dB and $T_c=4000$. 
Figure 3.9: $\overline{\text{SSIM}}_{LR}$ obtained by using UEP for $\downarrow\text{No}$, $\downarrow2$, $\downarrow4$, and $\downarrow8$ for a flat Rayleigh fading channel with SNR=8dB and $T_c=4000$.

Figure 3.10: $\overline{\text{PSNR}}_{LR}$ of UEP and EEP for $\downarrow4$. 
Figure 3.11: $\text{SSIM}_{LR}$ of UEP and EEP for $\downarrow 4$. 
Chapter 4

UEP for Scalable Video Broadcasting over MIMO Channels

This chapter addresses UEP for video broadcasting over wireless channels. We assume that heterogeneous users with different display resolutions and different operating data rates are present in a service area of a base station. Our goal is to design a video broadcasting system that well serves all types of users within the service area. We tackle this problem for a MIMO (multi-input-multi-output) channel. We use spatial scalable video coding for video compression which readily enables us to provide UEP at the layer level. For MIMO communication, we propose to use spatial diversity techniques for base layer, and spatial multiplexing techniques for enhancement layer. The BL and EL bit streams are superposed in a way that the BL receives a stronger protection compared to the EL. We compare the performance of our proposed scheme with that of two baseline schemes which only adopt spatial diversity techniques. We show that our proposed scheme significantly outperforms both the baseline schemes. This chapter is organized as follows: The system model and technical preliminaries are provided in Section 4.1. In Section 4.2, we first present two baseline MIMO video broadcasting schemes and then introduce the proposed scheme. Section 4.3 provides simulation results and Section 4.4 concludes this chapter.
4.1 MIMO Preliminaries

We first introduce a mathematical description of a MIMO channel which describes the relationship between the transmitted and received signals. We assume that the signal bandwidth is less than the coherence bandwidth of the channel or, in other words, channel is frequency non-selective. This allows us to model the channel between a transmit and a receive antenna with a complex gain. Suppose $N_t$ and $N_r$ represent the number of transmit and receive antennas, respectively. We define the following parameters:

- $h_{ij}$ ≜ complex channel gain between the $j$th transmit antenna and the $i$th receive antenna;
- $r_i$ ≜ receive signal at the $i$th receive antenna;
- $s_j$ ≜ symbol transmitted from the $j$th transmit antenna;
- $z_i$ ≜ noise signal at the $i$th receive antenna.

Using the above notation, we can write the received signal as

$$r_i = \sum_{j=1}^{N_t} h_{ij} s_j + z_i, \quad i = 1, \ldots, N_r. \tag{4.1}$$

We can write (4.1) in matrix form as

$$\mathbf{r} = \mathbf{Hs} + \mathbf{z}, \tag{4.2}$$

where

$$\mathbf{s} \triangleq [s_1, \ldots, s_{N_t}]^T, \tag{4.3}$$

$$\mathbf{r} \triangleq [r_1, \ldots, r_{N_r}]^T, \tag{4.4}$$

$$\mathbf{z} \triangleq [z_1, \ldots, z_{N_r}]^T, \text{ and} \tag{4.5}$$
The entries of $\mathbf{H}$ are modeled to be independent and identically distributed (i.i.d.) $\sim \mathcal{CN}(0,1)$, and they are assumed to be known at the receiver, but not known at the transmitter. It is assumed that $\mathbf{H}$ is constant over $T$ symbol durations. $\mathbf{z}$ is a zero-mean complex white Gaussian noise vector such that $E\{\mathbf{z}(\mathbf{z}^*)^T\} = \sigma_z^2 \mathbf{I}_{N_r}$. SNR per symbol is defined as $\gamma_s \triangleq E\{|s_i|^2\}/\sigma_z^2$. Now, let $\mathbf{S} = [s_1, \ldots, s_T]$ represent a space-time code that is obtained by concatenating $T$ transmit vectors $s_1, \ldots, s_T$. Note that the space-time code $\mathbf{S}$ consists of $N_t \times T$ symbols which are transmitted from $N_t$ transmit antennas in $T$ symbol durations. Also, let $N_s$ denote the number of symbols which are packed in $\mathbf{S}$. The spatial multiplexing rate of $\mathbf{S}$ is defined as $N_s/T$.

4.2 Video Broadcasting over MIMO Channels

We consider a MIMO video broadcasting system which consists of a base station with two transmit antennas and two types of user devices: i) a big user with two receive antennas and a high-resolution screen, and ii) a small user with a single receive antenna and a low-resolution screen. In Section 4.2.1, we briefly describe a few benefits of using SVC for video broadcasting that motivated us to adopt SVC for video compression. Section 4.2.2 introduces hierarchical constellations which provide UEP for scalable video transmitted over noisy channels. We then introduce two baseline schemes in Sections 4.2.3 and 4.2.4. By baseline scheme we refer to a one in which video is broadcast only using spatial diversity techniques. Our proposed MIMO broadcasting scheme is detailed in Section 4.2.5.

4.2.1 SVC for Video Broadcasting

The use of scalable video coding is very beneficial in video broadcasting systems [9]. SVC lends itself to be very useful in a video communication scenario
where there exist heterogeneous users that operate at different data rates. In that scenario, we encode the video content using the desired number of enhancement layers and send the same scalable video bit stream to all the users. Each user can decode that portion of the scalable bit stream that fits its operating data rate. The use of SVC clearly obviates the need to encode the same video content at several different bit rates and send them to all the users. In addition, SVC can provide a graceful quality degradation in a video communication system if it is cleverly combined with unequal error protection. This can be done by unequally protecting the layers according to the contribution they make in enhancing the quality of the reconstructed video. For a two-layer bit stream, this is done by providing a stronger protection for the base layer and a weaker protection for the enhancement layer.

### 4.2.2 Hierarchical Constellations for UEP of SVC

Hierarchical constellations are power tools in providing UEP for transmission of a scalable video bit stream over an error-prone channel. Figure 4.1 shows an example of a hierarchical 64-QAM constellation. The 64 signal points are divided into four clusters (quadrants) and each cluster consists of 16 signal points. The minimum Euclidean distance between two clusters is $d_M$. Clusters represent the two most significant bits (MSBs) of a transmitted symbol. For example, the MSBs of any symbol transmitted from a cluster denoted by ‘00’ are ‘00’. The four least significant bits (LSBs) determine which of the 16 signal points within a cluster is chosen, and their minimum distance is $d_L$. The distance ratio $\alpha = d_M/d_L (> 1)$ determines how much more the MSBs are protected compared to the LSBs against the channel errors. It is readily inferred that we provide a stronger protection for MSBs by increasing the value of $\alpha$, since we make the distances between the clusters bigger by doing so. We note that, in bad channel conditions (e.g., deep fades), the decoder only needs to establish which cluster the received signal belongs to in order to determine the MSBs. On the other hand, in good channel conditions, the decoder not only can determine the cluster (i.e., MSBs) but it may also be able to recover the LSBs. The hierarchical 64-QAM constellation in Figure 4.1 (which is
Figure 4.1: Hierarchical 4/64-QAM constellation. Six bits are transmitted per symbol. MSBs are displayed in green and LSBs are displayed in blue. Red arrow depicts the transmitted signal when the MSBs are ‘00’ and the LSBs are ‘0001’.

denoted by 4/64-QAM) can be viewed as a superposition of quadrature phase shift keying (QPSK) and 16-QAM subconstellations. For low SNR, it operates as only a basic QPSK subconstellation having larger minimum distance. For high SNR, hierarchical 64-QAM can operate as both basic QPSK and secondary 16-QAM subconstellations.
Figure 4.2: A baseline MIMO video broadcasting scheme with non-scalable video and non-hierarchical constellation.

4.2.3 Non-Scalable Baseline Scheme

Figure 4.2 depicts a baseline MIMO broadcasting scheme with non-scalable video coding. We refer to this baseline scheme as the non-scalable baseline scheme throughout this chapter. The system takes the compressed non-scalable bit stream and adds FEC. The coded bit stream is then mapped to constellation symbols. Note that a uniformly-spaced signal constellation (i.e., a non-hierarchical constellation) is employed for the non-scalable baseline scheme, and thus UEP is not provided for it. The constellation symbols are encoded by the Alamouti code and transmitted from two antennas.

4.2.4 Scalable Baseline Scheme

Figure 4.3 shows another baseline MIMO broadcasting scheme which employs spatial SVC and hierarchical constellations. We refer to this baseline scheme as the scalable baseline scheme throughout this chapter. The BL and EL bit streams are each transformed into a sequence of channel codewords. The two coded bit streams are then mapped to hierarchical constellation symbols. Note that the base layer is mapped to the MSBs of the hierarchical constellation, while the enhancement layer is mapped to the LSBs. This implies that the BL receives more protection compared to the EL. The hierarchical constellation symbols are encoded by the Alamouti code and transmitted from two antennas.
Figure 4.3: A baseline MIMO video broadcasting scheme with spatially scalable video and hierarchical constellation which provides UEP for scalable bit stream.

Figure 4.4: The proposed MIMO video broadcasting scheme with spatially scalable video and hierarchical constellation which provides UEP for scalable bit stream.

4.2.5 Proposed Scheme

Figure 4.4 shows a block diagram of our proposed MIMO video broadcasting scheme. The BL and EL bit streams are each transformed to a sequence of channel codewords. Each bit stream is mapped to a symbol bit stream using its own symbol constellation. The two different symbol streams are then coded using the space-time codes. We use Alamouti code to encode the BL symbol stream, and V-BLAST to encode the EL symbol stream. The resultant BL and EL symbols are multiplied by the transmit gains $G_{BL}$ and $G_{EL}$, respectively, and superposed afterward. The transmit gain ratio $\beta = G_{BL}/G_{EL} (> 1)$ determines how much more the BL is protected compared to the EL. In Figure 4.4, $s_i^{BL}(i = 1, 2, 3, \ldots)$ denote the constellation symbols for the BL, and $s_i^{EL}$ represent the constellation
symbols for the EL. The transmit matrix can be written as

$$G = \begin{bmatrix} G_{BL} s_{2i-1}^{BL} + G_{EL} s_{4i-3}^{EL} & -G_{BL} (s_{2i}^{BL})^* + G_{EL} s_{4i-1}^{EL} \\ G_{BL} s_{2i}^{BL} + G_{EL} s_{4i-2}^{EL} & G_{BL} (s_{2i-1}^{BL})^* + G_{EL} s_{4i}^{EL} \end{bmatrix},$$  (4.7)

where each row corresponds to a transmit antenna (spatial dimension) and each column corresponds to a symbol time (temporal dimension).

We note that the BL can be decoded by both the small user and the big user (the decoding procedure is elaborated in Section 4.3). However, the EL is only decodable by the big user. We recall that spatial multiplexing outperforms spatial diversity at high data rates. The fact that the EL has higher data rates compared to the BL motivated us to exploit spatial diversity techniques for BL and spatial multiplexing techniques for EL.

### 4.3 Simulation Results and Discussion

In this section, we evaluate the PSNR performance of the proposed MIMO video broadcasting scheme. For the proposed scheme depicted in Figure 4.4, we consider QPSK for BL, and 16-QAM for EL. During one symbol time duration, the proposed scheme transmits 2 bits of the BL and 8 bits of the EL. This is because the spatial multiplexing rate of the Alamouti code is equal to 1 (i.e., 1 QPSK symbol per symbol time), and that of V-BLAST is equal to 2 (i.e., 2 16-QAM symbols per symbol time).

We also evaluate the PSNR performances of the baseline schemes. For the scalable baseline scheme depicted in Figure 4.3, we use a hierarchical 4/1024-QAM constellation. A hierarchical 4/1024-QAM consists of a primary QPSK subconstellation and a secondary 256-QAM subconstellation. This implies that the scalable baseline scheme and the proposed scheme provide the same data rates. For the non-scalable baseline scheme depicted in Figure 4.2, we employ a 1024-QAM constellation. The data rate of this scheme (which corresponds to 10 bits per symbol time) is equal to that of the scalable baseline scheme and the proposed scheme.

For the baseline schemes, we use optimal maximum likelihood (ML) decod-
ing. For the proposed scheme, we use successive decoding [90] as is detailed in the following steps:

1. Alamouti decoding is performed on the received signal to decode the BL symbols;

2. The decoded BL symbols are subtracted from the received signal to obtain a residual signal;

3. MMSE (minimum-mean-squared-error) or ML decoding is performed on the residual signal in order to decode the EL symbols.

Although it has a suboptimal performance, successive decoding offers a much lower computational complexity compared to the ML decoding of the entire received signal. In step 3 above, we use ML decoding for V-BLAST.

We use H.264/SVC and evaluate the performance for video sequence ‘Foreman’. The higher-resolution video reconstructed from decoding both the BL and EL has a resolution of 352 × 288, and the lower-resolution video reconstructed from decoding only the BL has a resolution of 176 × 144. We assume that the transmitted video signal experiences a slow fading channel such that the channel coefficients are nearly constant over a GOP. We use a B-frame hierarchical GOP structure, where each GOP has 16 frames. We also assume a perfect channel estimation at the receiver.

Figure 4.5 depicts the PSNR performance of a big user when the scalable baseline scheme is employed. We recall that a big user has a high-resolution screen. This means that when only the BL is decoded, a low-resolution video is reconstructed which needs to be upsampled in order to be displayed on a high-resolution screen. For a particular $\alpha$ in Figure 4.5, we observe that when SNR is low, PSNR reaches a plateau of about 30 dB. The reason is that, for low SNR values, only the BL is decodable, since it has been protected stronger compared to the EL. The low PSNR plateau of 30 dB is due to upsampling the BL which is needed for the big user. For a particular $\alpha$, when channel SNR increases, the receiver gradually becomes able to decode the EL, and thus the quality of the decoded video gradually improves until it reaches the maximum PSNR value of
about 40 dB. Another interesting observation is that, for a particular SNR value, when \( \alpha \) increases, the performance in the range of low PSNRs improves. For a fixed channel SNR in that range of PSNRs, increasing \( \alpha \) corresponds to providing a stronger protection for the BL, which leads to a better reconstruction quality. However, for a fixed channel SNR, when \( \alpha \) increases, PSNR decreases in the range of high PSNRs. The reason is that a higher \( \alpha \) translates to providing a weaker protection for the EL, which implies that we need a higher SNR to achieve the same reconstruction quality with a larger \( \alpha \).

Figure 4.6 depicts the PSNR performance of a big user when the MIMO broadcasting system employs the proposed scheme. The profile of the results is similar to the one presented in Figure 4.5. We see that as \( \beta \) increases, the performance in the range of low PSNRs improves, while the performance in the range of high PSNRs degrades.

Figures 4.5 and 4.6 indicate that the proposed scheme outperforms the scalable baseline scheme for a big user. Some of the curves in Figures 4.5 and 4.6 are plotted again in Figure 4.7 for better visual comparison. It is observed that in both low and high PSNR ranges, the proposed schemes with \( \beta = 3, 3.5, \) and 4...
Figure 4.6: PSNR performance of a big user for the proposed scheme.

outperform the baseline schemes with $\alpha = 2, 4,$ and $8$, respectively. We note that typical values of $\alpha$ are 2 and 4 [74]. Figure 4.7 also depicts the PSNR performance of the non-scalable baseline scheme. We see that the maximum PSNR the non-scalable baseline scheme can reach is slightly larger than the maximum PSNRs the others can reach. This is because the compression efficiency of non-scalable coding is slightly higher than that of the scalable coding. Disregarding this minor performance loss, we see that the proposed scheme significantly outperforms the non-scalable baseline scheme.

Figure 4.8 depicts the PSNR performance of a small user when we employ the scalable baseline scheme. We recall that a small user has a low-resolution screen. We also note that since we use the Alamouti code for both the BL and EL, a small user is able to decode both of them. In fact, it is possible that a small user achieves a better reconstruction quality by decoding both the BL and the EL and then downsampling the resulting full-resolution video, compared to the case where it decodes only the BL. We did extensive simulations with various video sequences, and concluded that if we let the small user decode the EL when at least 80% of the EL packets are received correctly, decoding the EL in conjunction with the BL is more beneficial than decoding the BL alone. We see in Figure 4.8 that a high
Figure 4.7: PSNR performance of a big user. The performance of the baseline scheme with non-scalable video coding is shown together with those of the proposed scheme and the baseline scheme with spatially scalable video coding and hierarchical constellation.

Figure 4.8: PSNR performance of a small user for the scalable baseline scheme. Enough PSNR (about 39 dB) is achieved even when the BL is decoded alone. We observe that when both the BL and EL are decoded, PSNR improves to about 46
dB. We note that such high PSNR values are usually perceived identically by the human visual system (HVS), and thus a PSNR of 46 dB is not considered as a major performance improvement compared to the PSNR of 39 dB. We also observe that as $\alpha$ increases, the performance in the range of low PSNRs and high PSNRs improves and degrades, respectively.

Figure 4.9 depicts the PSNR performance of a small user when the proposed scheme is employed. We recall that the proposed scheme employs V-BLAST to encode the enhancement layer. We note that a small user with a single receive antenna cannot decode data that is encoded by V-BLAST. Thus, the small user is able to decode only the BL and it can achieve the maximum PSNR value of about 39 dB.

Some of the curves in Figures 4.8 and 4.9 are plotted again in Figure 4.10 for better visual comparison. For PSNRs lower than 40 dB, the proposed schemes with $\beta = 3, 3.5,$ and $4$ outperform the baseline schemes with $\alpha = 2, 4,$ and $8,$ respectively. On the other hand, for PSNRs higher than 40 dB, the baseline scheme outperforms the proposed scheme. Such high PSNR values are usually perceived identically by the HVS, and thus they are not usually of interest. Figure 4.10 also
Figure 4.10: PSNR performance of a small user. The performance of the baseline scheme with non-scalable video coding is shown together with those of the proposed scheme and the baseline scheme with spatially scalable video coding and hierarchical constellation.

depicts the PSNR performance of the non-scalable baseline scheme. We see that the non-scalable baseline can provide a slightly higher maximum PSNR compared to the other schemes. However, the proposed scheme outperforms the non-scalable baseline scheme over the entire range of PSNRs we are interested in.

4.4 Conclusions

In this chapter, we considered UEP for video broadcasting over wireless channels. We assumed that two types of users are present within the service area of the transmitter: a user with a low-resolution screen and a user with a high-resolution screen. We used spatially scalable video that readily enables us to adopt UEP at the layer level. We proposed a UEP scheme for broadcasting of scalable video over MIMO channels. We employed spatial diversity techniques to encode the base layer and utilized spatial multiplexing to encode the enhancement layer. The BL and EL are then superposed in a way that BL receives more
protection compared to the EL. We compared the performance of our proposed scheme to that of two baseline schemes both of them exploiting only spatial diversity techniques. We showed that the proposed scheme significantly outperforms the baseline schemes for both types of users considered.
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Chapter 5

Conclusions

In this dissertation, we have proposed UEP schemes for compressed 3D video. The UEP schemes are proposed within a framework of joint source-channel coding and are proposed for both MVC and V+D. We have also proposed unequal error protection for video broadcasting over the MIMO channels based on the hierarchal modulation and spatially scalable video.

In Chapter 2, we addressed the joint-source channel coding problem of a 3D video sent over AWGN and fading channels with the goal of minimizing the total number of transmitted bits while subject to video quality constraints. We considered non-scalable MVC, proposed a type of spatially scalable MVC, and addressed both symmetric and asymmetric coding. The UEP approach proposed here proved to be efficient at achieving this goal when compared to EEP for all the scenarios considered, where the average gains vary from 11.6% to 19.5%. Asymmetric coding was also compared to symmetric coding. Comparable gains were obtained for non-scalable and scalable MVC. The asymmetric/UEP gain over symmetric/UEP and symmetric/EEP vary, respectively, from 36.1% to 38.3% and from 45.0% to 47.1%. We also showed that, although using scalability leads to an overhead compared to non-scalable MVC, it may have an advantage in terms of the subjective quality of the received video, since most of the lost packets occur in the enhancement layer whose errors are less noticeable to the human visual system compared to the errors due to packets lost in the base layer.

In Chapter 3, we studied joint source-channel coding for video plus depth.
Full-resolution and downsampled depth by factors of two and four were considered. Results show that the depth can be significantly compressed compared to the color, although it needs to be protected more by FEC. We showed that when depth is downsampled, it should be less compressed and more protected to maximize the quality. In contrast to prior work which only considered equal quantization parameters and found that color should be more protected than depth, we found that depth should be compressed more severely than color and then protected more. We also showed that the downsampled depth by a factor of four outperforms the other scenarios except for high bitrates. The UEP approach proposed here was shown to yield up to 4.3dB gain in PSNR compared to EEP for flat Rayleigh fading channels.

In Chapter 4, we studied UEP for video broadcasting over wireless channels. We assumed that two types of users are present within the service area of a transmitter: a user with a low-resolution screen operating at a low data rate, and a user with a high-resolution screen operating at a high data rate. We used spatially scalable video for video compression. We proposed an efficient UEP scheme for scalable video broadcasting over wireless MIMO channels. We employed spatial diversity techniques (in particular the Alamouti codes) to encode the base layer and utilized spatial multiplexing techniques (in particular the V-BLAST) to encode the enhancement layer. The BL and EL are then superposed in a way that BL receives a stronger protection compared to the EL. We compared the performance of our proposed scheme to that of two baseline schemes both of them exploiting only spatial diversity techniques. We showed that the proposed scheme significantly outperforms the baseline schemes for both types of users considered.
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