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ABSTRACT

A procedure is described for a detailed characterization of multilayer analyzers which can be effectively applied to their design, optimization and application for absolute x-ray spectrometry in the 100-10,000 eV photon energy region. An accurate analytical model has been developed that is based upon a simple modification of the dynamical Darwin-Prins theory to extend its application to finite multilayer systems and to the low-energy x-ray region. Its equivalence to the optical E&M solution of the Fresnel equations at each interface is demonstrated by detailed comparisons for the reflectivity of a multilayer throughout the angular range of incidence of 0 to 90°. A special spectrograph and experimental method is described for the measurement of the absolute reflectivity characteristics of the multilayer. The experimental measurements at three photon energies in the 100-2000 eV region are fit by the analytical modified Darwin-Prins equation (MDP) for I(θ), generating a detailed characterization of two "state of the art" multilayers, of sputtered tungsten-carbon with 2d = 70 A and of a molecular lead stearate with 2d = 100 A. The fitting parameters that are determined by this procedure are applied to help establish the structural characteristics of these multilayers.

Subject terms: low energy x-rays; x-ray spectroscopy, x-ray reflection; sputtered/evaporated multilayers; Langmuir-Blodgett multilayers
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I. INTRODUCTION

The x-ray physics and technology have been considerably advanced in the last decade as demanded for the development and application of the new, high intensity x-ray generating sources of synchrotron and high temperature plasma radiations. These have important applications, for example, in the material sciences and in the research and development of fusion energy and now of the x-ray lasers. Along with these developments has arisen a considerable need for accurate, absolute x-ray spectrometry.

For efficient x-ray analysis in the 100-10,000 eV region (1-100 Å range) an important class of analyzers may be applied that utilize Bragg reflection from periodic layer structures which are parallel to the analyzer surface. These analyzers can be constructed in sufficiently thin sections to allow their effective application with curved, focussing optics. We define these analyzer systems generally to be multilayers of the natural or synthesized molecular types and of the synthesized sputtered-or-evaporated types. Examples of the molecular analyzers that we have used effectively in the 100-10,000 eV region (with 2d values of 3-160 Å) are LiF, PET, mica (at third and first orders), the acid phthalates and the Langmuir-Blodgett multilayers (1,2). The sputtered/evaporated types have been "tailored" in the 2d range of 20 to several hundred angstroms (3,4,5) of high and low Z layers chosen from a large group of possible combinations (7). We would generally compare the Langmuir-Blodgett molecular analyzers as having lower atomic densities, lower integrated reflectivities, similar peak reflectivities, and higher resolution than do the high density, more rugged sputtered/evaporated multilayers of the same d-spacing. Both types have important application advantages in modern spectroscopy and are definitely complementary.

In order to efficiently design, optimize and apply the multilayer analyzers for a given spectroscopic measurement it is of considerable advantage to have a fast, flexible and accurate mathematical model code that describes the important reflectivity characteristics and can be accommodated on a small laboratory computer that may be associated with the spectrographic equipment. We have developed such a mathematical model for multilayer analyzers and apply it here to yield a detailed characterization of two "state of the art" large d-spacing analyzers: a sputtered tungsten-carbon analyzer (2d ≈ 70 Å) and a molecular lead stearate analyzer (2d ≈ 100 Å).
II. AN ANALYTICAL DESCRIPTION OF MULTILAYER REFLECTIVITY FOR THE 100-10,000 eV REGION

We present here an analytical expression for the intensity, $I$, that is reflected from a system of $N$ periodic layers for incident angles, $\theta$, throughout the 0 to 90 degree range. It has been obtained by modifying the dynamical theory of Darwin-Prins (for reflection from an ideal crystal of an infinite number of layers) to obtain a description for $N$-layer finite crystal reflection for all angles of Bragg and total reflection and for the x-ray region of 100-10,000 eV. We intend this approach to complement that of the optical E&M boundary value solution at each interface of the Fresnel equations (7,8). In the optical E&M wave solution (OEM), the layer pairs are defined by pairs of their refractive indices $(n = 1 - \delta - i\beta)$ and by the corresponding average values, $\bar{\delta}$ and $\bar{\beta}$, for the multilayer. In our modified Darwin-Prins description (MDP) the reflecting layer systems are described as planes of unit cells of structure factor $F = F_1 + iF_2$ and of average scattering factor, $\bar{F} = \bar{F}_1 + i\bar{F}_2$. In Fig. 1 we present the DP expressions for the amplitudes reflected and transmitted at an elementary plane of unit cells in terms of the parameters $s$ and $\sigma$ which have been related to $\bar{F}$ and $F$ by using elementary physical optics (see, for example, Compton and Allison (9) and James (10)). In the DP description it is assumed that the fractional complex amplitude that is reflected, $s$, and that absorbed, $\sigma$, by the unit cell plane are small as compared to unity (as is generally required for the practical multilayer analyzer for which the effective number of interacting planes is large).

\[
\sigma = \frac{m\rho\lambda}{\sin \theta} \frac{F_1 + iF_2}{\sin \theta} \text{ AND } S = \frac{m\rho\lambda}{\sin \theta} \frac{\bar{F} + i\bar{F}_2}{\sin \theta} P(2\theta)
\]

$P(2\theta) = 1$ or $\cos 2\theta$ for the two polarized components.
In the dynamical description of the propagation of waves through the multilayer all possible multiple reflections within the layers must be taken into account in order to describe the net downward propagating wave amplitude, $T$, and the net upward propagating wave amplitude, $S$. This accounting has been elegantly accomplished by Darwin in his solution of the self-consistent difference equations describing the process for any two adjacent layers within the semi-infinite multilayer (9,10). This approach yields the analytical result for the ratio of the reflected to the incident amplitudes, $S_0/T_0$, at the surface of the semi-infinite multilayer which is given by:

$$S_0/T_0 = \frac{-s}{(\sigma + \xi) + \sqrt{(\sigma + \xi)^2 - s^2}}$$

The third parameter, $\xi$, introduced in this result, is defined by:

$$\xi = \frac{2\pi}{\lambda} d(\sin\theta - \sin\theta_0)$$

where, as discussed below, $\sin\theta_0$ effectively defines a "region of interest" (given by the Bragg equation, $m\lambda = 2d\sin\theta_0$). Now, in this DP difference equation solution, it is established that the net downward propagating wave at the Nth layer has an amplitude given simply by $T_0x^N$, where $x$ is defined by:

$$x = (-1)^m \exp(-\eta)$$

and $\eta = \mp \sqrt{s^2 - (\sigma + \xi)^2}$

The value of $x$ is the result of the contributing effects of all possible multiple reflections within the semi-infinite multilayer. (In $\eta$, the sign $+$ or $-$ is chosen to have its real part be positive.) Using this result, we derive here (in Appendix A), a modifying factor to be applied to the reflected amplitude ratio, $S_0/T_0$, given in Eq. (1) for the semi-infinite multilayer to obtain the required amplitude reflection ratio, $S_{0N}/T_0$, for the finite multilayer of $N$ layers. This is given by:

$$S_{0N}/T_0 = (S_0/T_0) \left(1 - x^{2N}\right)/(1 - (S_0/T_0)^2x^{2N})$$
Also derived in Appendix A is the amplitude ratio, $T_{0N}/T_0$, that is transmitted through the N layer system. This is given by:

$$T_{0N}/T_0 = \frac{(1 - (S_0/T_0)^2)x^N}{(1 - (S_0/T_0)^2x^{2N})}$$

(5)

In the usual way, the intensity ratio that is reflected or transmitted for unpolarized incident x-radiation is obtained by taking one-half of the sum of the moduli squared of the two polarization component amplitudes as obtained from Eq. (4) and (5), by setting $P(2\theta)$ equal to unity and to cos $2\theta$.

As may be easily shown, the reflected intensity will be large only when the parameter, $\xi$, is small and therefore for the angular regions for which $\theta = \theta_0$ in this parameter, $\xi$. $\theta_0$ is defined by the Bragg relation:

$$m\lambda = 2d \sin \theta_0$$

(6)

($m = 0$ for the small angle, Fresnel reflection region, $m = 1$ for the first order diffraction line, $m = 2$ for the second order diffraction line, etc.) In order to apply this intensity function continuously for the total angular range, $0$ to $90^\circ$, we automatically set $m$ to be that integer which is nearest to the value of $(2d \sin \theta/\lambda)$ in our code.

By using a structure factor, $F$, and an average value of the atomic scattering factor, $f$, calculated by relations given in the next section, we have applied this modified Darwin-Prins result (MDP) to calculate the $I(\theta)$ for a sharply defined, pure tungsten/carbon multilayer of d-spacing $= 35$ Å and with $\Gamma = 0.4$ ($\Gamma$ is the ratio of the heavy layer thickness to the total d thickness of the layer pair.) A plot of $I(\theta)$ for the incident photons of Cu-La ($930$ eV/13.3 Å) which includes the small angle Fresnel region and the first order diffraction line is shown in Fig. 2 for a number of layer pairs, $N = 100$. In Figs. 3 and 4 we compare, in

Figure 2. An MDP calculated reflectivity curve for $930$ eV photons upon a tungsten-carbon multilayer of $2d = 70$ Å and with a sharply defined tungsten layer of thickness equal to $4d$, with $\Gamma = 0.4$, $N = 100$. In the corresponding experimentally measured reflectivity curve, four characteristic values are determined for each photon energy, the total reflection cut-off angle, $\theta_c$ (at $I_0/2$), the integrated reflectivity, $R$, peak reflectivity, $P$, and FWHM, $\omega$, at one or more diffraction orders.
Figure 3. Comparing the MDP calculated reflectivity of the multilayer described in Fig. 2 with that calculated by the optical E&M model (dashed lines) for the total reflection region and for the first three diffraction orders.

Figure 4. Detailed calculation comparisons as for Fig. 3 but with $N = 30$. (OEM - dashed lines)
detail, the total reflection region and the first, second and third order diffraction line intensities for this W/C multilayer as calculated by this MDP model to those as calculated by the optical E&M (OEM) model (dashed lines) for \( N = 100 \) and 30 in order to illustrate the equivalence of the two models in this low energy x-ray region. Similarly, we compare in Fig. 5 the intensities reflected by the multilayer of \( N = 100 \) at and near 90° (normal incidence). (OEM - dashed lines.)

![Figure 5](image)

**Figure 5.** Detailed calculation comparisons as described for the 100 layer system of Fig. 2 but in the region of normal incidence. Note the sensitive "tuning" by varying the photon energy ± one percent from that yielding the maximum normal incidence reflectivity (OEM - dashed lines).

### III. THE MEASUREMENT OF MULTILAYER REFLECTIVITY

The detailed characteristics of the multilayer reflection as predicted in Fig. 2 are experimentally measured by a specially designed vacuum spectrograph that is schematically described in Fig. 6. A fine slit and filter is positioned at the isolation gate window of one of our demountable x-ray tubes (11) to provide a strong, characteristic line source in the 100-10,000 eV region. The multilayer is mounted with its surface on the axis of a precision \( \theta - 2\theta \) goniometer. A sharply defined incident beam is restricted to a small sampled region of the multilayer by a razor blade edge placed close to its surface. The angular resolution of the measurement is set by the divergence of the incident beam and essentially by the slit width at the x-ray source that is 120 cm from the goniometer axis. It is typically set to an angular resolution width that is small as compared to the diffraction line width of the multilayer analyzer. The reflected beam is measured by a sub-atmospheric, gas flow proportional counter with a window 10 cm from the goniometer axis and of width about one-third of that of the multilayer analyzer width and with a slit height that is large compared to that of the reflected beam. The effective incident beam is limited in width by the projection of the opening at the razor edge and is therefore proportional to \( \cos \theta \) as noted in Fig. 6.
Figure 6. Illustrating the spectrograph geometry that is used for the measurement of multilayer reflectivity in the region of 0 to 70° and the characteristic inflection point in the intensity distribution at θ = 0 and at I₀/2 (thereby defining the zero angle position of the goniometer and the incident intensity, I₀ cos θ). After the I₀/2 point the contribution of the reflected intensity causes a change in slope, which is greater as the real mirror reflectivity, P(θ), for these small angles, departs from 100%.

After the onset of the measured Fresnel-reflection region and at θ = 0, there usually appears an inflection point in the intensity at I₀/2 as illustrated in Fig. 6 (and in the experimental plots of Fig. 13). This onset feature determines the incident intensity, I₀, and the zero-angle position of the spectrograph.

The angular full-width-at-half-maximum (FWHM) of the diffraction line profile (in θ) may be simply determined in terms of the experimentally measured width, ωₓ, the Gaussian instrumental width, g, and the Lorentzian emission line width, c, by the following expression (12):

\[ \omega = \omega_x \left(1 - \frac{g}{\omega_x} \right)^2 - c \]  

where c is given by:

\[ c = \frac{AE}{\epsilon \tan \theta_0} \]
for which the x-ray source line of photon energy, E, has an effective energy width of ΔE.

The integrated reflectivity is determined by the total number of counts collected, N, as the diffraction line is scanned at an angular rate in θ of ω₀ by the relation (11):

\[
R = \frac{ω₀N}{I_0 \cos θ}
\]  

(9)

The experimental peak reflectivity, Pₓ, is measured as the ratio of the intensity at the peak of the diffraction profile divided by the incident beam intensity, I₀cosθ. Assuming that the shape of the true diffraction profile is essentially the same as that for the experimentally measured profile, the area under the profile, R, (integrated reflectivity) is equal to KωPₓ or KωₓPx, where K is a shape factor. We may therefore obtain an estimate of true peak reflectivity, P, by the relation:

\[
P = Pₓωₓ/ω
\]  

(10)

Note: It is required that the I₀ value used in these measurements be for only those incident photons of energy that are within the characteristic line that is being measured. Low energy background photons can usually be eliminated by an appropriate filter. The high energy photon background is effectively eliminated by the pulse height discrimination of the proportional counter. For our measurements, the Fresnel-reflection region through several orders of diffraction lines are measured at appropriate, normalized x-ray intensities, recorded and displayed with a multi-channel analyzer (MCA). This spectrum along with the associated pulse height spectrum for the detector provide an accurate check on the possible presence of any significant background radiation that may need to be further eliminated literally or by correction. The MCA is programmed to permit an immediate determination for each diffraction line of its centroid position, θₓ, FWHM, ωₓ, peak reflectivity, Pₓ, and integrated reflectivity, R. These data and the spectra are transferred from the MCA to a small computer for the final semi-empirical characterization of the multilayer.

IV. FITTING THE MDP MODEL TO EXPERIMENTAL MEASUREMENTS

In order to obtain an absolute, detailed characterization of a given multilayer using the MDP model it is required to define for the unit cell its average scattering factor, f̄, and the structure factor, F, thereby determining the σ and φ material parameters of the MDP intensity.
relations. These may be determined using an appropriate unit cell model and by requiring that the result, \( I(\theta) \), precisely fits the experimental data for several photon energies at the characteristic values of \( R, P \) and \( \omega \) for several diffraction orders (defined in Fig. 2). We will illustrate this procedure for the characterization of two types of multilayers, the sputtered tungsten-carbon multilayer and the molecular Langmuir-Blodgett multilayer.

A. Characterization of a Sputtered W/C Multilayer

We shall assume that a transition layer of both tungsten and carbon atoms may exist between pure tungsten and pure carbon regions of the multilayer as depicted in the unit cell model shown in Fig. 7 (Such a transition-layer model may be applied to account, for example, for an interface roughness (13) or a uniform distribution of W and C.) We shall assume here that this transition layer may be described as the chemically bonded compound, WC, as suggested by Auger electron analyses of W/C multilayers (14).

\[
\begin{align*}
\text{(DENSELY PACKED)}
\end{align*}
\]

\[
\begin{align*}
\mathbf{m}_1 &= \frac{d_2}{d_2} \int (n_f + n'_f) \cos(\frac{4\pi\sin\theta}{\lambda}) \, dz \\
\mathbf{m}_2 &= \frac{d_2}{d_2} \int (n_t + n'_t) \cos(\frac{4\pi\sin\theta}{\lambda}) \, dz
\end{align*}
\]

\( n, n' = \) No. Densities of Heavy, Light Atoms at Position \( z \)

\( m = \) No. of Unit Cells Per Unit Area

For such a uniform transition layer model, the mass per unit area for the light x-component (C), \( M_x \), and the mass per unit area for the heavy y-component (W), \( M_y \), that is originally deposited in the construction of each layer may be related to the mass densities, \( \rho_x \), \( \rho_y \) and \( \rho_z \), and to the fractional thicknesses, \( \Gamma_y \) and \( \Gamma_z \), for the y (W) and z (WC) components as follows:

\[
M_x = (1 - \Gamma_y - \Gamma_z) \rho_x d + \Gamma_z \rho_z d (A_y/A_z) \quad (11)
\]

\[
M_y = \Gamma_y \rho_y d + \Gamma_z \rho_z d (A_y/A_z) \quad (12)
\]
where \( d \) is the thickness of the layered system and \( A_x, A_y \) and \( A_z \) are the atomic or molecular weights. And for the generalized symmetric description shown in Fig. 7, \((1 - \Gamma_y - \Gamma_z)d\), \(\Gamma_yd\) and \(\Gamma_zd\) are the total thicknesses of the carbon, tungsten and tungsten carbide layers, respectively. We estimate the mass densities \( \rho_x \) (for amorphous carbon), \( \rho_y \) (tungsten) and \( \rho_z \) (tungsten carbide) to be 2.0, 19.3 and 15.6 gm/cc respectively.

For this WC transition layer model, as suggested in the relations presented in Eq. (11), accurately known values of \( M_x \) and \( M_y \) along with those for the d-spacing and the mass densities, \( \rho_x, \rho_y \) and \( \rho_z \), will allow the determination of the structural parameters, \( \Gamma_y \) and \( \Gamma_z \). \((\Gamma_x = 1 - (\Gamma_y + \Gamma_z))\). These, in turn, may be applied to determine the average scattering factor, \( \bar{m} \), and the structure factor, \( m_F \), per unit area of the unit cell layer depicted in Fig. 1 and therefore to determine the essential optical parameters, \( \sigma \) and \( s \). Usually, however, the amounts of the light and heavy elements that are deposited per unit area, \( M_x \) and \( M_y \), are not accurately known and, as described below, these values or their equivalent parameters, \( \Gamma_y \) and \( \Gamma_z \), are determined by fitting the model reflectivity relations to measured reflectivity data.

The structure factor, \( m_F \), per unit area of the unit cell layer \((F = F_1 + iF_2)\) is defined by the following integral (derived from the general integrals presented in Fig. 7):

\[
\begin{align*}
\frac{\int_{0}^{r_yd} f_{y} \left( \cos \left( \frac{2\pi x \sin \theta}{A_y} \right) dx + 2\pi f_{1y} \right) \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dz + 2\pi f_{1z} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dz + 2\pi f_{1y} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dz + 2\pi f_{1z} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dz}{r_yd} &= m_F \\
&= \left[ 2\pi f_{1y} \left( \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) \right) dx + 2\pi f_{1z} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dx + 2\pi f_{1y} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dx + 2\pi f_{1z} \cos \left( \frac{2\pi z \sin \theta}{A_z} \right) dx \right]
\end{align*}
\]

letting \( i = 1 \) or \( 2 \) for the real and imaginary components. Here \( m \) is the number of unit cells/ unit area, as applied in defining \( \sigma \) and \( s \) in Fig. 1.

The average scattering factor, \( \bar{m} \), per unit area of the unit cell layer is equal to that value of \( m_F \) for forward scattering for which all atoms are scattering in phase and their scattering amplitudes add directly. Thus \( \bar{m} = m_F \) for \( \theta = 0 \), and we obtain from Eq. (13):

\[
\bar{m}_{1} = n_x f_{1x} \Gamma_x d + n_y f_{1y} \Gamma_y d + n_z f_{1z} \Gamma_z d
\]

and

\[
\bar{m}_{2} = n_x f_{2x} \Gamma_x d + n_y f_{2y} \Gamma_y d + n_z f_{2z} \Gamma_z d
\]

Here \( n_x, n_y \) and \( n_z \) are the number of atoms or molecules per unit volume of atomic or molecular scattering factors, \( f_{1x} + if_{2x}, f_{1y} + if_{2y} \) and \( f_{1z} + if_{2z} \), respectively.
\[
(n_x = \frac{N_0 \alpha x}{A_x}, \quad n_y = \frac{N_0 \alpha y}{A_y} \quad \text{and} \quad n_z = \frac{N_0 \alpha z}{A_z})
\]

where \(N_0\) is Avogadro's No. and \(A_x, A_y\) and \(A_z\) are the atomic or molecular weights.

Inside the multilayer, as a result of refraction, the angle of incidence and the wavelength at a unit cell plane must be the refraction modified values, \(\theta'\) and \(\lambda'\). The angle of refraction, \(\theta\) and the modified wavelength, \(\lambda'\), which must be used in the description of the wave interference within the multilayer are given by Snell's Law,
\[
\cos \theta / \cos \theta' = 1 - \delta = \lambda / \lambda'.
\]
We use here only the real part of the refractive index, \(1 - \delta\), because it can be shown that for x-ray refraction effects the first order terms in \(\beta\) cancel. In the model description of multilayers in the low energy x-ray region where refraction effects become significant, we replace the ratio, \(\sin \theta / \lambda\) which appears in the structure factor, \(F\), by \(\sin \theta' / \lambda'\) (in the cosine function of Eq. (13)). In terms of \(\theta\) and \(\lambda\), we may easily obtain from Snell's law the relation:
\[
\frac{\sin \theta'}{\lambda'} = \frac{\sin \theta}{\lambda} \sqrt{1 - \frac{2\delta^2}{\sin^2 \theta}}
\]

where
\[
\delta = \frac{r_0 \lambda m}{2\pi d} f_i
\]

Eq. (13) is integrated to yield:
\[
mF_1 = (n_x df_x / \kappa) \sin (\alpha r_1) + (n_y df_y / \kappa) \sin (\alpha (r_1 + r_2) \sin (\alpha r_1) + (n_z df_z / \kappa) \sin (\alpha (r_1 + r_2) \sin (\alpha (r_1 + r_2)))
\]

where
\[
\kappa = \frac{2\pi d \sin \theta'}{\lambda'}
\]

and letting \(i = 1\) or \(2\) for the real and imaginary components.

Note: Because multilayer analyzers normally have a relatively large number of layers, \(N\), to produce the desired resolution, it is usually sufficiently precise to model the analyzer by \(N\) layers of symmetric unit cells as defined in Fig. 7. The reflection effects of fractional layers at the boundaries and of a substrate can usually be considered negligible.
We fit our analytical model to the experimental integrated reflectivities at three photon energies and at the first three diffraction orders, if present, by varying $\Gamma_x$ and $\Gamma_z$. These fits are verified by comparing the calculated and the experimental secondary values of $\omega$ and $P$ for the several diffraction orders. As noted above, $M_x$ and $M_y$ values are uniquely determined by the values of $\Gamma_x$, $\Gamma_z$ and $d$ (given $\rho_x$, $\rho_y$, and $\rho_z$). The absolute value of the $d$-spacing is obtained from the measured $d_x$ values defined by the Bragg equation ($m\lambda = 2d_x \sin \theta$) using Eq. (16) to obtain the relation,

$$d_x = d \sqrt{1 - \frac{\sin^2 \theta}{\sin^2 \phi}} 
\approx d (1 - \frac{\delta}{\sin^2 \phi}) \ldots \quad (18)$$

Here again we need to use only the real part of the complex refractive index, $1 - \delta$, because it may be shown that the terms involving $\beta$ become negligibly small for the x-ray region of interest here. To calculate the absolute $d$-spacing, we simply linearly extrapolate a plot of the measured values of $d_x$ vs $\csc^2 \theta$, using the relation from Eq. (18), $d_x = d - \delta \csc^2 \theta$. An example of such a least squares fitting and extrapolation is shown in Fig. 8.

Figure 8. Determination of the absolute $d$-spacing for a W/C multilayer ($N = 100$) by an extrapolation of the $d_x$ vs $\csc^2 \theta$ plot for several diffraction orders, $m$, of the refraction relation:

$$d_x = d - (\delta d) \csc^2 \theta$$

($d_x = m\lambda/2 \sin \theta$). The experimental values for the average optical constant, $\delta$, for this multilayer as determined from the slopes of these linear plots are $1.12 \times 10^{-3}$ and $4.24 \times 10^{-4}$ for the wavelengths, 13.3 Å and 8.34 Å respectively.

For a determination of the atomic scattering factors, we have recently developed "state of the art" tables of $f_1$ and $f_2$ for $Z = 1$ to 94 and for photon energies 100-2000 eV (15). These tables have been established by numerically calculating atomic scattering factors using the Kramers-Kronig dispersion relations with our compilation of the available photoabsorption data above 30 eV. Using the numerical procedures and the photoabsorption data base from (15) these scattering
factor tables have recently been extended to 10,000 eV (16). These atomic scattering factors can be used to predict precisely the multilayer reflection characteristics but only for photon energies outside the regions near the absorption thresholds and above about 100 eV where the atoms within the solid can be expected to respond "atomic-like". Near the thresholds one may expect the photoabsorption to be strongly affected by molecular orbital resonances, EXAFS, etc. An example of a very dramatic threshold effect is the appearance of a strong and sharp reflectivity spike near the O-K edge (23.3 Å) for the potassium acid phthalate (KAP) analyzer (17). Multilayer reflectivity at absorption edges should be determined by experimental measurement. Nevertheless, for the large extended regions in the 100-10,000 eV range, between absorption edges where the multilayer analyzers are normally applied, the atomic scattering description applied here should yield fairly accurate predictions.

Note: For only the low energy x-ray region (for which the wavelengths are large as compared to the dimensions of the atomic electron "cloud" around the nuclei) these atomic scattering factors may be considered angle-independent. For the wave reflection description within the multilayer for which the incident photon energies are higher (> 1000 eV) and/or for the large angles of reflection, a simple form-factor correction should be added to \( f_1 \), for these atomic scattering factors appearing in the structure factor, \( F \). (A simple correction is described in Ref. (15).) Specifically, in the Darwin-Prins reflectivity expression, Eq. (1), the atomic scattering factors, \( f_1 \), in the forward-scattering parameter, \( s \), are for zero-angle scattering and require no form factor correction but those atomic scattering factors, \( f_1 \), in the parameter, \( s \), describing scattering in the 2\( \theta \) reflection direction, must be form-factor corrected. This correction is not included in the optical E&M (OEM) model because in this description it is assumed that the wavelengths are large as compared to atomic dimensions.

With standard fitting procedures, using experimental values for the integrated reflectivities for the multilayer at several photon energies and, if present, at several diffraction orders, along with the model relation: Eqs. 14, 15 and 17, the mass per unit area values, \( M_x \) and \( M_y \), and correspondingly the fractional thicknesses, \( \Gamma_x \) and \( \Gamma_y \), may be determined. The \( I(\theta) \) function thus determined may then be tested by comparing the predicted results with those measured for the Fresnel reflection characteristics and for the diffraction line profiles (P and \( \omega \)) with those values as measured.

In Table 1 and in the plots of Fig. 9 we present the results of such a model fit for a typical sputtered tungsten-carbon multilayer (18). The present accuracy of the fitting by the MDP analytical function, \( I(\theta) \), is indicated by the experimental points shown in the characterization plots of Fig. 9.
<table>
<thead>
<tr>
<th>$E$ (eV)</th>
<th>$\theta_c$ (mrad)</th>
<th>$\theta_p$ (mrad)</th>
<th>$R$ (mrad)</th>
<th>$P$ (%)</th>
<th>$w$ (mrad)</th>
<th>$\Delta E$ (eV)</th>
<th>$E/\Delta E$</th>
<th>$\lambda$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>167.3</td>
<td>92.2</td>
<td>1570.8</td>
<td>27.94</td>
<td>9.04</td>
<td>270.52</td>
<td>74.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>171.7</td>
<td>89.1</td>
<td>1342.8</td>
<td>15.03</td>
<td>8.12</td>
<td>104.08</td>
<td>41</td>
<td>72.2</td>
<td></td>
</tr>
<tr>
<td>183.3</td>
<td>82.2</td>
<td>1149.5</td>
<td>5.06</td>
<td>6.07</td>
<td>52.47</td>
<td>42</td>
<td>87.6</td>
<td></td>
</tr>
<tr>
<td>192.8</td>
<td>78.4</td>
<td>1032.4</td>
<td>3.70</td>
<td>5.94</td>
<td>44.04</td>
<td>40</td>
<td>64.4</td>
<td></td>
</tr>
<tr>
<td>212.2</td>
<td>72.3</td>
<td>908.4</td>
<td>2.59</td>
<td>5.41</td>
<td>34.39</td>
<td>37</td>
<td>58.4</td>
<td></td>
</tr>
<tr>
<td>277.0</td>
<td>52.8</td>
<td>646.0</td>
<td>2.51</td>
<td>7.13</td>
<td>26.29</td>
<td>29</td>
<td>44.8</td>
<td></td>
</tr>
<tr>
<td>311.7</td>
<td>54.4</td>
<td>569.5</td>
<td>1.10</td>
<td>2.99</td>
<td>28.29</td>
<td>23</td>
<td>39.8</td>
<td></td>
</tr>
<tr>
<td>352.4</td>
<td>53.6</td>
<td>440.4</td>
<td>1.26</td>
<td>4.90</td>
<td>19.87</td>
<td>16</td>
<td>31.6</td>
<td></td>
</tr>
<tr>
<td>395.3</td>
<td>53.4</td>
<td>441.9</td>
<td>1.27</td>
<td>4.96</td>
<td>19.88</td>
<td>16</td>
<td>31.4</td>
<td></td>
</tr>
<tr>
<td>452.2</td>
<td>50.4</td>
<td>384.1</td>
<td>1.48</td>
<td>6.04</td>
<td>17.40</td>
<td>19</td>
<td>27.4</td>
<td></td>
</tr>
<tr>
<td>511.3</td>
<td>49.4</td>
<td>338.6</td>
<td>1.68</td>
<td>8.61</td>
<td>15.07</td>
<td>21</td>
<td>24.2</td>
<td></td>
</tr>
<tr>
<td>554.0</td>
<td>49.0</td>
<td>320.7</td>
<td>1.72</td>
<td>9.09</td>
<td>14.64</td>
<td>22</td>
<td>23.6</td>
<td></td>
</tr>
<tr>
<td>556.3</td>
<td>48.3</td>
<td>310.7</td>
<td>1.79</td>
<td>10.21</td>
<td>13.63</td>
<td>23</td>
<td>22.3</td>
<td></td>
</tr>
<tr>
<td>572.6</td>
<td>47.8</td>
<td>301.6</td>
<td>1.81</td>
<td>10.75</td>
<td>13.12</td>
<td>24</td>
<td>21.6</td>
<td></td>
</tr>
<tr>
<td>637.4</td>
<td>45.5</td>
<td>270.6</td>
<td>1.94</td>
<td>12.73</td>
<td>11.91</td>
<td>27</td>
<td>23.6</td>
<td></td>
</tr>
<tr>
<td>678.8</td>
<td>45.1</td>
<td>254.7</td>
<td>2.04</td>
<td>14.46</td>
<td>11.09</td>
<td>28</td>
<td>23.3</td>
<td></td>
</tr>
<tr>
<td>705.0</td>
<td>44.4</td>
<td>244.4</td>
<td>2.08</td>
<td>15.45</td>
<td>10.62</td>
<td>30</td>
<td>23.3</td>
<td></td>
</tr>
<tr>
<td>775.2</td>
<td>43.0</td>
<td>221.8</td>
<td>2.19</td>
<td>18.26</td>
<td>9.53</td>
<td>32</td>
<td>24.6</td>
<td></td>
</tr>
<tr>
<td>851.5</td>
<td>41.4</td>
<td>202.0</td>
<td>2.26</td>
<td>21.15</td>
<td>8.58</td>
<td>35</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>929.7</td>
<td>39.7</td>
<td>184.9</td>
<td>2.30</td>
<td>23.98</td>
<td>7.78</td>
<td>38</td>
<td>24.7</td>
<td></td>
</tr>
<tr>
<td>1011.7</td>
<td>37.9</td>
<td>169.8</td>
<td>2.32</td>
<td>26.77</td>
<td>7.09</td>
<td>41</td>
<td>24.1</td>
<td></td>
</tr>
<tr>
<td>1041.0</td>
<td>37.2</td>
<td>164.9</td>
<td>2.32</td>
<td>27.74</td>
<td>6.68</td>
<td>42</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>1188.0</td>
<td>34.1</td>
<td>144.4</td>
<td>2.26</td>
<td>32.07</td>
<td>5.89</td>
<td>48</td>
<td>25.1</td>
<td></td>
</tr>
<tr>
<td>1253.8</td>
<td>32.7</td>
<td>136.7</td>
<td>2.32</td>
<td>33.86</td>
<td>5.52</td>
<td>50</td>
<td>25.3</td>
<td></td>
</tr>
<tr>
<td>1466.7</td>
<td>28.0</td>
<td>115.0</td>
<td>1.91</td>
<td>37.65</td>
<td>4.30</td>
<td>55</td>
<td>27.3</td>
<td></td>
</tr>
<tr>
<td>1740.0</td>
<td>20.7</td>
<td>97.8</td>
<td>0.91</td>
<td>29.98</td>
<td>2.47</td>
<td>43.97</td>
<td>40</td>
<td>7.13</td>
</tr>
</tbody>
</table>

Table 1: Characterization of a Sputtered Tungsten-Carbon Multilayer

2d = 75 Å, N = 120 layers

Mass/area-layer, $M_x$ = 0.46 μg/cm², $M_y$ = 3.55 μg/cm²

$R_x = 0.41$, $R_y = 0.19$, $P_x = 0.40$, $P_y = 0.40$

Figure 9. Plots of the integrated reflectivity, $R$ (mrad), the peak reflectivity, $P$ (%), the FWHM values, $w$ (mrad) and the resolving power, $E/\Delta E$, for the sputtered W/C multilayer as characterized in Table 1. Presented here are the experimental determinations of these parameters at three x-ray lines, Mo-Kα (192.6 eV/64.4 Å), Cu-Kα (930 eV/13.3 Å) and Al Kα (1487 eV/8.34 Å).
In Table 2 are presented the measured values of the integrated reflectivities at the several photon energies and diffraction orders along with their ratios to the present fit values. Also presented here, for comparison, are their ratios to fit values determined by assuming sharp tungsten-carbon interfaces with no presence of transition layers. Suggested here is that a transition layer can account for the relative measured intensities for the several diffraction orders which are not predictable by a simple W/C model.

### TABLE 2. Absolute Experimental Integrated Reflectivity Values at Several Diffraction Orders and Photon Energies. Comparisons to Corresponding Fit Values by the Transition Layer (W/WC/C) and the Pure (W/C) Models.

<table>
<thead>
<tr>
<th>PHOTON ENERGY (eV)</th>
<th>DIFFRACTION ORDER</th>
<th>R(\text{EXP}) (mrad)</th>
<th>R(\text{EXP}) R(W/WC/C)</th>
<th>R(\text{EXP}) R(W/C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.6</td>
<td>1</td>
<td>4.20</td>
<td>1.13</td>
<td>1.10</td>
</tr>
<tr>
<td>929.7</td>
<td>1</td>
<td>2.04</td>
<td>0.886</td>
<td>0.873</td>
</tr>
<tr>
<td>929.7</td>
<td>2</td>
<td>0.0196</td>
<td>0.927</td>
<td>0.291</td>
</tr>
<tr>
<td>929.7</td>
<td>3</td>
<td>0.0137</td>
<td>1.13</td>
<td>0.360</td>
</tr>
<tr>
<td>1486.7</td>
<td>1</td>
<td>1.258</td>
<td>0.659</td>
<td>0.653</td>
</tr>
<tr>
<td>1486.7</td>
<td>2</td>
<td>0.016</td>
<td>0.773</td>
<td>0.265</td>
</tr>
<tr>
<td>1486.7</td>
<td>3</td>
<td>0.010</td>
<td>0.826</td>
<td>0.264</td>
</tr>
</tbody>
</table>

### B. Characterization of a Molecular (LB) Multilayer

In Fig. 10 we define the structure factor, $F$, for a symmetric unit cell of a molecular multilayer. The scattering factor for this unit cell, $\tilde{f}(-\tilde{f}_1 + i\tilde{f}_2)$, is given by the relations,

$$\tilde{f}_1 = \Sigma n_q f_{1q} \quad (19)$$

$$\tilde{f}_2 = \Sigma n_q f_{2q}$$

Where $n_q$ is the number of atoms of type $q$ in the unit cell and having the atomic scattering factor, $f_{1q} + if_{2q}$.
For $m_f$ and $m_F$ values as needed to obtain $\sigma$ and $s$ (See Fig. 1), we may use $m = 1/A_0$ where $A_0$ is the cross-sectional area of the molecular unit cell.

In Fig. 11 is shown the molecular structure and the unit cell for the lead salt of the straight-chain fatty acids that are used in our construction of molecular analyzers of the Langmuir-Blodgett type. The general formula for the twenty molecules that can be used to generate Langmuir-Blodgett multilayers is $[\text{CH}_3 (\text{CH}_2)_n\text{COO}]_2\text{Pb}$. The d-spacing in the LB multilayer is approximately given by $2.50 (n + 4)$ Å (20). We have constructed multilayers in the $n = 10$ to 28 range with 2$d$ values of 70 to 160 Å.
In order to fit the MDP analytical description to the experimental LB multilayer reflectivity we may adjust \( f \) and \( F \) by slightly varying the area density, \( m, \) (= \( 1/A_0 \), \( A_0 \) the molecular cross-section) and the fraction, \( \alpha \), of the fatty acid molecules which have chemically combined with the lead ions to form the lead salt. It is easily shown that the latter adjustment is obtained by simply multiplying the scattering factor, \( f_{Pb} \), for the lead atom by \( \alpha \) where it appears in the calculation for \( f \) and \( F \) (\( \alpha = 1 \) and \( A_0 = 20.5 \) \( \text{Å}^2 \), nominally). Again, the parameters \( A_0 \) and \( \alpha \) are varied to obtain the "best fit" of the MDP results for the integrated reflectivities, \( R \), at the first three diffraction orders (when present) and at several photon energies.

In Table 3 and in the associated Fig. 12 we present a detailed characterizations of a "state of the art" lead stearate analyzer (21). Also shown in these plots are the experimental measurements for \( R, P, \omega, \) and \( E/\Delta E \) at the three photon energies, 192.6 eV, 930 eV and 1487 eV.

<table>
<thead>
<tr>
<th>( E(\text{eV}) )</th>
<th>( \theta_c(\text{mrad}) )</th>
<th>( \theta_p(\text{mrad}) )</th>
<th>( R(\text{mrad}) )</th>
<th>( P(%) )</th>
<th>( \omega(\text{mrad}) )</th>
<th>( \Delta E(\text{eV}) )</th>
<th>( E/\Delta E )</th>
<th>( \lambda(\text{Å}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
</tr>
<tr>
<td>200</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
</tr>
<tr>
<td>300</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
<td>185.0</td>
<td>175.0</td>
<td>150.0</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 12. Plots for the integrated reflectivity, \( R(\text{mrad}) \), peak reflectivity, \( P(\%) \), \( \omega(\text{mrad}) \) and \( E/\Delta E \) for the lead stearate molecular multilayer as characterized in Table 3. Experimentally determined points are also indicated here as for Fig. 9.
C. Reflectivity at Small Angles

In order to calculate the reflectivity at small angles, as noted earlier, we apply our MDP calculation for the region approaching $\theta$ equal to zero by setting $m \approx 2d \sin \theta_0 / \lambda$ equal to zero. For this small angle region of essentially only forward scattering, the values of the average scattering factor, $\bar{f}$, and the unit cell structure factor, $F$, approach the same value, and the DP parameters, $\sigma$ and $s$, become essentially equal in this Fresnel reflection region. In this region the Darwin-Prins model and our Modified Darwin-Prins model can be easily shown to yield the Fresnel reflection equation depending only upon the optical constants, $\delta$ and $\beta$, providing that we make the substitutions for the average atomic scattering factor terms, $\bar{f}_1$ and $\bar{f}_2$, using the following relations:

$$\delta = \left( -\frac{r_o^2 \lambda^2}{2d} \right) \bar{f}_1$$
$$\beta = \left( -\frac{r_o^2 \lambda^2}{2d} \right) \bar{f}_2$$

(20)

where $r_o$ is the classical electron radius. These indeed are the usual equations relating the macroscopic optical constants, $\delta$ and $\beta$, to the atomic scattering parameters (e.g. see 9, 10, 15, 19).

Even at larger angles than those usually associated with a "total reflection" region, the Fresnel equation predicts a reflection tail which can be shown in this limit to become

$$I_{\text{Fresnel}} \approx \frac{\delta^2 + \beta^2}{4 \sin^2 \theta} \quad \text{for } \theta \gg \sqrt{\frac{2 \delta}{4 \sin^2 \theta}}$$

(21)

In practice, this tail can be measured directly in the absence of any significant Bragg reflected lines. When the amplitude of a Bragg reflection is imposed, a distortion of this tail occurs as is illustrated in the measured spectra shown in Fig. 13 for two cases, with a first order diffracted line near and removed from the region of total reflection.

Figure 13. Illustrated here is the low-angle distortion of a spectral line that appears in the small-angle reflection region. Experimental spectra from W/C multilayers: (A) $2d = 200$ A at Cu-L (13.3 A/930 eV) and (B) $2d = 70$ A at Al-K (8.34 A/1487 eV).
reflection. As may be noted, the principal effect upon the shape of the diffraction line as it approaches the total reflection region is to distort the low angle side of the diffraction profile. It is for this reason that we have chosen as our definition for the measurement of the integrated reflectivity, $R$, and of the FWHM, $\omega_x$, to measure only the area from the peak position on the large angle side (a range of 3 $\omega_x$) and the associated one-half width, which values are then doubled to define $R$ and $\omega_x$. By this procedure, these values are different from those determined from the total profile only in the angles of Bragg diffraction near the total reflection region. We believe this definition of $R$ and $\omega$ for the small angle region to be improved by this procedure as well as the speed of their computation.

It should be noted here that generally, for an optimized spectral measurement, a multilayer should be chosen with a 2$d$-value that places the spectrum at large Bragg angles. It is for these angles that the effect of the Fresnel reflection tail (combined effect for all wavelengths present) is minimized and maximum peak-to-background ratios are obtained. Also, for the larger angles of Bragg diffraction, the spectral resolution is less affected by the instrumental resolution which is usually fixed by sensitivity requirements and is angle-independent. The dispersion and the natural analyzer FWHM increase with the angle of diffraction.

The background enhancement at small angles is generally greater for the sputtered/evaporated multilayers as compared to that for the molecular multilayers because of their appreciably higher density and correspondingly higher $\delta$ and $\beta$ values. This is illustrated in the measured spectra of Fig. 14 for the M-series of Molybdenum (the principal line, $M_\alpha$, is at 64.4 A/192.6 eV.) These spectra are measured

<table>
<thead>
<tr>
<th>TUNGSTEN-CARBON</th>
<th>LEAD LIGNOCERATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2d = 132$ A</td>
<td>$2d = 129$ A</td>
</tr>
<tr>
<td>$E/\Delta E = 15.4$</td>
<td>$E/\Delta E = 96$</td>
</tr>
</tbody>
</table>

1. C-K$\alpha$ (44.7 A)
2. Mo-$M_{\alpha}, V-O_{111}$ (54.8 A)
3. Mo-$M_\alpha$ (64.4 A)

Figure 14. Comparing the experimental spectra for the Molybdenum-M series lines as measured with a sputtered W/C multilayer and with a molecular lead lignocerate multilayer, each of $2d = 130$ A.
with multilayers of the same 2d-values (= 130 Å) of sputtered, tungsten/carbon and of the molecular lead lignocerate. Both were of effectively infinite thickness for this wavelength region. Comparative spectra as those shown in Fig. 14 usually demonstrate that the molecular multilayers of the same 2d-value have similar absolute peak reflectivities, higher resolving power and appreciably lower integrated reflectivities than do the higher higher density, sputtered/evaporated multilayer systems.

V. SUMMARY

A simple and accurate analytical model for the multilayer analyzer has been developed which can be effectively applied for the design, optimization and application of multilayers in absolute x-ray spectrometry. It may be applied for (1) finite systems of N layers and (2) for the low-energy as well as for the conventional x-ray region (100-10,000 eV). The structural detail of the multilayer is defined by a unit cell which, in turn, allows a determination of the model parameters which are the average scattering factor, \( f \), and of the structure factor, \( F \), by simple mathematical formulae. These parameters along with \( m \), the area density of the unit cells, are the only material parameters that are required for the MDP description.

By fitting the MDP model to the experimental measurements, as described here, we are able (1) to obtain a detailed analytical characterization of a given multilayer analyzer as based upon measurements at only a few photon energies, and (2) to gain some important insights as to the structure of the multilayer.

We are looking forward to improving the overall accuracy of the characterization procedures described here as we obtain multilayers of higher perfection, and more accurate photoabsorption data which are needed for the determination of the atomic scattering factors.

APPENDIX A - MDP FINITE MULTILAYER MODEL DERIVATION

As noted above, the Darwin-Prins (DP) solution for the ratio of the amplitude reflected to that incident, \( S_0/T_0 \), at the vacuum interface of a semi-infinite multilayer also established that the phase and effective attenuation of the net amplitude for a wave propagating into the semi-infinite crystal through N layers may simply be expressed as \( T_0 x^N \), \( x \) being given by the relation,

\[
x = (-1)^N \exp(-\eta) \quad \text{where} \quad \eta = \pm \sqrt{s^2 - (\sigma + \xi)^2}
\]
and is the result of the effects of all possible multiple reflections and transmissions occurring within the semi-infinite multilayer. (The + or - sign for $\eta$ is chosen by the requirement that its real part be positive.)

The amplitude reflection ratio at the $N$th layer, corresponding again to a boundary at an infinitely deep crystal, must also be $S_0/T_0$ and therefore the upward propagating wave amplitude at the $N$th layer must be $S_0x^{N}$ as depicted in Fig. A1 (A). In order to obtain the reflection ratio for a finite multilayer of $N$ layers we need to eliminate the boundary condition of an effect of the wave interaction of the infinite multilayer below the $N$th layer. Let us reverse the roles of downward and upward waves in Fig. A1 (A) by inverting the reflection geometry of (A) as shown in (B). Now by multiplying each boundary wave amplitude indicated in (B) by the same constant factor, $S_0x^{N}/T_0$, we obtain another consistent set of values for the boundary wave amplitudes, as depicted in (C), with an incident wave from below of amplitude $S_0x^N$ and which is equal to that in (A).

We now subtract, by a superposition, the two boundary wave solutions depicted in (A) and (C), obtaining the corresponding boundary amplitudes indicated in (D) and with the net upward propagating wave at the lower boundary equal to zero, the required boundary condition for the finite crystal of $N$ layers.

Finally, by dividing each amplitude in (D) by the incident amplitude, $T_0(1-(S_0/T_0)^2)x^{2N}$ we obtain the amplitude ratio for finite multilayer reflection and for finite multilayer transmission as was given in Eq. (4) and (5), viz.,

$$S_{0N}/T_0 = (S_0/T_0) (1-x^{2N})/(1-(S_0/T_0)^2x^{2N})$$

and

$$T_{0N}/T_0 = [1-(S_0/T_0)^2]x^{N}/(1-(S_0/T_0)^2x^{2N})$$
These analytical results combined with Eq. (1) above are accurate, adaptable and with an appreciably higher computational speed and ease of programming than that of the usual optical E&M (OEM) methods and may be applied with a small laboratory computer having complex number arithmetic capability.

The equivalence of the MDP and the OEM models for low energy x-rays has been demonstrated here by detailed comparisons plots (shown in Figs. 3-5). In recent reports by Lee (22) and by Perkins and Knight (23) the equivalence of the DP difference equation and the OEM approaches has been demonstrated by a formal rewriting of the latter into closed form. We are pleased to note that coincident with our presentation of the above derivation of the MDP results, Eqs. (4) and (5), Spiller and Rosenbluth (24) have presented their derivation of the same relations as developed from the OEM solution (see their Eqs. A13 and A14).

This MDP, phenomenological description which we have presented here can effectively provide the basis for a better understanding of the physical nature of multilayer reflection.

Finally, as noted earlier, we believe that our MDP model is more accurate at the higher photon energies (> 1000 eV) than the OEM model which does not include the angle-dependence of the scattered wave amplitudes which may be large for the shorter x-ray wavelengths. As discussed earlier, it is straightforward to distinguish between forward and 2φ-scattering in the MDP solution by inserting angle-dependent atomic scattering factors using a simple form factor correction (15).
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