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Abstract

In 1982–83, E. Nochka proved a conjecture of Cartan on defects of holomorphic curves in \( \mathbb{P}^n \) relative to a possibly degenerate set of hyperplanes. This was further explained by W. Chen in his 1987 thesis, and subsequently simplified by M. Ru and P.-M. Wong in 1991. The proof involved assigning weights to the hyperplanes. This paper provides further simplification of the proof of the construction of the weights, by bringing back the use of the convex hull in working with the “Nochka diagram.”
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1 Introduction

In 1982 and 1983, E. Nochka proved a conjecture of Cartan on defects of holomorphic curves in \( \mathbb{P}^n \) relative to a possibly degenerate set of hyperplanes. This was further explained by W. Chen in his thesis [C], and subsequently simplified by M. Ru and P.-M. Wong [R-W]. Ru and Wong also carried over the proof to the number field case, giving an extension of Schmidt’s Subspace Theorem.

In addition, Nochka recently published his original proof [Noc]. In that paper it is implicit but clear that he is using a convex hull of a collection of points in the “Nochka diagram,” but this is not so clear in [R-W]. On the other hand,
the Ru-Wong proof avoids Nochka’s “triangle inequalities” and the definitions that they require.

This paper provides some further simplifications of the work of Nochka and others, consisting of combining the simplifications of [R-W] with explicit use of a convex hull in defining the Nochka polygon, as in [V 1]. This proof also rewords the combinatorics to use linear subspaces of \( \mathbb{P}^n \) instead of sets of hyperplanes (motivated by Shiffman’s [S] rephrasing of [R-W] Thm. 2.2).

This paper only addresses the proof of the existence of the Nochka weights (the “Main Theorem”). For details on the remainder of Nochka’s proof, see [R-W]; simplified versions are also given in [S] and [V 2].

Let \( H_1, \ldots, H_q \) be hyperplanes in \( \mathbb{P}^k \), not necessarily distinct, but in \( n \)-subgeneral position; i.e., there exists an embedding of \( \mathbb{P}^k \) as a linear subspace of \( \mathbb{P}^n \) and (distinct) hyperplanes \( H'_1, \ldots, H'_q \) in general position in \( \mathbb{P}^n \) such that \( H_i = H'_i \cap \mathbb{P}^k \) for all \( i \).

Nochka’s theorem on the construction of Nochka weights is then:

**Main Theorem.** If \( q > 2n - k + 1 \) then there exist weights \( \omega_1, \ldots, \omega_q \in \mathbb{R} \) such that

(i) \( \omega_i \geq 0 \) for all \( i \);
(ii) \( \omega_i \leq \tau \) for all \( i \), where

\[
\tau = \frac{\sum_{i=1}^{q} \omega_i - k - 1}{q - 2n + k - 1};
\]

and

(iii) for any nonempty \( L \subseteq \mathbb{P}^k \),

\[
\sum_{\{i: H_i \supseteq L\}} \omega_i \leq \text{codim } L .
\]

This then implies the following theorem [R-W] Thm. 3.5 (and its counterpart in Nevanlinna theory).

**Theorem 1.2.** Let \( F \) be a number field, let \( H_1, \ldots, H_q \) be hyperplanes in \( \mathbb{P}^k_F \) in \( n \)-subgeneral position (not necessarily distinct), and let \( \epsilon > 0 \). Then there is a finite collection of proper linear subspaces of \( \mathbb{P}^k \) such that

\[
\sum_{i=1}^{q} m(P, H_i) \leq (2n - k + 1 + \epsilon) h(P)
\]

for all \( P \in \mathbb{P}^k(F) \) not lying in one of the linear subspaces.
2 The Nochka Diagram

Before giving the proof of the Main Theorem, we first describe the Nochka diagram of [R-W], and prove a lemma about the subspaces occurring in it.

For linear subspaces \( L \subseteq \mathbb{P}^k \), define
\[
\alpha(L) = \# \{ i : H_i \supseteq L \}
\]
and recall that \( \text{codim} \ L \) denotes the codimension of \( L \) in \( \mathbb{P}^k \); i.e., \( \text{codim} \ L = k - \dim L \). Also, by convention, let \( \text{codim} \emptyset = k + 1 \). For linear subspaces \( L \subseteq \mathbb{P}^k \) let
\[
P(L) = (\alpha(L), \text{codim} L) \in \mathbb{R}^2.
\]
By \( n \)-subgeneral position, \( P(L) \) lies above the line \( \ell \) of slope 1 passing through the point \((n,k)\) for all nonempty \( L \); in other words,
\[
(2.1) \quad \alpha(L) \leq \text{codim} L + n - k
\]
for all \( L \neq \emptyset \).

Let \( X \) be the point \((2n-k+1,k+1)\), and let \( P_0, \ldots, P_s, X \) be the lower convex hull of the set
\[
\{ P(L) : \emptyset \neq L \subseteq \mathbb{P}^k \} \cup \{ X \},
\]
in order of increasing \( x \)-coordinate. For \( j = 0, \ldots, s \) let \( L_j \) be a linear subspace in \( \mathbb{P}^k \) such that \( P(L_j) = P_j \). Let \( P_{s+1} = X \) and \( L_{s+1} = \emptyset \), and note that \( P(L_{s+1}) \neq P_{s+1} \). Also, \( P_0 = (0,0) \) and \( L_0 = \mathbb{P}^k \).

![Fig. 1. A typical Nochka diagram](image)

The following is motivated by [R-W], Prop. 2.1.
Lemma 2.2. For \( j = 0, \ldots, s \), \( L_j \supseteq L_{j+1} \).

Proof. The case \( j = s \) is trivial, so we may assume that \( j < s \).

Note that \( P_0, \ldots, P_s \) must lie below the line \( OX \) in the above Nochka diagram; since they also must lie to the left of the line \( \ell \), they must therefore lie below and to the left of the point \( W = ((2n - k + 1)/2, (k + 1)/2) \). In particular, \( \text{codim } L_j \leq (k + 1)/2 \). (This is a determining factor in the placement of \( X \).) Also \( \text{codim } L_{j-1} < (k + 1)/2 \), so \( \text{codim}(L_{j-1} \cap L_j) < k + 1 \); in particular, \( L_{j-1} \cap L_j \neq \emptyset \).

We now use the facts that

\[
\alpha(L_j + L_{j+1}) + \alpha(L_j \cap L_{j+1}) \geq \alpha(L_j) + \alpha(L_{j+1})
\]

and

\[
\text{codim}(L_j + L_{j+1}) + \text{codim}(L_j \cap L_{j+1}) = \text{codim } L_j + \text{codim } L_{j+1}.
\]

It follows that at least one of the points \( P(L_j + L_{j+1}) \) or \( P(L_j \cap L_{j+1}) \) lies below or on the line \( P_j P_{j+1} \). By construction it therefore follows that \( P(L_j + L_{j+1}) = P(L_j) \) or \( P(L_j \cap L_{j+1}) = P(L_{j+1}) \); hence \( L_j + L_{j+1} = L_j \) or \( L_j \cap L_{j+1} = L_{j+1} \). Either of these conditions implies that \( L_j \supseteq L_{j+1} \). \( \square \)

3 Proof of the Main Theorem

We are now ready to prove the Main Theorem.

Proof of Main Theorem. By Lemma 2.2 we may define \( \omega_i \) to be the slope of \( P_{j-1}P_j \) for the smallest value of \( j \) such that \( H_i \supseteq L_j \). Then condition (i) is trivially satisfied.

Let \( \sigma \) be the slope of the line \( P_s P_{s+1} \); then condition (ii) is equivalent to the condition \( \sigma \leq \tau \). But

\[
\sum_{i=1}^{q} \omega_i = \sum_{\{i: H_i \supseteq L_s\}} \omega_i + \sum_{\{i: H_i \nsubseteq L_s\}} \omega_i
\]

\[
= \text{codim } L_s + \alpha(q - \alpha(L_s))
\]

\[
= \text{codim } L_s + \sigma(2n - k + 1 - \alpha(L_s)) + \sigma(q - 2n + k - 1)
\]

\[
= \text{codim } L_s + (k + 1 - \text{codim } L_s) + \sigma(q - 2n + k - 1)
\]

\[
= k + 1 + \sigma(q - 2n + k - 1).
\]

Thus, in fact, \( \sigma = \tau \).
We now show condition (iii). The proof is broken into two cases.

**Case I:** $L \cap L_s = \emptyset$. In this case we have

\[
\text{(3.1) } \text{codim } L + \text{codim } L_s \geq k + 1 .
\]

By (2.1) applied to $L_s$, (3.1), and (2.1) applied to $L$, we then have

\[
\frac{1}{\sigma} = \frac{2n - k + 1 - \alpha(L_s)}{k + 1 - \text{codim } L_s} \\
\geq \frac{n + 1 - \text{codim } L_s}{k + 1 - \text{codim } L_s} \\
= 1 + \frac{n - k}{k + 1 - \text{codim } L_s} \\
\geq 1 + \frac{n - k}{\text{codim } L} \\
= \frac{\alpha(L)}{\text{codim } L} .
\]

Thus

\[
\sum_{\{i: H_i \supseteq L\}} \omega_i \leq \sigma \alpha(L) \leq \text{codim } L .
\]

**Case II:** $L \cap L_s \neq \emptyset$. We show, by induction on $j$, that if $L \supseteq L_j$ then (1.1) holds. The case $j = s + 1$ implies condition (iii). If $j = 0$ then this claim is trivial.

Suppose now that $L \supseteq L_j$ and that (1.1) holds for $L + L_{j-1}$:

\[
\text{(3.2) } \sum_{\{i: H_i \supseteq L + L_{j-1}\}} \omega_i \leq \text{codim}(L + L_{j-1}) .
\]

Let $\sigma_{j-1}$ denote the slope of the line $P_{j-1}P_j$. Since $L \cap L_{j-1} \supseteq L \cap L_s \neq \emptyset$ by assumption, the point $P(L \cap L_{j-1})$ lies on or above the line $P_{j-1}P_j$. Thus

\[
\text{codim}(L \cap L_{j-1}) \geq \text{codim}(L_{j-1}) \geq \sigma_{j-1}(\alpha(L \cap L_{j-1}) - \alpha(L_{j-1})) \\
= \sum_{\{i: H_i \supseteq L \cap L_{j-1} \text{ and } H_i \nsubseteq L_{j-1}\}} \omega_i \\
\geq \sum_{\{i: H_i \supseteq L \cap L_{j-1}\}} \omega_i - \sum_{\{i: H_i \supseteq L_{j-1}\}} \omega_i ,
\]

where the second step uses the assumption that $L \supseteq L_j$.

We also have

\[
\sum_{\{i: H_i \supseteq L\}} \omega_i + \sum_{\{i: H_i \supseteq L_{j-1}\}} \omega_i \leq \sum_{\{i: H_i \supseteq L + L_{j-1}\}} \omega_i + \sum_{\{i: H_i \supseteq L \cap L_{j-1}\}} \omega_i .
\]
and
\[ \text{codim } L + \text{codim } L_{j-1} = \text{codim}(L + L_{j-1}) + \text{codim}(L \cap L_{j-1}) . \]

Therefore (3.2) and (3.3) give
\[
\text{codim } L = \text{codim}(L + L_{j-1}) + \text{codim}(L \cap L_{j-1}) - \text{codim } L_{j-1} \\
\geq \sum_{\{i: H_i \supseteq L + L_{j-1}\}} \omega_i + \sum_{\{i: H_i \supseteq L \cap L_{j-1}\}} \omega_i - \sum_{\{i: H_i \supseteq L_{j-1}\}} \omega_i \\
\geq \sum_{\{i: H_i \supseteq L\}} \omega_i .
\]

This gives (1.1) and therefore the theorem is proved. \(\square\)

**Remark 3.4.** The Main Theorem is usually stated with the additional condition \(\tau \leq (k + 1)/(n + 1)\). This is easy to see from the Nochka diagram, since the line from the point \((n - k, 0)\) (where \(\ell\) meets the \(x\)-axis) to \(X\) has slope \((k + 1)/(n + 1)\). By a careful examination of Nochka’s proof, however, N. Toda [Nog], p. 340 has noted that this can be improved to \(\tau \leq k/n\). To see this using the present proof, let \((x, y)\) be the coordinates of \(P_s\); then Toda’s condition is equivalent to
\[
(3.4.1) \quad \frac{k + 1 - y}{2n - k + 1 - x} \leq \frac{k}{n} .
\]
By (2.1), we have
\[ kx - ky \leq k(n - k) , \]
and the fact that \(y \geq 1\) gives
\[ -(n - k)y \leq -(n - k) . \]
Adding these two inequalities then gives
\[ kx - ny \leq (k - 1)(n - k) , \]
which is equivalent to (3.4.1).
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