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ABSTRACT

In Part I, guided ion beam mass spectrometry is used to study the ion - molecule reactions O$^+$(4S) + H$_2$ (D$_2$, HD), O$^+$(4S) + N$_2$, C$^+$($^2$P) + O$_2$ and C$^+$($^2$P) + N$_2$. Integral reaction cross sections are measured as a function of kinetic energy in the center-of-mass frame. Reaction mechanisms and dynamics are examined, and the results are compared to the predictions of phase space theory. In some cases, thermochemistry for neutral and ionic species is derived.

In Part II, photoabsorption cross sections are measured for peroxydisulfuryl difluoride, (FSO$_3$)$_2$, and the fluorosulfate radical, FSO$_3$. Photoabsorption cross sections of nitrosyl fluoride, FNO, are also measured, and the FNO absorption spectrum is analyzed and assigned. Spectral results for FNO are compared to the predictions of ab initio calculations and to those obtained for the isoelectronic compound HONO.
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Chapter One

Experimental Techniques

1.1 GENERAL

Since the apparatus used in these investigations has been described in detail elsewhere,\textsuperscript{1,2} only a brief description is given here. Ground state O\textsuperscript{+} and C\textsuperscript{+} ions are produced in a source discussed below. The ions are extracted from the source, focused by a series of electrostatic lenses, and accelerated for mass analysis in a magnetic momentum analyzer. After mass selection, the ion beam is decelerated to the desired kinetic energy and focused into an octopole ion beam guide. This device uses rf fields to create a potential well in the radial direction without altering the axial motion of the ions. The octopole guides the ion beam through an interaction region containing the reactant gas. Use of the octopole insures that both reactant and product ions are efficiently collected. All trapped ions are extracted from the octopole, focused into a quadrupole mass filter for mass analysis, and then detected by a Daly type\textsuperscript{3} secondary electron scintillation detector. A DEC MINC computer controls the apparatus and automates data acquisition. Raw ion intensities are converted to absolute reaction cross sections as described previously.\textsuperscript{1,2} These cross sections are corrected for random counting noise and for reactions which occur outside the gas cell. Overall, the absolute magnitudes of the cross section measurements are estimated to be accurate to ±20\%. 
Reactant gas pressures within the interaction region are measured with a capacitance manometer, and are typically within the range 0.01 - 0.50 mTorr. This is sufficiently low that secondary ion - molecule collisions are relatively improbable. However, "single collision" conditions are not strictly applicable because there is always a finite probability of an incident ion encountering more than one neutral molecule as it passes through the reaction cell. Cross sections measured for \( \text{O}^+(4S) + \text{N}_2 \) (Chapter 3) and \( \text{C}^+(2P) + \text{N}_2 \) (Chapter 5) are independent of pressure, as expected for processes due to a single ion - molecule collision. In contrast, cross sections measured for \( \text{O}^+(4S) + \text{H}_2 \) (Chapter 2) and \( \text{C}^+(2P) + \text{O}_2 \) (Chapter 4) display slight pressure dependencies, indicating the presence of multiple collisions. To overcome this difficulty, cross section measurements for these latter two systems are made over a range of reactant gas pressures and then extrapolated to zero pressure to obtain the true "single collision" cross sections. (Additional discussion on the topic of multiple collisions in the reaction cell is presented in Chapters 2 and 4.)

1.2 KINETIC ENERGIES

Unless stated otherwise, all energies quoted in Part I of this dissertation correspond to the center-of-mass (c.m.) interaction energy, \( E_0 \), which for a stationary target is related to the laboratory ion energy by equation (1.1),

\[
E_0 = E_{lab} \cdot M/(m + M)
\]  

where \( M \) is the mass of the neutral target molecule and \( m \) is the mass of the incident ion. To determine the absolute zero and distribution of the ion energy, a retarding
field analysis is used in which the dc potential of the interaction region is swept through the nominal ion energy zero (i.e. the potential of exit plate of the drift cell ion source, discussed below). Since the interaction region and the energy analysis region are physically the same, this method avoids ambiguities resulting from space charge effects, contact potentials, and focusing aberrations. For the O\textsuperscript{+} beams used in Chapters 2 and 3, the derivative of the retarding field analysis curve is very close to a Gaussian distribution. The true ion beam energy zero is taken as the peak of this distribution, which typically has a full width at half maximum (FWHM) of 0.30 to 0.35 eV in the laboratory frame.\textsuperscript{5,7} For the C\textsuperscript{+} beams used in Chapter 5 (C\textsuperscript{+}(\textsuperscript{3}P) + N\textsubscript{2}), the derivative distribution is also Gaussian, but the FWHM is a somewhat broader 0.50 eV lab.\textsuperscript{6} For the C\textsuperscript{+} beams used in Chapter 4 (C\textsuperscript{+}(\textsuperscript{3}P) + O\textsubscript{2}), the distribution is slightly non-Gaussian and the true ion beam energy zero is taken as the 50\% fall-off point of the distribution. The typical FWHM measured for these non-Gaussian C\textsuperscript{+} beams is approximately 0.50 eV lab.\textsuperscript{8} The absolute uncertainty in the energy scale for all measurements presented here is estimated to be $\pm 0.05$ eV in the laboratory frame.

At the very low energies in the fall-off region of the retarding analysis curve, the slower ions are truncated from the distribution. This produces a narrowing of the ion energy distribution at these low energies and makes it possible to extend the energy range for cross section measurements to below one FWHM of the beam energy spread. This procedure has been described in detail elsewhere.\textsuperscript{1,2} It should be
noted, however, that the uncertainties in the energies in this region are larger than those at higher energies.

1.3 O⁺(⁴S) ION SOURCE

Atomic oxygen ions are produced by electron impact (EI) ionization of CO₂ at electron energies (Eₑ) of 70 - 100 eV. According to Hughes and Tieman,⁹ a beam of O⁺ produced from CO₂ at Eₑ = 60 eV consists of approximately 96% ground state (⁴S) and 4% excited states (⁵D and higher). At the higher Eₑ's used in these experiments, the fraction of excited state O⁺ initially present in the beam could be somewhat larger. If molecular oxygen is used as the source gas in place of CO₂, then the percentage of excited state O⁺ produced by 60 eV EI rises to 28%.⁹,¹⁰ This makes O₂ a less attractive source gas for production of O⁺(⁴S) than CO₂; however, O₂ is used as the source gas for experiments which test the effectiveness of the state selection process described below.

To remove the excited state ions produced by EI, the O⁺ beam is injected into a high pressure drift cell containing molecular nitrogen as a bath gas. The drift cell is similar in design to the one described by Bowers and coworkers¹¹ and has been described in detail in a previous report.¹² In the drift cell, the ions undergo multiple collisions with the bath gas while under the influence of a weak electric field. The approximate residence time of the ions in the drift cell is given by equation (1.2),

\[ \tau = \frac{Z}{KE} \]  

(1.2)
where K is the ion mobility in cm$^2$ V$^{-1}$ s$^{-1}$, Z is the drift distance (2 cm), and E is the electric field strength (2.5 V cm$^{-1}$). The ion mobility can be calculated from equation (1.3),

$$K = K_0(760/P)(T/273.16)$$

(1.3)

where $K_0$ is the reduced mobility, P is the pressure of the bath gas in Torr, and T is the temperature of the gas (300 K). Although the reduced mobility of O$^+$ in nitrogen has not been measured directly, the reduced mobilities for ions similar in mass to oxygen range from 2 - 3 cm$^2$ V$^{-1}$ s$^{-1}$. At a pressure of 0.150 Torr, this corresponds to $\tau = 50 - 70 \mu$s. The average number of collisions experienced by an ion traversing the cell can be obtained by multiplying the residence time of the ion by the rate constant for the collision process and the bath gas density. If one assumes the collisional rate constant predicted by the Langevin-Gioumousis-Stevenson model,$^{14}$

$$k_{LGS} = 2\pi e(\alpha/\mu)^{1/2}$$

(1.4)

where $e$ is the electronic charge, $\mu = mM/(m + M)$ is the reduced mass, and $\alpha(N_2) = 1.74 \text{ A}^3$ is the polarizability of the nitrogen molecule,$^{15}$ then the collision rate is $9.7 \times 10^{-10}$ cm$^3$ s$^{-1}$ and O$^+$ undergoes between 200 and 350 collisions as it passes through the cell.

Besides translationally thermalizing the ions in the beam, these collisions remove the two metastable, electronically excited states of oxygen ion initially present, O$^+$(2D) and O$^+$(2P). The 2D state (3.3 eV above the ground state) has a radiative lifetime of 3.6 hours and is removed via reaction (1.5) at a rate about 1/6 that given by equation (1.4).$^{16}$ The 2P state (5.0 eV above the ground state) has a
radiative lifetime of 4.57 s and is removed via charge transfer with N₂, reaction (1.6), or the quenching process, reaction (1.7). This latter process occurs at a rate about half the LGS limit, equation (1.4), while the rate for reaction (1.6) is an order of magnitude slower. Ground state O⁺ is also lost via reactions (1.8) and (1.9), but the efficiency of these processes is approximately 100 times less than that for removal of the excited state ions. The overall effect is thus a drastic reduction in the amount of excited state O⁺ in the beam.

To determine the effectiveness of the state selection process, the charge transfer reaction of O⁺ with N₂ is monitored in the main chamber as a function of kinetic energy. Since the ground state reaction, process (1.9), is endothermic by 1.96 eV and the excited state reactions, processes (1.5) and (1.6), are exothermic by 1.36 and 3.06 eV, respectively, if they produce N₂⁺ in the X²Σ⁺ ground state, or by 0.20 and 1.90 eV if they produce the N₂⁺(A²Π₁,0) first excited state, the presence of O⁺(2D) or O⁺(2P) in the beam can be easily detected by the formation of N₂⁺ at low interaction energies. This is shown graphically in Figure 1-1. As the pressure in the drift cell is increased, production of N₂⁺ decreases. At drift cell pressures of 0.070 Torr or higher, low energy production of N₂⁺ is no longer discernable from random
background noise, but above 2 eV the cross section for the reaction of O\(^+\)\(^{4}\text{S}\) is clearly visible. For a beam initially consisting of 30% excited state \(^{2}\text{D}\) and \(^{2}\text{P}\) ions, a rigorous upper limit of 0.06% can be placed on the total amount of excited state O\(^+\) present after state selection at P(N\(_2\)) = 70 mTorr by assuming that the baseline scatter at low energies results exclusively from reactions (1.5) and (1.6). To ensure that excited states are completely eliminated, the ion source conditions used in the Chapters 2 and 3 differ from those of Figure 1-1 in two respects. First, drift cell pressures are maintained at 0.150 ± 0.010 Torr, more than twice the maximum shown in Figure 1-1. This minimizes the effect of minor pressure fluctuations within the drift cell on the state selection process, and further insures that the excited state ions are completely removed. Second, CO\(_2\) is used as the source gas so that fewer excited state ions are initially present.\(^9\) Thus, the actual percentage of excited state ions in beams produced under these operating conditions is probably far below 0.06%.

1.4 C\(^+\)\(^{2}\text{P}\) ION SOURCE

Ground state atomic carbon ions are produced in the same high-pressure drift cell\(^12\) used to remove excited state O\(^+\) ions.\(^17\) Electrons are injected at a kinetic energy of approximately 75 eV into the 2 cm drift region, which contains 0.150 Torr of CO gas. The C\(^+\) ions formed by electron-impact ionization undergo numerous collisions with the CO bath gas while being drawn through the drift cell by an electric field of \(-1\) V cm\(^{-1}\). According to the same type of analysis used above for O\(^+\),
these conditions will cause each C\(^+\) ion to experience \(\sim 700\) collisions as it passes through the cell. These collisions serve to thermalize the ions, removing any excited states initially present. The ions drift to the end of the cell, where they are extracted through a 1 mm diameter exit aperture into the mass selection region of the apparatus.

To test for the presence of excited state C\(^+\) ions, the reaction C\(^+\) + D\(_2\) \rightarrow CD\(^+\) + D is monitored in the main chamber as a function of kinetic energy. Since the reaction of the ground state ion, process (1.10), is endothermic by 0.43 eV and the reaction of the first excited state, process (1.11), is exothermic by -4.90 eV, the

\[
\begin{align*}
C^+(^3P) + D_2 &\rightarrow CD^+ + D \quad (1.10) \\
C^+(^4P) + D_2 &\rightarrow CD^+ + D \quad (1.11)
\end{align*}
\]

presence of excited state ions in the beam is easily detected by the cross section behavior at low kinetic energies.\(^{12}\) This diagnostic technique is used to ensure that the carbon ion beams produced in the high pressure sources contain no excited state contamination.
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4. At the low pressures of the present study, the probability of a $j$th order collision is given by $(n \cdot \ell \cdot \sigma_{LGS})^j$, where $n$ is the number density of the neutral target molecule, $\ell$ is the length of the interaction region (8.6 cm), and $\sigma_{LGS}$ is the ion - molecule collision cross section predicted by the Langevin-Gioumousis-Stevenson model.


Figure 1-1. Cross sections for the charge transfer reaction of $O^+$ with $N_2$ as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The $O^+$ is generated by electron impact ionization of $O_2$ at 70 eV. Results are shown for four different nitrogen pressures in the drift cell.
Chapter Two

Kinetic Energy Dependence of $\text{O}^+(4S) + \text{H}_2 (\text{D}_2, \text{HD})$

2.1 INTRODUCTION

Considering the amount of attention focused upon most ion - molecule reactions of possible astrophysical significance, the reactions of ground state atomic oxygen ion with molecular hydrogen and its isotopic variants, processes (2.1), (2.2), and (2.3), have received relatively little attention from kineticists. The handful of

\[
\begin{align*}
\text{O}^+(4S) + \text{H}_2 & \rightarrow \text{OH}^+ (3\Sigma^+) + \text{H} \quad \Delta H^o = -0.54 \text{ eV} \\
\text{O}^+(4S) + \text{D}_2 & \rightarrow \text{OD}^+ (3\Sigma^+) + \text{D} \quad \Delta H^o = -0.51 \text{ eV} \\
\text{O}^+(4S) + \text{HD} & \rightarrow \text{OH}^+ (3\Sigma^+) + \text{D} \\
& \rightarrow \text{OD}^+ (3\Sigma^+) + \text{H} \quad \Delta H^o = -0.55 \text{ eV}
\end{align*}
\]

experimental studies of reactions (2.1) - (2.3) which have been published in the literature currently consist of the differential cross section studies of Gillen, Mahan, and Winn (GMW), the ion beam and luminescence measurements of Harris and Leventhal, and a variety of rate constant determinations. That relatively few experiments have been performed on reactions (2.1) - (2.3) is especially noteworthy in light of the large amount of work done on similar ion - molecule systems such as

$\text{O}^+ + \text{N}_2 \rightarrow \text{NO}^+ + \text{N}^{11}$ and $\text{Ar}^+ + \text{H}_2 \rightarrow \text{ArH}^+ + \text{H}$.12

A general estimate of the magnitudes and energy dependences of the total reaction cross sections for processes (2.1) - (2.3) can be obtained from the Langevin-
Gioumousis-Stevenson (LGS) model for exothermic ion - molecule reactions.\textsuperscript{13} This is given by equation (2.4),

$$\sigma_{\text{LGS}}(E) = \pi e (2\alpha/E)^{1/2}$$ (2.4)

where $\sigma_{\text{LGS}}$ is the reaction cross section, $E$ is the interaction energy of the reactants, $e$ is the charge of the electron, and $\alpha$ is the polarizability of the target molecule ($\alpha(\text{H}_2) = 0.790$ Å\(^3\), $\alpha(\text{HD}) = 0.783$ Å\(^3\), $\alpha(\text{D}_2) = 0.775$ Å\(^3\)).\textsuperscript{14} Interestingly, there is at present no well-studied example of a simple ion - molecule reaction whose experimentally measured cross section quantitatively matches the prediction of the LGS model. Of the many ion - molecule reactions studied prior to the present investigation, the reaction of argon ion with molecular hydrogen was long thought to match the LGS prediction. However, recent measurements on this system show that the cross section actually ranges from two-thirds $\sigma_{\text{LGS}}$ at thermal energies up to about 90\% of $\sigma_{\text{LGS}}$ at ~ 0.6 eV.\textsuperscript{12}

While the LGS model can provide insight into a wide range of exothermic ion - molecule reactions when applied in an appropriate manner, it is sometimes abused.\textsuperscript{15} Many times, this abuse results because deficiencies inherent in the model are not taken into account. Some of the deficiencies can be remedied by including higher order terms in the long range potential. Others can be corrected by explicitly considering the conservation of angular momentum or treating the reaction in a statistical fashion. Still others require detailed trajectory calculations on accurate \textit{ab initio} potential energy surfaces.
Because the H\textsubscript{2}O\textsuperscript{+} system is relatively simple, accurate \textit{ab initio} calculations of its potential energy surface are computationally feasible. For a collinear approach of reactants, calculations\textsuperscript{16-19} generally agree that no barrier to reaction exists. For a perpendicular approach, calculations\textsuperscript{20-23} indicate that the quartet surface is strongly repulsive such that a barrier to reaction of 4 to 7 eV is present.\textsuperscript{2,22} These considerations have been summarized by GMW and others in the form of an electronic state correlation diagram.\textsuperscript{2,6,20} They suggest that at low energies reactions (2.1) - (2.3) will occur primarily via direct, adiabatic processes where the reactants approach is near-collinear. Product formation should be restricted, however, for perpendicular approaches of the reactants.\textsuperscript{2} Unfortunately, no trajectory calculations utilizing these detailed potential energy surfaces have been performed to obtain the cross sections for reactions (2.1) - (2.3).

In the present chapter, the kinetic energy dependencies of reactions (2.1) - (2.3) from 0.01 to 30 eV are investigated through the use of guided ion beam mass spectrometry. The results are compared to simple LGS theory (and an extension thereof which considers the quadrupole moment of H\textsubscript{2}) and to phase space calculations of the cross sections. Several points are of particular interest. Does the LGS model accurately predict the magnitudes and energy dependences of the experimental cross sections? Does the extension of the model or phase space theory provide a better prediction than the LGS model? Does the requirement of a collinear approach inhibit reaction? If so, what is the energy dependence of this orientational limitation? What
intermolecular and intramolecular isotope effects are observed for the reactions with D₂ and HD? Are these accurately predicted by the various models?

2.2 EXPERIMENTAL

2.2.1 Pressure Dependence

In the present systems, formation of secondary and tertiary products, such as reactions (2.5) and (2.6), occurs very efficiently. Therefore, it is necessary to pay particular attention to the pressure dependence of reactions (2.1) - (2.3). Although it is possible to maintain reactant gas pressures low enough such that the probability of secondary or higher order collisions is essentially zero, such pressures are below the measurable range of the capacitance manometer. To overcome this difficulty, two different techniques are employed. In the first technique (discussed previously in Chapter 1), cross section measurements are made over a range of pressures and then extrapolated to zero pressure to obtain the true "single collision" cross section. In the second technique, second and third order product channels (i.e. reactions (2.5) and (2.6)) are monitored during experimental scans, and cross sections are adjusted to account for loss of primary product due to secondary and tertiary collisions. These two methods give very similar results and both are used to analyze the data for reactions (2.1) and (2.2). Only the first technique is used for reaction (2.3) because
of isotopic overlap between primary and higher order product channels (e.g. \( \text{OD}^+ \) and \( \text{OH}_2^+ \)).

### 2.2.2 Reaction Rates

In order to compare the present results to previous flowing afterglow (FA),\(^7\) ion cyclotron resonance (ICR),\(^8\) and selected ion flow tube (SIFT) studies,\(^9\) the cross sections must be converted into rate constants. The phenomenological rate constant is expressed by equation (2.7),

\[
k(\langle E \rangle) = v_0 \cdot \sigma(E_0)
\]

(2.7)

where \( v_0 = (2E_0/\mu)^{1/2} \). The rate constants are a function of the mean relative energy of the reactants, \( \langle E \rangle = E_0 + (3/2)\gamma k_B T \), where \( \gamma = m/(m + M) \), \( k_B \) is the Boltzmann constant, and \( T \) is the temperature of the reactant gas (305 K). In the limit that \( E_0 \to 0 \), \( k(\langle E \rangle) \) approaches the "bulk" thermal rate constant for the temperature \( T' = \gamma \cdot T \). In most cases, the room temperature rate constant can be estimated by examining the behavior of \( k(\langle E \rangle) \) at the lowest interaction energies. For reactions (2.1) - (2.3), \( k(\langle E \rangle) \) is essentially constant at low values of \( \langle E \rangle \). Accurate estimates of \( k(T = 305 \text{ K}) \) are therefore obtained by fitting the low energy \( k(\langle E \rangle) \) data to a horizontal line.

### 2.3 RESULTS

#### 2.3.1 O\(^+\) + H\(_2\), D\(_2\)

A representative set of experimental results for reaction (2.1) is shown in Figure 2-1, along with the cross section predicted by the LGS model, equation (2.4).
At low interaction energies the agreement between the data and the model is excellent. A numerical fit to several sets of data over the range $0.015 \leq E_0 \leq 0.3$ eV is given by $\sigma(E_0) = (16.0 \pm 0.4) E_0^{-0.50} \pm 0.02 \text{ Å}^2$. This is $7 \pm 3\%$ larger in magnitude than the Langevin prediction of $\sigma_{\text{LGS}}(E) = 15.0 E^{-0.50} \text{ Å}^2$. The small discrepancy between the data and the LGS model is well within the $\pm20\%$ uncertainty in the absolute cross sections.

At the very lowest energies, $E_0 < 0.015$ eV, the experimentally observed cross section curves away from an $E^{-0.5}$ energy dependence. This deviation is believed to be an artifact which results from an inaccurate determination of the true ion energy distributions at these extremely low energies. For energies significantly below one FWHM of the beam spread (0.039 eV c.m.), the assumption that the ion energy distribution can be represented by a truncated Gaussian becomes questionable. This can lead to calculated average energies which are smaller than the true average energies produced in the laboratory. The net result of this process is that the cross sections calculated at the lowest energies are shifted to the left by a small amount, such that the apparent cross section begins to level off. For this reason, the lowest energy cross section (or rate constant) measurements are not included in any of the empirical fits in this study.

Upon reaching an interaction energy of $\sim 0.3$ eV, the experimentally observed cross section begins to deviate from the prediction of the LGS model. For the range $0.3 \leq E_0 \leq 6.0$ eV, the energy dependence of the data is $\sigma(E_0) = (10.3 \pm 0.3) E_0^{-0.81} \pm 0.02 \text{ Å}^2$. At $E_0 = 4.48$ eV, thermodynamic dissociation of the OH$^+$
product to $\text{O} + \text{H}^+$ becomes possible.\textsuperscript{1} Shortly after this point the cross section falls off rapidly as $\sigma(E_o) = (1.25 \pm 0.50 \times 10^3) \ E_o^{-3.5} \pm 0.5 \ \text{Å}^2$.

Figure 2-2 presents representative results for reaction (2.2). Although the energy dependence of the $\text{D}_2$ cross section is nearly identical to that observed for $\text{H}_2$, the magnitude of the $\text{D}_2$ cross section is $\sim 16\%$ smaller. For the energy range $0.02 \leq E_o \leq 0.25 \text{ eV}$, the best fit to several sets of data is $\sigma(E_o) = (13.5 \pm 1.5) \times \ E_o^{-0.51} \pm 0.04 \ \text{Å}^2$, which is $9 \pm 10\%$ smaller than the Langevin prediction of $\sigma_{\text{LGS}}(E) = 14.8 \ E_o^{-0.50} \ \text{Å}^2$. In the range $0.25 \leq E_o \leq 5 \text{ eV}$ the energy dependence is $\sigma(E_o) = (8.36 \pm 0.30) \ E_o^{-0.74} \pm 0.04 \ \text{Å}^2$. The thermodynamic threshold for dissociation of $\text{OD}^+$ is $4.56 \text{ eV}$.\textsuperscript{1} At energies somewhat above this point, the cross section declines as $\sigma(E_o) = (2.15 \pm 0.25 \times 10^3) \ E_o^{-3.6} \pm 0.1 \ \text{Å}^2$.

2.3.2 $\text{O}^+ + \text{HD}$

Representative results for reaction (2.3) are shown in Figure 2-3. The magnitude of the total cross section is intermediate to the magnitudes observed for $\text{H}_2$ and $\text{D}_2$, and the energy dependence of the total cross section is the same as that seen for $\text{H}_2$ and $\text{D}_2$. In the region $0.015 \leq E_o \leq 0.25 \text{ eV}$, the cross section takes on the form $\sigma(E_o) = (14.3 \pm 1.7) \ E_o^{-0.52} \pm 0.03 \ \text{Å}^2$. This is $4 \pm 11\%$ smaller than the Langevin prediction of $\sigma_{\text{LGS}}(E) = 14.9 \ E_o^{-0.50} \ \text{Å}^2$. Between $0.25$ and $6 \text{ eV}$, the form is $\sigma(E_o) = (10.3 \pm 0.5) \ E_o^{-0.75} \pm 0.03 \ \text{Å}^2$, and in the high energy region the cross section falls as $\sigma(E_o) = (1.13 \pm 0.50 \times 10^3) \ E_o^{-3.3} \pm 0.4$.

As Figure 2-3 shows, the manner in which the product is partitioned between the hydride and deuteride channels shows considerable deviations from a 1:1 ratio. In
addition, the energy dependencies of the two product channels differ from each other and from the energy dependence shown by the total reaction cross section. Between interaction energies of 0.015 and 0.4 eV, the cross section for production of OH\(^+\) shows the energy dependence \(\sigma(E_0) = (9.71 \pm 1.50) E_0^{-0.47} \pm 0.10 \text{ Å}^2\). Upon reaching 0.4 eV, a distinct break is noted and the energy dependence becomes \(\sigma(E_0) = (5.95 \pm 0.20) E_0^{-1.0} \pm 0.06 \text{ Å}^2\). This rate of decline is maintained until about 7 eV. At energies above 7 eV, the cross section falls off as \(\sigma(E_0) = (250 \pm 150) E_0^{-2.8} \pm 0.3 \text{ Å}^2\).

For the OD\(^+\) channel, the lowest energy region, 0.015 - 0.4 eV, is best fit by \(\sigma(E_0) = (4.17 \pm 1.50) E_0^{-0.64} \pm 0.12 \text{ Å}^2\). In the intermediate region, 0.4 - 5.3 eV, the data take the form \(\sigma(E_0) = (4.30 \pm 0.25) E_0^{-0.50} \pm 0.11 \text{ Å}^2\). Finally, at energies above 5.3 eV, the cross section falls as \(\sigma(E_0) = (1.78 \pm 0.70 \times 10^3) E_0^{-3.9} \pm 0.3 \text{ Å}^2\).

The isotopic branching ratio between reactions (2.3a) and (2.3b) is shown in Figure 2-4 in terms of the hydride product fraction. Initially, the hydride fraction is equal to 0.56. As the interaction energy is increased the hydride fraction becomes larger and eventually reaches a maxima of 0.66 near 0.4 eV. It then declines sharply and reaches a minima of 0.38 near 5 eV. At still higher energies, dissociation of the deuteride product becomes significant, and the hydride fraction increases rapidly. This is a result of the different fall-off rates for the hydride and deuteride products, Figure 2-3.

2.3.3 Rate Constants

In Figure 2-5, the rate constants for reactions (2.1) - (2.3) are plotted as a function of the mean relative interaction energy, \(<E>\). The data have been
converted from the cross sections shown in Figures 2-1 through 2-3 to rate constants via the use of equation (2.7). Also shown in Figure 2-5 are the rate constants predicted by the LGS model,\(^{13}\)

\[ k_{\text{LGS}} = 2\pi \epsilon (\alpha/\mu)^{1/2} \]  \hspace{1cm} (2.8)

which is independent of the interaction energy. For reactions (2.1) - (2.3), the \( k_{\text{LGS}} \) values are 1.56, 1.15 and 1.30, respectively, in units of \( 10^{-9} \text{ cm}^3 \text{s}^{-1} \). The generally good agreement between the experimental results and \( k_{\text{LGS}} \) is clear in this figure, as are deviations from \( k_{\text{LGS}} \).

Experimental room temperature rate constants for reactions (2.1) - (2.3) are determined as described above. The results are 1.67, 1.04, and 1.25, respectively, in units of \( 10^{-9} \text{ cm}^3 \text{s}^{-1} \). The rate constants for reactions (2.3a) and (2.3b) are 0.71 and \( 0.54 \times 10^{-9} \text{ cm}^3 \text{s}^{-1} \), respectively. In Table 2-I, the present result for reaction (2.1) is compared to room temperature rate constants from the literature. Close agreement exists between the present result and the ICR measurement of Kim \textit{et al.}\(^8\) and the SIFT value of Smith \textit{et al.}\(^9\) Less favorable comparisons are noted with an early flowing afterglow value from Fehsenfeld \textit{et al.}\(^7\) (these results are known to be systematically too high) and a recent SIFT measurement by Lindinger and co-workers.\(^10\) While few experimental details are given in this last paper, one possible explanation for the discrepancy is the presence of excited state \( O^+ \). Kim \textit{et al.}\(^8\) have shown (Table 2-I) that the rate constant for reaction of excited state oxygen ions with \( H_2 \) is considerably less than for \( O^+(^4\text{S}) \).
2.4 DISCUSSION

2.4.1 Low Energy Behavior

The comparison between the present data and the LGS model at energies below 0.3 eV is excellent. The experimental values for the three systems average \( -2 \pm 10\% \) smaller than the theoretical values. This agreement implies that the two main assumptions upon which the Langevin model is based are valid for the \( \text{O}^+ + \text{H}_2 \) (\( \text{D}_2 \), HD) system. These assumptions are: (1) the collision cross section is determined primarily by the long range, ion-induced dipole potential and (2) reaction occurs upon every ion - molecule collision.\(^{13}\) Because of the latter assumption, the Langevin model ordinarily serves as an upper limit to experimental reaction cross sections. In the \( \text{O}^+ + \text{H}_2 \) (\( \text{D}_2 \), HD) system, it therefore appears that production of \( \text{OH}^+ \) (OD\(^+\)) is occurring with approximately 100\% efficiency.

The LGS model as formulated in equations (2.4) and (2.8) ignores several higher order terms in the long range potential between \( \text{O}^+ \) and \( \text{H}_2 \). It therefore cannot be used to make a rigorous prediction of the behavior of the \( \text{O}^+ + \text{H}_2 \) system. \( \text{H}_2 \) has a permanent quadrupole moment \( Q = 1.23 \times 10^{-26} \text{ esu cm}^2 \)\(^{25}\) such that the "normal" ion-induced dipole potential used in the derivation of the LGS cross section,

\[
V(r) = -\frac{e^2 \alpha}{2r^4}
\]  

(2.9)

is incomplete. The leading correction is given by equation (2.10),

\[
V(r,\Theta) = (3 \cdot \cos^2 \Theta - 1) \cdot \frac{Qe}{2r^3}
\]  

(2.10)
where $r$ is the ion - molecule distance, and $\Theta$ is the angle between the $\text{H}_2$ axis and the line of centers. This leads to a potential which is repulsive for $\Theta = 0^\circ$ (collinear approach) and attractive for $\Theta = 90^\circ$ (perpendicular approach).

The effect of the angular dependence of equation (2.10) on the rate of reaction has been treated approximately by Su and Bowers\textsuperscript{26} in their average quadrupole orientation (AQO) model. Using this approach, the potential is averaged over all permissible values of $\Theta$. A Langevin capture criterion is then applied, and the rate constant is determined on the basis of the reactants ability to surmount the centrifugal barrier. For reaction (2.1), $k_{\text{AQO}}$ is found to be $1.61 \times 10^{-9}$ cm$^3$ s$^{-1}$, in slightly better agreement with the experimental result than $k_{\text{LOS}}$, Table 2-I. For reactions (2.2) and (2.3), the values of $k_{\text{AQO}}$ are $1.19$ and $1.35 \times 10^{-9}$ cm$^3$ s$^{-1}$, respectively, if $Q(\text{D}_2) = Q(\text{HD}) = Q(\text{H}_2)$. These values are in slightly worse agreement with the experimental results than the corresponding $k_{\text{LOS}}$'s. On average, the experimental results are $6 \pm 10\%$ less than the $k_{\text{AQO}}$ values.

While the long range charge - quadrupole interaction favors a perpendicular approach of reactants, the perpendicular orientation presents an appreciable ($4$ to $7$ eV) electronic barrier to reaction at small internuclear distances.$^{20-23}$ As mentioned in the introduction, this electronic barrier disappears if the reactants align in a collinear manner.$^{16,17,19}$ However, the collinear configuration results in a long range charge - quadrupole barrier of $\sim 0.07$ eV.$^{12}$ Even a barrier as small as this would evidence itself as a distinct deviation from the $E^{-0.5}$ energy dependence observed at low energies.$^{27}$ Given these considerations, the efficiency of the reactions at low energies
implies that the reactants reorient from the perpendicular configuration favorable at long range to a collinear configuration as the internuclear distance decreases. At low interaction energies, there is apparently ample time for such a reorientation to take place.

One final feature of the low energy cross sections that deserves comment is the intermolecular isotope effect. The differences in magnitude which exist between the cross sections for reactions (2.1) and (2.2), and (2.1) and (2.3), are 17% and 11%, respectively. These discrepancies are substantially greater than the ~ 1% and ~ 0.5% differences which would be expected on the basis of polarizibility differences between H₂ and D₂, and H₂ and HD. (Since these differences in magnitude are not affected by the operating conditions of the experimental apparatus, it is unlikely that they are due to an experimental artifact.) At present, no explanation is offered for the larger than expected deviations, but it is noted that similar intermolecular isotope effects have been observed for other atomic ion + H₂, D₂, and HD systems.²⁷,²⁸

2.4.2 Intermediate Energy Behavior

At intermediate energies, 0.3 to 5.0 eV, the reaction cross section deviates below the LGS prediction. Effects which may act to reduce the likelihood of reactions (2.1) - (2.3) in this energy range are angular momentum constraints and the possibility of vibrational excitation of the H₂ (D₂, HD) target molecule. These processes can be examined in more detail by using phase space theory (PST). Phase space calculations were carried out for reactions (2.1) - (2.3) using modified versions of programs originally developed by Bowers and Chesnavich.²⁹
The results of these calculations for reaction (2.1) are shown in Figure 2-6. The PST cross sections calculated for reactions (2.2) and (2.3) are identical to those calculated for hydrogen. The PST cross sections match the prediction of the LGS model at energies below 0.3 eV. This indicates that the phase space available to the exothermic products greatly exceeds that available to the reactants. Excellent agreement is noted between the phase space prediction and the experimentally observed cross sections at energies below ~1 eV, Figure 2-6. Most interesting is the fact that the PST cross sections deviate from $\sigma_{\text{LGS}}$ at the same energy as the experimental data.

Additional PST calculations, also shown in Figure 2-6, demonstrate why the phase space cross sections deviate from $\sigma_{\text{LGS}}$. The deviation coincides with a rise in the PST cross section for no reaction, $\sigma_{\text{NR}}$. One reason for this is that the phase space available to the back reaction increases with increasing total energy. This is explicitly shown for the component of $\sigma_{\text{NR}}$ which corresponds to vibrational excitation of the H$_2$ and has a thermodynamic onset of 0.55 eV. However, this effect alone is insufficient to account for the increase in the calculated $\sigma_{\text{NR}}$. The increase in this non-reactive process and the concomitant decrease in the reactive cross section result primarily from a restriction in the product cross section due to angular momentum conservation. Qualitatively, this restriction occurs because the reduced mass of the products ($\mu' = 0.95$ amu) is about half that of the reactants ($\mu = 1.79$ amu). This makes it difficult to conserve orbital angular momentum during product formation. At low energies, this conservation requirement is not a problem since the exothermicity of the reaction
is available to compensate. At intermediate energies, however, the reaction exothermicity is insufficient to compensate and the reaction cross section is limited by the exit channel impact parameter. (A more rigorous demonstration of this argument is given in the Appendix.)

While this reasoning probably explains the initial deviation of the phase space calculations and the experimental results from $\sigma_{LO9}$, the PST cross sections are larger than the experimental values at energies above 1 eV. One possible explanation for this behavior is a dynamic effect which PST cannot include. Namely, as the energy increases, increasingly less time is available for the reactants to reorient to a collinear geometry. The reaction becomes more direct and the efficiency of reaction declines. This must be accompanied by an increase in the back reaction (perhaps with vibrational excitation). Another possible explanation for this reduction is competition from the alternate reaction channel

$$O^+(4S) + H_2(\Sigma_g^+) \rightarrow OH(X^2\Pi) + H^+(4S). \quad \Delta H = 0.06 \text{ eV} \quad (2.11)$$

This reaction is probably unlikely since it is a spin-forbidden process. No evidence for this reaction exists in previous work. No attempt was made to study this process since the apparatus is not suitable for quantitative measurements of very low mass product ions.

2.4.3 High Energy Behavior

At 4.48 eV,\textsuperscript{1} dissociation of the OH$^+$ product formed in reaction (2.1) becomes energetically allowed. While the cross section does fall off soon after this energy, no sharp change in the cross section is noted at this point. Instead, the onset
of product decline is spread over the range of 5 to 7 eV. The cross sections for reaction (2.2) behave similarly, as do the total cross sections for reaction (2.3). When the cross section data in this fall-off region are analyzed with a previously discussed fitting routine, a dissociation energy of 6.25 ± 0.50 eV is obtained for reaction (2.1). Table 2-II lists the results for similar analyses of reactions (2.2), (2.3a), and (2.3b). Since this empirically derived dissociation energy lies well above the thermodynamic onset of 4.48 eV, the implication is that some of the energy available to the products is preferentially placed in translation. The hypothesis of translational excitation of products is consistent with a direct reaction mechanism and the previous crossed beam results of GMW.

A simple model which predicts such product excitation is the spectator stripping model (SSM). This model assumes that the incident ion interacts with only one hydrogen atom, and that the second "spectator" atom experiences no change in its pre-collision velocity. Conservation of linear momentum fixes the relative translational energy of the products, and any excess energy goes into internal excitation of the OH+. At a certain point, the amount of energy deposited in internal excitation becomes equal to the bond dissociation energy of the diatomic product and the product dissociates. The threshold for this dissociation is given by equation (2.12),

\[ E_d = (D^o + \Delta H^o) \cdot (m_A + m_B) \cdot (m_B + m_C) / [m_B(m_A + m_B + m_C)] \] (2.12)

where \( D^o \) is the bond dissociation energy of the product ion, \( \Delta H^o \) is the heat of reaction (negative for processes (2.1) - (2.3)), and \( m_A, m_B \) and \( m_C \) are the masses of
the incident ion, the transferred atom, and the spectator atom, respectively. The calculated values of $E_s$ for reactions (2.1) - (2.3) are given in Table 2-II and indicated by arrows in Figures 2-1 through 2-3. It can be seen in Table 2-II that the SSM predicts that $E_s(2.3a)$ is smaller than $E_s(2.1) = E_s(2.2)$, which in turn are smaller than $E_s(2.3b)$, as is observed experimentally. However, in all cases product dissociation begins before $E_s$ and stable product formation extends beyond $E_s$. This is an indication that the experimentally observed translational excitation of products has a relatively broad distribution and is not sharply defined as predicted by the overly simplified SSM. A broad distribution can be rationalized via the physically realistic assumption that C is not merely a spectator, but interacts to a varying extent with A and B during the collision.

Another possible contribution to the cross section at energies in excess of $E_s$ is the formation of electronically excited products. GMW have suggested that reaction (2.13) accounts for the product velocity vector distributions they observed for reaction (2.1) at interaction energies above $E_s$ (8 eV). Although GMW did not consider the formation of the second excited state, their results are probably consistent with this process as well. Production of $OH^+(A^3\Pi)$ seems somewhat more likely than production of $OH^+(^1\Delta)$ since reaction (2.14) is spin allowed while reaction (2.13) is spin forbidden. Furthermore, Harris and Leventhal have detected formation of $OH^+(A^3\Pi)$ by luminescence. While their
results indicate that this product state comes from the reaction of excited O\(^+\) ions at low kinetic energies, they attribute the formation of OH\(^+\)(A\(^3\)Π) to the reaction of O\(^+\)(\(^4\)S) at kinetic energies of 10 eV and above. This suggests that this reaction is not a major contributor to the cross sections observed here. Unfortunately, the present data provide no direct information about the electronic state distributions of the products.

2.4.4 Intramolecular Isotope Effect

The branching ratio observed for reactions (2.3a) and (2.3b), shown in Figure 2-4, varies extensively as a function of energy. At the lowest energies, where the total reaction proceeds with near 100% efficiency, reaction (2.3a) is preferred over reaction (2.3b) by a factor of 1.27. This differs substantially from the prediction of phase space theory, which favors the OD\(^+\) product by a factor of 2 because it has more closely spaced rotational and vibrational energy levels than OH\(^+\). This can be demonstrated by arbitrarily making the rotational and vibrational constants of the OH\(^+\) and OD\(^+\) products the same (a physical impossibility) while retaining the correct masses and reaction energetics. The result of this calculation is in better agreement with the data, Figure 2-4, and barely favors OD\(^+\) since reaction (2.3b) is slightly more exothermic than reaction (2.3a). This comparison is consistent with the idea that this reaction does not proceed through a long lived OH\(_2\)\(^+\) intermediate.

At low energies, formation of OH\(^+\) may be favored by effects which influence the orientation of reactants into the required collinear configuration. This argument assumes that whichever atom of the HD molecule is directed towards the incoming
oxygen ion will be the one to transfer. For HD, the center of force (i.e. the geometric center of the molecule) is displaced from the center of mass. Consequently, the incoming ion exerts a torque on HD as it approaches. The torque tends to align the HD molecule with the H atom directed towards the incident ion, such that the OH\(^+\) product is favored. This orientational effect has been examined in detail for reactant ions other than O\(^+\) by George and Suplinskas,\(^{33}\) Light and Chan,\(^{34}\) and Hierl.\(^{35}\)

As the kinetic energy is increased, formation of OH\(^+\) is increasingly preferred in the experiment and by the PST. This effect is independent of the internal density of states as shown by comparison of the regular PST calculation and the physically unrealistic calculation. Rather, it results from the requirement that orbital angular momentum be conserved throughout the course of the reaction. Because the reduced mass of reaction (2.3a) is nearly twice that of reaction (2.3b), it is easier for reaction (2.3a) to conserve orbital angular momentum than it is for reaction (2.3b) [see the Appendix for additional discussion on this topic].

At energies above \(-0.4\) eV, the preference for reaction (2.3a) declines sharply. The turnabout is partially due to density of states considerations, as shown in Figure 2-4 by contrasting the PST calculations which take into account the density of states of the products to those which do not. However, density of states effects do not completely explain the rapid decline displayed by the experimental branching ratio. A possible reason for the more rapid decline in the branching ratio is that the reaction has a strong orientational preference. This preference can be understood by
considering the mass weighted or 'skewed' potential energy surfaces for collinear interactions of O\(^+\) and HD.\(^{36}\) The skew angle for reaction (2.3b) is 57° such that reaction can occur via a sequence of two hard-sphere collisions: O\(^+\) hits D, and D hits H, sending it away from the newly formed OD\(^+\). The skew angle for reaction (2.3a) is 38° such that reaction requires a sequence of four hard-sphere collisions: the light H atom chatters between the heavier O\(^+\) and D atoms. Such a sequence is improbable, however, if the reaction is slightly off-collinear as will be the case most often experimentally. Thus, when the reaction can be approximated by hard-sphere collisions, i.e. at higher energies, the probability of forming OD\(^+\) should be enhanced, as observed experimentally.

At the highest energies, the OH\(^+\) product predominates due to product stability requirements. Because OD\(^+\) is more likely to be formed with internal energy in excess of its dissociation energy than is OH\(^+\) (see Table 2-II), the fraction of hydride product rises dramatically as the energy is increased. By the time an interaction energy of 30 eV is reached, the hydride product accounts for more than 90% of the total cross section. The phase space calculations do not include a provision for product dissociation and therefore should not be compared to the data at high energies.

2.5 CONCLUSION

The questions posed in the introduction are now easily answered. Total cross sections for the reactions of O\(^+\)(^4S) with H\(_2\), D\(_2\), and HD show excellent agreement
with the predictions of the Langevin-Gioumousis-Stevenson model\textsuperscript{13} at low energies (below \(\sim 0.3\) eV). Within experimental error, the AQO theory\textsuperscript{26} provides comparably good predictions. These models fail to predict the observed intermolecular isotope effect which finds that \(\sigma(H_2) : \sigma(HD) : \sigma(D_2)\) is 1.0 : 0.89 : 0.84. The observation that the reaction efficiency is approximately unity is interesting since the potential energy surfaces for reactions (2.1) - (2.3) are known to be highly repulsive for perpendicular approaches of the reactants. The observed behavior demonstrates that at low kinetic energies, the reactants can orient into the favorable collinear geometry with near 100\% probability.

At higher kinetic energies, the experimental cross sections decline below the LGS predictions. The initial decline is shown by comparison with phase space theory calculations to be due to angular momentum constraints in the exit channel. The general derivation of this effect in the Appendix shows that this type of behavior should be a common experimental observation. Further decreases in the reaction efficiency are attributed to the fact that at higher energies, the reactants have less time to reorient to the favored collinear geometry. At the highest energies, above \(\sim 5\) eV, the reaction cross sections decline precipitously due to product dissociation.

For reaction with HD, the intramolecular isotope branching ratio oscillates between favoring production of OH\(^+\) at low energies to favoring OD\(^+\) between 1.50 and 9.0 eV and then back to OH\(^+\) at energies above 9.0 eV. Comparison with phase space theory calculations demonstrates that some of this behavior is again due to
angular momentum considerations. Orientational and dynamical effects are used to rationalize the remaining energetic behavior.

2.6 APPENDIX: Conservation of Orbital Angular Momentum

At low kinetic energies, the probability of reaction is given by the Langevin criterion, such that the maximum impact parameter which can lead to products is determined in the entrance channel. The result, taken from equation (2.4), is given by

$$b_{LOS}^2 = e(2\alpha/E)^{1/2}. \quad (2.A1)$$

The argument in the text notes that at higher energies, conservation of angular momentum can reduce the cross section below this limit. This will now be proven in a more quantitative fashion. For simplicity, it is useful to note that the rotational angular momentum of the reactants, J, is much less than the orbital angular momentum, L, for all but the lowest energies. In addition, rotational excitation of the products is ignored such that $L = L'$ (primes refer to product quantities). This latter equality can be expanded by using the equation

$$L = \mu vb = (2\mu E)^{1/2}b \quad (2.A2)$$

where $\mu$ is the reduced mass, v is the relative velocity, E is the relative energy, and b is the impact parameter. A similar equation is obtained for the products. These two equations can be combined and rearranged to yield

$$b^2 = b'^2(\mu'E'/\mu E). \quad (2.A3)$$
If the Langevin criterion is applied in the exit channel, then $b_{\text{LOS}}^2 = e(2\alpha'/E')^{1/2}$.

Substitution of this expression into equation (2.A3) yields

$$b_{\text{max}}^2 = e(2\alpha'E')^{1/2}(\mu'/\mu E).$$  \hspace{1cm} (2.A4)

If the limit on $b$ established by equation (2.A4) is less than the limit of equation (2.A1), the cross section, $\sigma = \pi b_{\text{max}}^2$, will drop below the Langevin prediction.

Experimental circumstances when these considerations will be important can be seen most easily by examining equation (2.A3). For endothermic reactions, $E' < E$ such that the limit in equation (2.A4) is clearly important if $\mu' < \mu$. (This has been pointed out previously.) For an exothermic reaction, $E'$ can always exceed $E$. Therefore, if $\mu' > \mu$, the cross section is always limited by the Langevin criterion, equation (2.A1). However, if $\mu' < \mu$, this limit applies only at the lowest energies and the cross section limit in equation (2.A4) applies at higher energies. This last situation occurs in the present case of reaction (2.1), where $\mu' = 0.95$ amu is about half $\mu = 1.79$ amu. The maximum allowable value of $E'$ is $E - \Delta H$ where $\Delta H$ is the heat of reaction, $-0.54$ eV. When $E$ is below $0.5$ eV, $E'$ can exceed $E$ by over a factor of two such that $\mu'E'/\mu E > 1$. In such circumstances, $b$ is limited by the Langevin criterion and the cross section is given by equation (2.4). For $E > 0.5$ eV, $\mu'E'/\mu E < 1$ such that the maximum value of $b$ is determined in the exit channel, equation (2.A4). The energy at which these limits are the same ($b_{\text{LOS}} = b_{\text{max}}$) is given by

$$E_c = E'(\alpha'\mu'^2/\alpha\mu^2)$$  \hspace{1cm} (2.A5)
For reaction (2.1), equation (2.A5) yields $E_c = 0.24 \ E'$. For $E' = E'_\text{max} = E - \Delta H$, $E_c$ is found to be 0.17 eV. This is, in fact, the energy at which the PST cross section first deviates from $\sigma_{LOS}$, Figure 2-6. The effects of rotational excitation of the products (non-zero $J'$) may change this argument quantitatively but the qualitative predictions should be ubiquitous. Indeed, Grice et al.\(^{38}\) have noted this effect in a very different system.

If the same argument is applied to reaction (2.3), a different value of $E_c$ is found for channels (2.3a) and (2.3b). This angular momentum restriction occurs at a low energy for formation of OD\(^+\), $E_c = 0.12$ eV, since $\mu'/\mu = 0.95/2.54 = 0.37$ is smaller than $\mu'/\mu = 0.53$ for reaction (2.1). For formation of OH\(^+\), $E_c$ is higher, 0.43 eV, since $\mu'/\mu = 1.80/2.54 = 0.71$ is larger than this ratio for reaction (2.1). This leads to the increasing preference for formation of OH\(^+\) as the energy is raised from thermal energies, Figure 2-4.
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TABLE 2-I

Thermal rate constants for reaction (2.1)

<table>
<thead>
<tr>
<th>technique</th>
<th>rate constant $^b$</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIB</td>
<td>$1.67 \pm 0.3$</td>
<td>this work</td>
</tr>
<tr>
<td>FA</td>
<td>$2.0 \pm 0.6$</td>
<td>7</td>
</tr>
<tr>
<td>ICR</td>
<td>$1.58 \pm 0.2$</td>
<td>8$^e$</td>
</tr>
<tr>
<td>ICR</td>
<td>$1.32 \pm 0.2$</td>
<td>8$^d$</td>
</tr>
<tr>
<td>SIFT</td>
<td>$1.7 \pm 0.3$</td>
<td>9</td>
</tr>
<tr>
<td>SIFT</td>
<td>$1.2 \pm 0.4$</td>
<td>10</td>
</tr>
<tr>
<td>LGS</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>AQO</td>
<td>1.61</td>
<td></td>
</tr>
</tbody>
</table>

$^a$GIB - guided ion beam; FA - flowing afterglow; ICR - ion cyclotron resonance; SIFT - selected ion flow tube; LGS - Langevin-Gioumousis-Stevenson model, equation (2.8); AQO - average quadrupole orientation model.

$^b$In units of $10^{-9}$ cm$^3$ s$^{-1}$; measured at ~ 300 K.

$^c$CO$_2$ used as a source gas for O$^+$. O$_2$ used as a source gas for O$^+$. This yields about 30% excited states.
| Reaction | thermodynamic<sup>a</sup> | data<sup>b</sup> | $E_s$
<sup>c</sup> |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(2.1)</td>
<td>4.48</td>
<td>6.25</td>
<td>8.6</td>
</tr>
<tr>
<td>(2.2)</td>
<td>4.56</td>
<td>6.25</td>
<td>8.3</td>
</tr>
<tr>
<td>(2.3a)</td>
<td>4.51</td>
<td>6.85</td>
<td>12.3</td>
</tr>
<tr>
<td>(2.3b)</td>
<td>4.51</td>
<td>5.65</td>
<td>6.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Thermodynamic threshold for dissociation of ground state ionic product.

<sup>b</sup>Dissociation energy obtained from empirical fit of cross section data, see text.

<sup>c</sup>Critical spectator stripping energy for formation of ground state $^3\Sigma^-$ ionic product according to equation (2.12).
Figure 2-1. Cross sections for reaction (2.1) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The present data are denoted by points. The LGS cross section is given by the dashed line. Arrows indicate the thermodynamic onset for dissociation of OH$^+$ (4.48 eV), the empirically determined dissociation energy (6.25 eV), and the critical spectator stripping energy, $E_s$ (8.59 eV).
Figure 2-2. Cross sections for reaction (2.2) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The present data are denoted by points. The LGS cross section is given by the dashed line, and the solid curve reproduces the data for reaction (1) for comparison. Arrows indicate the thermodynamic onset for dissociation of OD$^+$ (4.56 eV), the empirically determined dissociation energy (6.25 eV), and the critical spectator stripping energy, $E_s$ (8.33 eV).
Figure 2-3. Cross sections for reaction (2.3) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The filled circles show the cross section for reaction (2.3a), the open triangles show the cross section for reaction (2.3b), and the solid line indicates their sum. The LGS cross section is given by the dashed line, and the dotted line reproduces the data for reaction (2.1) for comparison. Arrows indicate the thermodynamic onset for dissociation of HD (4.51 eV), and the critical spectator stripping energies for OD$^+$ (6.5 eV) and OH$^+$ (12.3 eV).
Figure 2-4. Isotopic branching ratio for reaction (2.3) presented in terms of the fraction of \( \text{OH}^+ \) produced. The ratio is plotted as a function of the relative translational energy (lower scale) and the laboratory energy (upper scale). Experimental results are denoted by the open squares, and the phase space theory prediction is given by the dashed line. The dotted line gives the phase space theory prediction when \( \text{OH}^+ \) and \( \text{OD}^+ \) are arbitrarily forced to have the same rotational and vibrational constants. Arrows at 5.65 and 6.85 eV designate the empirically determined dissociation energies for \( \text{OD}^+ \) and \( \text{OH}^+ \), respectively.
Figure 2-5. Phenomenological rate constants for reactions (2.1) - (2.3) as a function of the mean relative energy of the reactants. The filled circles, filled triangles, and open squares correspond to the data for reactions (2.1), (2.2), and (2.3), respectively, and are derived from the cross section data in Figures 2-1 through 2-3 via the use of equation (2.7). The LGS-predicted rate constants (equation (2.8)) for reactions (2.1), (2.2), and (2.3) are given by the upper, lower, and middle dashed lines, respectively.
Figure 2-6. Phase space theory calculations of the reactive and nonreactive cross sections for reaction (2.1) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The lower, intermediate, and upper solid lines correspond to the PST cross section for vibrational excitation of the H₂ target molecule, the total PST cross section for no reaction (σ_{NR}, v(H₂) ≥ 0), and the PST cross section for reaction (2.1), respectively. The present data are denoted by the open circles, and the LGS cross section is designated by the dashed line.
Chapter Three

Kinetic Energy Dependence of $O^+(4S) + N_2$

3.1 INTRODUCTION

It was long thought that exothermic ion - molecule reactions proceed efficiently with cross sections that decline as predicted by the Langevin-Gioumousis-Stevenson (LGS) model. One system which was found to contradict this predicted behavior is reaction (3.1), exothermic by 1.08 eV. This process,

$$O^+(4S) + N_2(X^1Σ_g^+) → NO^+(X^1Σ^+) + N(4S),$$  \hspace{1cm} (3.1)

is extremely important in understanding the chemistry of the upper atmosphere and its atypical energy dependence is also of fundamental interest. For these reasons, reaction (3.1) is one of the better studied ion - molecule reactions. Ion beam, flow/drift tube (FD), selected ion flow tube (SIFT), and flowing afterglow (FA) studies have yielded information on the behavior of this reaction from thermal energies to over 20 eV.

While the collective energy range of these experiments is broad, the ability of any one study to examine the kinetic energy dependence over a wide range has been limited. Typically, ion beam studies have been useful for examining relatively high energy regimes but have been unable to generate reliable data below ~ 1 eV. FA methods provide access to the lowest energy regions, but are incapable of going much above 600 K ($3k_BT/2 = 0.078$ eV). Recent FD results bridge the gap between ion beam and FA studies, but do not extend to more than 3 eV. Unfortunately, the ion
energy distributions in FD methods are relatively broad and uncertain at energies above a few tenths of an electron volt. Despite this, a very careful and detailed analysis of the FD results has provided the cross section for reaction (3.1) over a two order of magnitude energy range.\textsuperscript{13} The cross section obtained from this analysis disagrees somewhat with the results of beam studies above 1 eV but reproduces the rate constant behavior in both He and Ar buffers.\textsuperscript{13} Overall, the consensus of all these studies is that the behavior of reaction (3.1) shows an inefficient channel at very low energies, < 0.2 eV, followed by a sharp increase in the cross section at higher energies.

To understand this behavior, theoretical work involving the use of potential energy surface correlation diagrams\textsuperscript{24-32} and phase space calculations\textsuperscript{33} has been carried out. These studies conclude that the failure of reaction (3.1) to proceed efficiently is due to a barrier on the surface which adiabatically correlates ground state reactants and products. In $C_{\infty v}$ symmetry, this is a $4\Sigma^+$ surface which corresponds to an excited state of $N_2O^+$. If the angle of approach is altered, the barrier on this surface (now $1^4A^-$) is lower with a calculated minimum of 0.15 ± 0.1 eV at a NNO angle of 126°.\textsuperscript{28} This surface is shown schematically in Figure 3-1. At the lowest kinetic energies, reaction can only occur via a spin-forbidden transition between this $N_2O^+(1^4A^-)$ surface and the $N_2O^+(1^2A^-)$ surface. Hopper\textsuperscript{28} has proposed two possible mechanisms for this low energy process: either the collisionally stabilized multistep reaction,
or the single collision reaction,

\[
\begin{align*}
O^+(^4S) + N_2 + M &\rightarrow N_2O^+(1^4A') + M \\
N_2O^+(1^4A') &\rightarrow N_2O^+(1^2A') \\
N_2O^+(1^2A') &\rightarrow NO^+ + N,
\end{align*}
\]

Hopper has argued that process (3.2) is the primary mechanism for reaction (3.1) at low energies and that process (3.3) is unimportant until energies below 0.001 eV. The rationale behind this assumption is that collisional stabilization of the \(N_2O^+(1^4A'')\) intermediate in step (3.2a) enhances step (3.2b) by allowing for multiple "passes" of the \(N_2O^+\) system through the intersection of the \(1^4A''\) and \(1^2A''\) surfaces. This proposal has not been subjected to an experimental test since all studies of reaction (3.1) at low energies\(^{11-23}\) have been performed in flow tubes where a rare gas buffer is available as the third body in step (3.2a).

In the present chapter, guided ion beam mass spectrometry is used to investigate the kinetic energy dependence of reaction (3.1) from 0.03 to 30.0 eV. The results are compared to those discussed in the literature,\(^2-23\) and the observed behavior is interpreted in light of the theoretical calculations.\(^27-32\) Several points are of particular interest. Can the guided ion beam technique provide accurate information at the very low kinetic energies previously available to only flowing afterglow and flow/drift methods? If so, is the cross section derived from FD rate constant data accurate? Since the beam technique is performed without the presence of a buffer gas, which mechanism, (3.2) or (3.3), is dominant at the lowest kinetic energies?
3.2 RESULTS

3.2.1 Charge Transfer Reaction

The cross section for the charge transfer reaction

\[ O^+(4S) + N_2(X^1\Sigma^+) \rightarrow N_2^+ + O \]  \hspace{1cm} (3.4)

is shown in Figure 3-2. The cross section exhibits an onset near the thermodynamic threshold of 1.96 eV for production of ground state \( N_2^+(X^2\Sigma^+) \) and then rises in an interesting, double-humped fashion to give an early plateau and a secondary threshold near 6 eV. This second feature may be due to formation of \( N_2^+(B^2\Sigma_u^+) \), which lies 3.2 eV above the ground state, and thus has a threshold at 5.2 eV. Finally, the cross section reaches a sharp maximum at about 10 eV before declining rapidly. This peak appears to correspond to dissociation of the \( N_2^+ \) product, which can begin at 10.7 eV.\(^{34}\) However, the absolute cross section for the charge transfer process may not be completely reliable, especially at higher energies, because of inefficient collection of the \( N_2^+ \) product. Charge transfer products are susceptible to losses since they can be formed with little forward velocity in the laboratory frame.

The overall magnitude of the present result is in good agreement with the phase space calculations of Wolf,\(^{33}\) Figure 3-2. The shape of the predicted cross section does not contain the sharp secondary threshold observed here but does show a decline beginning at about 10 eV. This decrease in the cross section prevents the present data from extrapolating smoothly to the results of Moran and Wilcox,\(^{35}\) who measured a slowly increasing cross section of \( \sim 1 \text{ Å}^2 \) at laboratory energies above 500 eV, \( E_0 > 318 \text{ eV} \). This may simply be due to the differing energy regions.
examined but may also be caused by the inefficient collection mentioned above. In another study, Ottinger and Simonis observed emission from $N_2^+(B^2\Sigma_u^+)$ product at a laboratory energy of 1,000 eV, $E_0 = 636$ eV. The cross section measured for this process was $0.046 \text{Å}^2$. Again, no direct comparison with the present results can be made.

3.2.2 Nitrogen Atom Abstraction: Cross Sections

At interaction energies below 0.25 eV, the cross section for reaction (3.1) decreases as the energy is increased. The energy dependence of the decline is similar to the $E^{-0.5}$ dependence predicted by the LGS model, equation (2.4). The magnitude of the measured cross section, however, is approximately 400 times less than that predicted by equation (2.4). Between 0.25 and 2.0 eV, the cross section rises rapidly with increasing energy. At energies above 2.0 eV, the cross section rises more gently until a maximum of $\sim 4.0 \text{Å}^2$ is observed near 8 eV. Shortly after this maximum, dissociation of the $\text{NO}^+$ product to $\text{O}^+(^4\text{S})$ and $\text{N}(^4\text{S})$ becomes energetically possible. The overall process,

$$\text{O}^+ + \text{N}_2 \rightarrow \text{O}^+ + \text{N} + \text{N}, \quad (3.5)$$

has a thermodynamic threshold equal to $D^*(\text{N}_2) = 9.76 \text{ eV}$.

Also shown in Figure 3-2 are the cross section results from Rutherford and Vroom. Agreement between the two sets of data is excellent. Similar agreement is noted with an earlier experiment of Giese, although his rather scattered data are not plotted here. Results of Stebbings, Turner, and Rutherford also show approximate
agreement with the current report, but cannot be compared directly because of a significant presence of excited state O$^+$ in their ion beam.

One interpretation of previous beam studies which deserves comment concerns the spectator stripping model (SSM). Both the merged beam results of Neynaber and Magnuson and the kinetic energy measurements of Leventhal indicate that the peak velocity of the NO$^+$ product in reaction (3.1) can be adequately represented by the SSM for the energy range $2 \leq E_0 \leq 12$ eV. However, the SSM (equation 2.12) also predicts that the NO$^+$ product becomes unstable with respect to dissociation at a kinetic energy of 13.3 eV (this energy is marked by an arrow in Figure 3-2). Clearly, the decline in the cross section for NO$^+$ correlates not with $E_s$ but with the thermodynamic threshold at 9.8 eV. This shows that the distribution of product internal energies (and therefore, product kinetic energies as well) is not adequately described by the simplistic and physically unrealistic SSM.

3.2.3 Nitrogen Atom Abstraction: Rate Constants

It is of interest to compare directly the present cross section results with those of FA and FD experiments which measure reaction rates. To do this, the cross sections are converted into phenomenological rate constants using equation (2.7). Rate constants derived in this manner can be directly compared to those measured in FA and FD experiments once the differences in the ion energy distributions are taken into account.

Figure 3-3 presents the phenomenological rate constant $k(<E>)$ for reaction (3.1), as calculated by equation (2.7). Also shown in Figure 3-3 are the FA results of
Ferguson et al.,\textsuperscript{19} and the FD measurements of Albritton et al.\textsuperscript{13} and Johnsen and Biondi.\textsuperscript{11} Considering the very different methods used to obtain these results and the slowness of the reaction, the qualitative agreement is rather good. The general energy dependence is comparable and the absolute magnitudes of the rate constants are within a factor of 5 at all energies. Nevertheless, the quantitative comparison is somewhat disappointing since the observed differences lie outside the combined range of experimental error for the ion beam (±20\%) and FD or FA experiments (±30\%).

Several possible explanations of why the present rate constants are higher at low energies can be readily discounted. As noted above, the relative uncertainty of the measured cross sections (and rate constants) is less than 20\% even at the lowest point. The absolute magnitudes shown here were reproduced several times during the course of several months of experimentation. The\textit{maximum} contribution from excited state O\textsuperscript{+} is calculated to be a factor of 5 less than the lowest cross section (or rate constant) measured. The possibility that the energy of the ions is influenced by the rf power driving the octopole was found to be negligible. The shape of the cross section did not change with octopole power and the magnitudes were reproducible within 20\% at all kinetic energies. Cross sections are independent of N\textsubscript{2} pressure throughout the energy range examined as expected for a single bimolecular event. The inability of these factors to account for the disagreements between the present data and the FD and FA data strongly suggests that the differences are caused by differences in the ion energy distributions. These differences are discussed in detail below.
3.3 DISCUSSION

While the experimentally measured cross sections and rate constants are reasonable approximations to the true cross sections and rate constants, the experimental conditions broaden sharp features in their behavior as a function of kinetic energy. In this section, the manner in which the distribution of ion kinetic energies and the random thermal motion of the reactant gas obscure the true cross section is examined. It is not possible to determine a unique form for the true cross section by directly deconvoluting the energy-broadened experimental results. An indirect method is therefore used in which a particular model for the true cross section is convoluted over the experimental distributions of ion and neutral energies. The convoluted form of the trial cross section is then compared directly to the experimentally observed cross section. Finally, the parameters of the trial function are adjusted to obtain the best possible fit to the actual data.

The simplest cross section model (which will be referred to as I) is completely empirical and uses the equation

\[ \sigma(E) = \sigma_1 E^u + \sigma_2 (1 - E/E_T)^w, \]  

where \( \sigma_1, u, \sigma_2, E_T, \) and \( w \) are adjustable parameters. \( E \) is the true interaction energy between the reactants and differs from the energies \( E_0 \) and \( <E> \) which are average values for particular experimental distributions of energies. The first term in equation (3.6) accounts for the exothermic behavior at low energies and the second term accounts for the endothermic behavior at high energies. The specific form of equation (3.6) which is found to best represent the data corresponds to \( \sigma_1 = (0.036 \pm \)
0.010) Å² eV, \( u = 0.53 \pm 0.10, \sigma_2 = (4.4 \pm 0.2) \) Å², \( E_T = 0.40 \pm 0.10 \) eV, and \( w = 2.8 \pm 0.8 \). As shown in Figure 3-4, convolution of this model over the experimental distribution of energies yields a result which is in excellent agreement with the present data at all energies. Also shown in Figure 3-4 is a model for the decline in the cross section at energies above 9.76 eV. This model is described in detail in a previous report.\(^{40,41}\)

A somewhat more sophisticated model, II, can be developed by incorporating Landau-Zener theory\(^{42,43}\) to calculate the probability of a transition from the \( 1^4A'' \) surface to the \( 1^2A'' \) surface during the course of a collision. This probability\(^{42-44}\) is

\[
P = 2p(1 - p), \quad (3.7)
\]

where

\[
p = \exp\left[-\left(\frac{A}{E_C}\right)^{1/2}\right] \quad (3.8)
\]

is the probability of staying on the \( 1^4A'' \) surface upon a single passage of the \( N_2O^+ \) system through the \( 1^4A'' - 1^2A'' \) intersection, \( A \) is the coupling strength between the two surfaces, and \( E_C \) is the relative kinetic energy at the intersection. Multiplication of the LGS collision cross section, \( \sigma_{LGS} \) as given by equation (2.4), by \( P \) gives the Landau-Zener cross section for reaction (3.1) at energies below \( E_T \). In the limit of small \( p \), equation (3.7) and equation (3.8) simplify to \( P = 2(A/E_C)^{1/2} \) such that

\[
\sigma(E) = 2\sigma_{LGS}(A/E_C)^{1/2}, \quad E < E_T, \quad (3.9)
\]

The overall form of the expression for the cross section is now

\[
\sigma(E) = 2\sigma_{LGS}(A/E_C)^{1/2} + \sigma_2(1-E_T/E)^w, \quad (3.10)
\]
where the second term is unchanged from equation (3.6). This expression contains two new parameters, \( A \) and \( E_c \). In the absence of any information regarding these quantities, a simple treatment assumes that \( E_c = E \) and treats \( A \) as an adjustable parameter. The best fit between this model and the data is obtained when \( A = 1.3 \times 10^8 \text{ eV} \), \( \sigma_2 = (4.5 \pm 0.2) \text{ \AA}^2 \), \( E_r = 0.28 \pm 0.05 \text{ eV} \), and \( w = 4.3 \pm 0.9 \). The unconvoluted form of this model has an \( E^{-1} \) energy dependence, which is appreciably steeper than the \( E^{-0.53} \) dependence of the first model. Because of this, the convoluted form of the second model reaches a considerably smaller minimum that skirts the lower edge of the data in the region before threshold, Figure 3-4.

A third model, III, uses equation (3.10) in conjunction with Hopper's calculated result\(^{28}\) that the crossing between the \( 1^4A'' \) and \( 1^2A'' \) surfaces occurs at an energy 0.10 eV below that of the separated \( \text{O}^+ \) and \( \text{N}_2 \) reactants. Now, \( E_c = E + 0.10 \text{ eV} \) and the energy dependence of the first term in equation (3.10) is intermediate to that of the first two models. The best fit to the data is obtained when \( A = 8.3 \times 10^8 \text{ eV} \), \( \sigma_2 = (4.5 \pm 0.2) \text{ \AA}^2 \), \( E_r = 0.30 \pm 0.06 \text{ eV} \), and \( w = 4.0 \pm 0.7 \), Figure 3-4.

The average value of \( E_r \) from all three models is \( 0.33 \pm 0.08 \text{ eV} \). This lies within the 0.2 - 0.5 eV estimate of the "effective" adiabatic barrier calculated by Hopper.\(^{32}\) Furthermore, the relative behavior of the present results compares favorably with Hopper's semiclassical trajectory calculations\(^{32}\) using \( E_r = 0.25 \) and 0.99 eV, Figure 3-5. This lends support to Hopper's conclusions concerning the topology of the \( 1^4A'' \) hypersurface.
In contrast, the current results cannot be interpreted with the main mechanism hypothesized by Hopper\textsuperscript{28} for energies below the adiabatic threshold, mechanism (3.2). In the first step of this mechanism, reaction (3.2a), a three body collisional stabilization occurs to trap \( \text{N}_2\text{-O}^+ (1^4\text{A}^\text{\textsc{n}}) \) in a shallow potential energy well due to the ion-induced dipole attraction, Figure 3-1. Given the improbability of secondary ion-molecule collisions within the interaction region of the apparatus, such a mechanism can be ruled out for the formation of \( \text{NO}^+ \) observed in this study. In addition, the ability of Landau-Zener theory\textsuperscript{42-44} to account for the low energy cross section results confirms the feasibility of mechanism (3.3), the single collision, spin-forbidden process. This is particularly evident from a comparison of the values of \( A \) found here (\( 10^{-7} - 10^{-8} \text{ eV} \)) to the value of \( 2.7 \times 10^{-5} \text{ eV} \) estimated by Tully\textsuperscript{45} for a similar system, the spin-forbidden unimolecular decomposition of nitrous oxide to \( \text{N}_2 (1^4\Sigma^\text{\textsc{g}}^+) \) and \( \text{O}(^3\text{P}) \). Since the values of \( A \) which fit the present data are smaller than this, it is clear that the present agreement with a Landau-Zener model does not require an unreasonably large coupling constant.

Also shown in Figure 3-5 is the cross section derived from the FD data of Albritton \textit{et al.}\textsuperscript{13} This result was obtained using a procedure similar to that used here. Specifically, a trial cross section is convoluted with ion and neutral energy distributions and compared with FD rate constant data in both He and Ar buffers. The shape of the cross section is adjusted until both sets of data are reproduced. The difference between this procedure\textsuperscript{13} and that of the present report is that in the latter case it is possible to measure the ion energy distribution directly, while this is
calculated\textsuperscript{46,47} for the FD work. This calculation involves two steps. First, an ion-neutral interaction potential is derived from a series of ion mobility measurements.\textsuperscript{48,49} Then, the derived potential is used to estimate the ion energy distribution corresponding to a particular set of experimental conditions. Figure 3-5 makes it clear that a substantial disagreement exists \textit{at all energies} between the present results and the cross section derived from the FD data. This is despite the fact that the FD data and the present results converted to rate constants agree at elevated energies, Figure 3-3. In general, this demonstrates how very difficult it is to convert from a macroscopic rate constant to a microscopic cross section.

A qualitative understanding of the origins of the disagreement can be gleaned from an examination of the ion energy distributions associated with each experiment. In both the FD and the ion beam studies, the N\textsubscript{2} reactant has a thermal distribution of energies corresponding to the ambient temperature, $\approx 300$ K. In the present beam experiment, the incident O$^+$(4S) ions have a Gaussian energy distribution with a FWHM of 0.2 eV (0.3 eV lab). This energy distribution does not change with kinetic energy until truncation of the slow ions, which occurs at energies less than $\approx 0.2$ eV. In the FD (and FA) rate constant determinations, the presence of a high pressure buffer gas (He or Ar) insures that the ions maintain a Maxwellian distribution at low energies. In the FD experiments, the ions are accelerated through the buffer gas by a weak electric field. As the field strength increases, the distribution of ion energies begins to deviate from a Maxwellian distribution in a manner which depends on the detailed interactions of the ion with the buffer gas. Since accurate experimental deter-
minations of the true distribution of reactant energies have not yet proven possible, it is necessary to estimate (or calculate) the distributions as outlined above.\textsuperscript{13}

Figure 3-6a compares the ion speed distributions for these experiments at an average laboratory energy of $0.64 \text{ eV}$ ($E_0 = 0.41 \text{ eV}$, $<E> = 0.42 \text{ eV}$).\textsuperscript{50} It can be seen that the distribution for the ion beam is by far the narrowest. Distributions in He and Ar buffers are similar to Maxwell-Boltzmann (MB), but the He distribution has fewer high speed ions than the Ar distribution. As one progresses from beam to He buffer to Ar buffer, there are more kinetically "hot" ions with speeds that correspond to larger cross sections. Thus, the apparent threshold for reaction (3.1) is lower in the Ar buffer than in the He buffer which in turn is lower than in the beam data which in turn is lower than the true threshold energy, $E_r = 0.3 \text{ eV}$. This progression is easily seen in Figure 3-3.

The discrepancy between the "true" cross section obtained from the present data and the FD cross section above $- 0.3 \text{ eV}$ is now clear. In the threshold region, the FD cross section is smaller than the beam cross section while at higher energies the FD cross section is larger, Figure 3-5. These differences in cross section magnitude probably compensate for one another during the convolution over the FD ion energy distributions, which are quite broad at these energies. In contrast, the experimental energy distributions in the ion beam experiment are much narrower at elevated energies. This is clearly demonstrated by the fact that, above $0.7 \text{ eV}$, the measured and "true" cross sections do not differ appreciably, Figure 3-4.
The situation at low interaction energies is qualitatively different. This is shown in Figure 3-6b, which compares the ion beam speed distribution at a laboratory energy of 0.10 eV ($E_0 = 0.064$ eV, $<E> = 0.078$ eV) to a MB distribution having the same average energy, $3k_BT/2$ ($T = 774$ K). The MB distribution exactly reproduces the speed distribution in FA studies and is a reasonable approximation to the distribution found in FD experiments. At this energy, the FA and FD distributions are narrower and have a lower most-probable speed than the ion beam distribution. The high pressure conditions of the FA and FD experiments now serve to reduce the spread of the reactant energies compared to the static FWHM of the ion beam. Just as energy broadening in the FD experiment gave results which were high in the region near threshold, energy broadening in the beam experiment produces high results at low energies. One factor in particular plays an important role in this process. At low energies, slow ions are truncated from the ion beam distribution. This shifts the peak of the ion speed distribution towards zero and yields more ions with very low velocities than a MB distribution. Since ions with speeds near zero correspond to very large cross sections, this causes the ion beam method to give high cross section results at very low energies.

The effect can be seen both in Figure 3-5 and Figure 3-3. Figure 3-5 shows that convolution of the FD derived cross section\textsuperscript{13} over the present experimental distribution of energies yields a result which is in agreement with the present data at the lowest energies. Figure 3-3 shows that model II (equation (3.10) with $E_C = E$) converts to a rate constant which matches the FA and FD data within experimental
uncertainties. Because this model is roughly consistent with all sets of data it is probably the best estimate of the true cross section over the energy range examined.

Unfortunately, differences in ion energy distributions do not appear to account for the disagreements observed immediately before the adiabatic threshold, from about 0.1 to 0.3 eV. This discrepancy is probably a reflection of the joint experimental uncertainties involved in measurements of very slow reactions at these energies; however, it is possible that some of the residual discrepancy results from differences in interaction region pressure. This is the other major difference in experimental conditions between the ion beam and the FA and FD studies besides the energy distributions. The differences between the present data and the FA and FD rate constant data imply that three-body collisional stabilization diminishes production of NO+ at low interaction energies. However, Bohme et al.23 have found the opposite effect and have shown that the reaction rate increases with increasing He buffer gas pressure at 82 K, <E> = 0.011 eV. This study may not be definitive, however, since the rate constant was obtained by measuring the decline in the O+ signal. In their detailed study of this system, Albritton et al.13 concluded that erroneous rate constants are obtained for this reaction when measured in this manner. Further FD measurements on the quantitative three-body pressure dependence of reaction (3.1) at low energies would help to resolve this issue.

The observation that the reaction rate increases with increasing buffer gas pressure23 supports Hopper's prediction28 that collisional stabilization of N2O+ promotes reaction at low energies, reaction scheme (3.2). At the same time, both the
present results and Landau-Zener\textsuperscript{42-44} theory indicate that reaction can occur via a single collision process, reaction scheme (3.3). Together, these observations imply that at low pressures reaction (3.1) proceeds via a single collision process, and at higher pressures, reaction may be enhanced via process (3.2). At energies above threshold, where the reactants are not required to undergo a spin-forbidden transition, this pressure dependence is not expected to play a major role.

3.4 CONCLUSION

Guided ion beam mass spectrometry has been used to examine the kinetic energy dependence of the reaction of ground state atomic oxygen ion with molecular nitrogen from 0.03 to 30 eV. This represents a much wider energy range than has been examined previously in any single ion beam, flowing afterglow (FA), or flow/drift (FD) study. Cross sections for the $\text{NO}^+ + \text{N}$ product channel show an exothermic dependence on kinetic energy below 0.25 eV. The present results demonstrate that this reactivity occurs via a single collision mechanism, equation (3.3), which can be modeled using a Landau-Zener formalism. At higher energies, the cross sections exhibit an endothermic kinetic energy dependence with an apparent threshold of $0.33 \pm 0.08$ eV. This corresponds to the effective activation barrier on the quartet reaction surface.

The present results are in good qualitative agreement with all previous beam, FA, and FD studies. This demonstrates that the guided ion beam technique can provide reasonably accurate experimental cross sections and rate constants throughout
the energy range examined. However, the present data (converted to rate constant form) and the results of FA and FD studies do not agree quantitatively. The disagreements are shown to result primarily from differences in ion energy distributions. A model, II, for the "true" cross section behavior which is consistent within experimental error with the FA and FD and beam data, is derived. This model differs from the "true" cross section previously derived from FD data. This latter cross section is inconsistent with the cross sections measured directly in the present experiment. The discrepancy is almost certainly due to the extreme difficulties in accounting for the distribution of ion energies in FD studies. Finally, it is observed that differences in interaction region pressures between the FA and FD studies and the ion beam study could also influence the reaction rate observed at low energies. Additional work would be useful in uncovering the low energy dynamics associated with reaction (3.1) and in ascertaining the role of multiple collisions in this process.
3.5 REFERENCES


41. The best fit between the present cross section data and the fall-off model presented in reference 40 corresponds to $D = 9.76$ eV, $f = 1.0$, and $p = 4.0$.
42. L. D. Landau, Phys. Z. Sowjetunion 2, 46 (1932).


Figure 3-1. Electronic state correlation diagram for N$_2$O$^+$ in C$_s$ (130') and C$_{\infty v}$ symmetry. The energies of the C$_s$ intermediates, the location of the crossing between the 1$^4$A" and 1$^2$A" surfaces, and the depths of the O$^+$ + N$_2$ and NO$^+$ + N ion-induced dipole potential wells are taken from Hopper, reference 28.
Figure 3-2. Cross sections for reactions (3.1) (filled circles) and (3.4) (open circles) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The O$^+$ is generated by electron impact ionization of CO$_2$ at 70 eV and passed through the drift cell filled with N$_2$. For the NO$^+ + N$ channel, arrows indicate the thermodynamic and spectator stripping dissociation energies of NO$^+$ at 9.76 eV and 13.3 eV, respectively. For the N$_2^+ + O$ channel, arrows designate the thermodynamic thresholds for production of N$_2^+$($X^2\Sigma_u^+$) at 1.96 eV and of N$_2^+$(B$^2\Sigma_u^+$) at 5.2 eV, and the thermodynamic dissociation energy of N$_2^+$ at 10.7 eV. Also included are cross section data from reference 5 for reaction (3.1) (open triangles), a phase space cross section for reaction (3.4) from reference 33 (dashed line), and the LGS cross section (equation (2.4)) scaled down by a factor of 385 (solid line).
Figure 3-3. Phenomenological rate constants for reaction (3.1) as a function of the mean relative energy of the reactants. The present data (solid line with error bars) are derived from the cross section data in Figure 3-2 through the use of equation (2.7). Also included are the flowing afterglow results of reference 19, (open squares), the flow/drift tube results of reference 11 (solid circles), and the argon (solid triangles) and helium (open triangles) buffered FD data from reference 13. The upper, lower, and middle dashed lines correspond to the rate constants obtained from the unconvoluted forms of models I, II, and III, respectively, which are discussed in the text. Vertical arrows are located at 0.10 eV and 0.64 eV lab, the two energies examined in Figure 3-6.
Figure 3-4. Cross sections for reaction (3.1) as a function of the relative translational energy (lower scale) and laboratory energy (upper scale). The data (solid circles, same as Figure 3-2) are compared with the three cross section models discussed in the text (dashed lines) and their convolutions over the experimental energy distribution (solid lines). Models I, II, and III correspond to the upper, lower, and middle curves, respectively.
Figure 3-5. Cross sections for reaction (3.1) as a function of the relative translational energy (lower scale) and laboratory energy (upper scale). The present results are given by the solid circles and represent an average of the data shown in Figure 3-2. The cross section derived by Albritton and coworkers (reference 13) and its convolution over the distribution of energies in the present ion beam experiment are designated by the dashed and solid lines, respectively. Results of Hopper's semiclassical trajectory calculations (reference 32) are denoted by the solid (0.25 eV barrier height) and open (0.99 eV barrier height) squares. Vertical arrows are located at 0.10 eV and 0.64 eV lab, the two energies examined in Figure 3-6.
Figure 3-6. Ion speed (lower scale) and energy (upper scale) distributions for an average laboratory energy of 0.64 eV (part a) and 0.10 eV (part b). The distributions from the present experiment are shown by the solid lines, and the FD distributions (reference 50) are shown by the dashed (Ar buffer) and broken (He buffer) lines. The Maxwell-Boltzmann distribution is given by a broken line in part b.
Chapter Four

Kinetic Energy Dependence of $\text{C}^+(3\text{P}) + \text{O}_2$

4.1 INTRODUCTION

The reaction of ground state atomic carbon ion with molecular oxygen has three primary reaction channels: atom abstraction, process (4.1a); abstraction - charge transfer, process (4.1b); and simple charge transfer, process (4.1c).\(^1\)

\[
\text{C}^+(3\text{P}) + \text{O}_2 \rightarrow \text{CO}^+ + \text{O} \quad \Delta H^o = -3.24 \text{ eV} \quad (4.1a)
\]

\[
\rightarrow \text{O}^+ + \text{CO} \quad \Delta H^o = -3.64 \text{ eV} \quad (4.1b)
\]

\[
\rightarrow \text{O}_2^+ + \text{C} \quad \Delta H^o = 0.81 \text{ eV} \quad (4.1c)
\]

To date, these reactions have been examined by a wide range of techniques: flowing afterglow (FA),\(^2\) flow/drift tube (FD),\(^5\) selected ion flow tube (SIFT),\(^6\)\(^-\)\(^10\) ion cyclotron resonance (ICR),\(^11\)\(^,\)\(^12\) and ion beams.\(^13\)\(^-\)\(^17\) Reaction rate constants\(^2\)\(^,\)\(^3\)\(^-\)\(^9\)\(^,\)\(^11\)\(^,\)\(^12\) and reaction cross sections\(^15\)\(^-\)\(^17\) have been measured, and the branching ratio between channels (4.1a) and (4.1b) has been obtained.\(^5\)\(^-\)\(^12\) In some cases, disposal of reaction exoergicity has also been investigated.\(^4\)\(^,\)\(^12\)\(^-\)\(^14\)\(^,\)\(^17\) Despite this intense effort, the mechanism of this reaction is not well understood and values for the cross sections, rate constants, and branching ratios cover a surprisingly large range.

One possible explanation for the variation in the previous results is that the electronic or kinetic energies of the C\(^+\) ion were not adequately controlled in many of these studies. In the present chapter, beams of pure ground state C\(^+\) are generated and reacted with O\(_2\) over a kinetic energy range of 0.05 to 35 eV. Total reaction
cross sections, reaction rate constants, and product branching ratios are measured, and compared to previous results and to the predictions of phase space theory (PST). Finally, the reaction mechanism and potential energy surfaces for these processes are discussed in some detail.

4.2 EXPERIMENTAL

4.2.1 Pressure Dependence

For the present system, multiple collisions in the main cell are a problem because the secondary charge transfer reaction between CO$^+$ and O$_2$, process (4.2),

\[
\text{CO}^+ + \text{O}_2 \rightarrow \text{O}_2^+ + \text{CO}
\]

\[\Delta H^\circ = -1.94 \text{ eV} \quad (4.2)\]

is fairly efficient (the rate constant at 300 K is $1-2 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1}$).\textsuperscript{2,8,18} The effect that this reaction has on the data is shown by Figures 4-1a and 4-1b. In Figure 4-1a, product ion formation is measured at an energy of $\sim 0.15$ eV, well below the thermodynamic threshold for reaction (4.1c). At this energy the data show linear pressure dependencies for the single collision processes (4.1a) and (4.1b), and a quadratic pressure dependence for formation of O$_2^+$ via the reaction sequence (4.1a) + (4.2). In Figure 4-1b, the same measurement is repeated at an energy of $\sim 4$ eV. Because this energy is in excess of the thermodynamic threshold for reaction (4.1c) and the contribution of the secondary reaction (4.2) is small at this energy, a linear pressure dependence is observed for all three reaction channels. Although it is possible to maintain the O$_2$ reactant gas pressures low enough so that the effect of reaction (4.2) is negligible at all energies, such pressures are below the measurable
range of the capacitance manometer. To overcome this difficulty, cross section measurements are made over a range of \(O_2\) pressures and then extrapolated to zero pressure to obtain the true "single collision" cross sections.

4.2.2 Reaction Rates

In order to compare the present results to previous FA, FD, SIFT and ICR studies, the cross sections must be converted into rate constants. The true thermal rate constant as a function of temperature is obtained by averaging the experimental cross section over a Maxwell-Boltzmann distribution of relative energies,

\[
 k(T) = \frac{1}{\pi \mu^{1/2}} \cdot \frac{2}{k_B T} \cdot \int_0^\infty \sigma(E) \cdot E \cdot \exp(-E/k_B T) \cdot dE, \tag{4.3}
\]

where \(\mu\) is the reduced mass of the reactants, \(k_B\) is the Boltzmann constant, \(T\) is the temperature in degrees Kelvin, and \(E\) is the actual relative energy of the reactants. Since only the translational energy of the reactants is varied in these experiments, equation (4.3) is actually an expression for \(k(T_j)\), the rate constant as a function of translational temperature. Reaction rates for specific temperatures can be obtained by direct numerical integration of equation (4.3); however, this relies on accurately relating the experimentally observed cross section, \(\sigma(E_0)\), to the true cross section, \(\sigma(E)\).

Rate constants can also be calculated as functions of the mean relative energy of the reactants via equation (2.7). A description of this technique is given in the experimental section of Chapter 2.
4.3 RESULTS

4.3.1 Total Cross Sections and Rate Constants

The experimental results for reactions (4.1a) - (4.1c) and their total are shown in Figure 4-2. For comparison, the collision cross section predicted by the Langevin-Gioumousis-Stevenson (LGS) model\textsuperscript{19,20} is also presented. At the lowest energies, the experimentally measured total cross section approaches the magnitude of \( \sigma_{\text{LGS}} \), but the experimental cross section falls off more rapidly than \( \sigma_{\text{LGS}} \) as the kinetic energy increases. While the experimental cross section is 0.77 \( \sigma_{\text{LGS}} \) at \( E_0 = 0.05 \pm 0.036 \) eV, it is 0.53 \( \sigma_{\text{LGS}} \) at 0.1 eV, 0.38 \( \sigma_{\text{LGS}} \) at 0.5 eV, and \( \sim 0.30 \sigma_{\text{LGS}} \) from 2 to 5 eV. The experimental cross section then drops off to a minimum efficiency of 0.15 \( \sigma_{\text{LGS}} \) at an energy of \( \sim 17 \) eV before rising to \( \sim 0.2 \sigma_{\text{LGS}} \) at the highest energies measured.

A numerical fit to the data over the range 0.1 \( \leq E_0 \leq 3.0 \) eV is given by \( \sigma(E_0) = (7.3 \pm 1.1) E_0^{-0.66 \pm 0.09} \, \text{Å}^2 \) while \( \sigma_{\text{LGS}} \) takes on the form 21.3 \( E_0^{-0.5} \, \text{Å}^2 \). At higher energies, \( 6 \leq E_0 \leq 12 \) eV, the total cross section can be numerically represented as \( \sigma(E_0) = (31 \pm 16) E_0^{-1.4 \pm 0.2} \, \text{Å}^2 \). At the highest energies, the cross section levels out at a value of \( \sim 0.7 \, \text{Å}^2 \). At the lowest energies, \( 0.05 \leq E_0 \leq 0.1 \) eV, the total cross section behaves as \( (3.6 \pm 2.5) E_0^{-1.0 \pm 0.4} \, \text{Å}^2 \). It should be noted, however, that the behavior of the cross sections in this energy region is rather uncertain since the energy scale uncertainty is \( \pm 0.036 \) eV. For example, a shift in the energy scale of only 0.025 eV would mean that the total cross section behaves as \( 7.0 E_0^{-0.63} \) between 0.025 and 2 eV.
In Figure 4-3, the rate constants for reactions (4.1a) - (4.1c) are plotted as a function of the mean relative interaction energy, \( \langle E \rangle \). The data are the same as those shown in Figure 4-2, but have been converted to rate constant form through the use of equation (2.7). Also shown in Figure 4-3 is the rate constant predicted by the LGS model\(^{19,20}\) For reaction (4.1, total), \( k_{\text{LGS}} \) is equal to \( 1.00 \times 10^{-9} \text{ cm}^3 \text{ s}^{-1} \). As can be seen from the data in Figure 4-3, the experimental rate constant for the total reaction at the lowest mean relative energy, \( \langle E \rangle = 0.06 \pm 0.036 \text{ eV} \), is \( 7.7 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1} \). This should be a reasonable approximation to the room temperature rate constant since \( 3k_B T/2 = 0.04 \text{ eV} \) at \( T = 300 \text{ K} \). The thermal rate constant can also be obtained by using equation (4.3) with \( T = 300 \text{ K} \). This procedure requires that the true form of the cross section be known down to very low energies. Since this is not directly measured, it is necessary to extrapolate the experimental cross sections. The extrapolation can be done in several reasonable ways and these lead to \( k(300) \) values ranging from \( 7.1 \) to \( 7.9 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1} \). The average of all the various values leads to \( k(300) = (7.6 \pm 0.3) \times 10^{-10} \text{ cm}^3 \text{ s}^{-1} \), with an absolute uncertainty of \( \pm 20\% \) \( (1.6 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1}) \). If the uncertainty associated with the energy scale \((\pm 0.036 \text{ eV})\) is explicitly considered, the uncertainty in the rate constant increases to \( \pm 30\% \) \( (2.3 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1}) \).

The average \( k(300) \) value obtained from the present data is compared to several room temperature rate constants from the literature in Table 4-I. The present result is in good agreement with the FD measurements of St. Niccolini et al.,\(^5\) and the SIFT measurement of Tichy et al.\(^9\) The ICR measurement of Rincon, Pearson, and
Bowers (RPB), the FA measurement of Rakshit et al., and the SIFT measurements of Adams and Smith, and Miller et al. are within experimental error. The measurements of Fehsenfeld et al. and Anicich et al. are almost certainly too high. As noted by RPB, some of these measurements may be high due to the presence of excited state C ions. The present value pertains to ground state C(2P) and so do the values from references 3, 11, and 12. Tichy et al. correct their results for the presence of excited C ions such that the value reported is judged to be for ground state C ions. In all other work, the possibility that excited C(4P) ions are present cannot be eliminated.

The behavior of the total rate constant as a function of energy can also be compared with the results of St. Niccolini et al., who studied the energy dependence of reaction (4.1) in a flow drift tube from \( <E> = 0.04 \) to 1 eV. The rates St. Niccolini measured did not vary over this energy range within experimental error. This behavior clearly differs from that shown by the present data, which decrease by about a factor of 2 over the 0.04 - 1.0 eV range. (This discrepancy is discussed further below.) Other relevant studies include those of Miller et al., who found that the rate constant for reaction (4.1) is relatively insensitive (<12% variation) to temperature from 90 K \((3k_bT/2 = 0.01 \text{ eV})\) to 450 K \((3k_bT/2 = 0.06 \text{ eV})\), and Rakshit et al., who found the same rate constant at 300 and 100 K. However, these results are not directly comparable to those of the present report since the latter do not cover this low energy range.
4.3.2 Branching Ratio: O⁺ + CO vs. CO⁺ + O

As Figure 4-2 shows, the manner in which the total cross section is partitioned between reactions (4.1a), (4.1b), and (4.1c) is highly dependent on the interaction energy. At energies below the onset for reaction (4.1c), σ_total is partitioned entirely between reactions (4.1a) and (4.1b). Over the energy range 0.1 ≤ E₀ ≤ 1.0 eV, the cross sections for these products behave as
\[ \sigma(4.1a) = (5.1 \pm 0.6) \ E_0^{-0.50} \pm 0.08 \ \text{Å}^2 \] and
\[ \sigma(4.1b) = (2.1 \pm 0.4) \ E_0^{-1.0} \pm 0.1 \ \text{Å}^2. \] Above 1 eV, \( \sigma(4.1b) \) continues to fall as \( E_0^{-1} \) until about 4 eV; however, \( \sigma(4.1a) \) declines as \( (4.9 \pm 0.6) \ E_0^{-0.63} \pm 0.06 \ \text{Å}^2 \) from 1 to 4 eV. This change in the energy behavior of the CO⁺ + O channel is largely due to competition with reaction (4.1c), \( \text{O}_2^+ + C \). Indeed, the sum of the cross sections for reactions (4.1a) and (4.1c) behaves as \( (5.1 \pm 0.6) \ E_0^{-0.50} \pm 0.04 \ \text{Å}^2 \) between 0.1 and 4 eV, the same energy dependence shown by \( \sigma(4.1a) \) at low energies. This indicates that reaction (4.1c) competes primarily with reaction (4.1a) and does not appear to have an appreciable effect on reaction (4.1b).

The competition between channels (4.1a) and (4.1b) is shown in Figure 4-4 in terms of the O⁺ product fraction, \( f(O^+) = \sigma(4.1b)/[\sigma(4.1a) + \sigma(4.1b)] \). At the lowest energy, the O⁺ + CO channel is favored over CO⁺ + O by a 0.60 to 0.40 margin. This is in good agreement with a variety of measurements at thermal energies, Table 4-I. However, as the interaction energy increases, the value of the branching ratio declines. At \( E_0 = 0.13 \pm 0.04 \ \text{eV} \ (<E> = 0.14 \ \text{eV}) \), the total cross section is divided equally between O⁺ and CO⁺, and at higher energies CO⁺ is favored. The steady decline in the branching ratio is a direct result of the different
energy dependencies for the two reaction channels. The change in the branching ratio can be given numerically as 

\[ f(O^+) = -0.243 \log(E_0) + 0.284 \]

for energies between 0.05 and 0.8 eV. (Note that this formula predicts that \( f(O^+) = 0.66 \) at \( \langle E \rangle = 0.039 \text{ eV} = 3k_B T/2 \) at 300 K.) If the fraction of \( O^+ \) product is calculated as \( f(O^+) = \sigma(4.1b)/\sigma(4.1, \text{ total}) \), then this numerical form for \( f(O^+) \) continues to be valid until about 4 eV, Figure 4-4. This is another indication that the \( O_2^+ + C \) product channel primarily competes with the \( CO^+ + O \) product channel.

Previous researchers have also measured the kinetic energy dependence of the branching ratio between reactions (4.1a) and (4.1b). Results from these studies, Figure 4-4, also show that the fraction of \( O^+ \) product drops with increasing kinetic energy. Unfortunately, the quantitative comparisons between different sets of data are not completely satisfactory. The data of St. Niccolini et al. were obtained using a flow drift tube apparatus. The kinetic energy dependence of their data is in good agreement with the current data at low energies but disagrees above 0.2 eV. The explanation for the discrepancy is presumably that the ion mobilities in the drift tube are not adequately characterized at elevated electric fields. The data indicate that mean kinetic energies above \( \sim 0.15 \text{ eV} \) are not reached in the FD experiments. Note that this can help explain their observation (discussed above) that the total reaction rate does not change appreciably in the FD experiments. The ICR data at elevated energies of RPB differ in a similar manner from the present data, i.e. they are consistent only if they really for lower kinetic energies. This possibility is noted by RPB, who state that their non-thermal kinetic energies are upper limits with
uncertainties of about 50%. Indeed, their measurements are in reasonable agreement with the present data at the lower limits of their estimated energies, Figure 4-4.

The present results may also serve to clarify the anomalous branching ratios listed in Table 4-I. The tandem ICR results of Anicich et al. have long been suspected of having an inverted product distribution because of kinetic excitation. The current results support this view and show that the effective kinetic energy in the TICR system was \( \sim 0.5 \text{ eV} \). This is lower than the \( 1.6 \pm 0.5 \text{ eV} \) estimate arrived at by RPB based on their branching ratio results. However, an energy of \( 0.5 \text{ eV} \) is consistent with the fact that Anicich et al. formed \( \text{C}^+ \) by using reaction (4.4),

\[
\text{He}^+ + \text{CO} \rightarrow \text{C}^+\left(^2\text{P}\right) + \text{O}\left(^4\text{S}\right) \quad \Delta H^o = -2.2 \text{ eV} \tag{4.4}
\]

which is known to produce \( \text{C}^+ \) ions with 1.1 eV of translational energy. In reaction with \( \text{O}_2 \), this laboratory energy is equivalent to 0.8 eV of kinetic energy in the center of mass frame. The present result clearly suggests that these ions were incompletely thermalized in the TICR study.

There is also some question about the results of Tichy et al. who attribute their 53:47 branching ratio to the presence of 10% \( \text{C}^+\left(^4\text{P}\right) \) excited ions in their experiment. As pointed out by RPB, this is inconsistent with the results of Miller et al., who obtain a branching ratio of 62:38 but form \( \text{C}^+ \) in a way which should yield appreciable amounts of \( \text{C}^+\left(^4\text{P}\right) \), \( \sim 65\% \). As discussed by RPB, one possible explanation is that the excited ions in the study of Miller et al. are efficiently deactivated in the source. Another possibility is that when \( \text{C}^+\left(^4\text{P}\right) \) is deactivated, it yields translationally hot \( \text{C}^+\left(^2\text{P}\right) \), which then forms relatively more \( \text{CO}^+ \) than thermal
C+(4P). The extent of this kinetic excitation would depend critically on the experimental conditions in the drift tube. For instance, Tichy et al.'s result could be explained by ions with an average kinetic energy of only 0.1 eV.

4.3.3 O₂⁺ + C

As discussed above, the formation of O₂⁺ has a pronounced pressure dependence. This is illustrated in Figure 4-2 by a comparison of the cross section measured at P(O₂) = 0.22 mTorr to that obtained from an extrapolation to P(O₂) = 0. The difference between these measurements is due to the secondary reaction (4.2). The zero pressure cross section is the true cross section for reaction (4.1c), charge transfer to give O₂⁺ + C. It exhibits an onset near 0.6 eV and then rises rapidly to a plateau of ~ 0.6 Å². There are some oscillations in the data in this plateau region. These are attributed to variations in the collection efficiency of the charge transfer product, which may be formed with little forward velocity in the laboratory frame. Because 100% product collection cannot be ensured in these cases, the magnitude of the cross section for reaction (4.1c) may not be completely reliable at high energies.

The only other measurement of process (4.1c) in this energy range is that of Koski and coworkers,¹⁵ who obtain a much smaller cross section (σ = 0.17 Å² at 36 eV) with a much higher onset (σ = 0.01 Å² at 3.6 eV). This large discrepancy is probably due to the difficulty of quantitatively collecting the slow charge transfer product. Moran and Wilcox¹⁶ have measured the charge transfer cross section at much higher kinetic energies (500 - 1,800 eV c.m.) and find that the cross section
rises from ~ 8 to 16 Å² over this energy range. These results can be smoothly extrapolated to the present data.

The presence of O₂⁺ product before the 0.81 eV thermodynamic threshold of reaction (4.1c) is due to energy broadening effects from the distribution of ion kinetic energies in the ion beam and the random thermal motion of the O₂ reactant gas. In order to determine the true cross section behavior in the threshold region, an appropriate model for the true cross section is convoluted over the experimental distributions of ion and neutral energies. The convoluted form of the trial cross section is then compared directly to the experimentally observed cross section. Finally, the parameters of the trial function are adjusted using non-linear least squares procedures to obtain the best possible fit to the actual data.

For the case of reaction (4.1c), it is possible to accurately reproduce the behavior of the experimental cross section with the line-of-centers model,

\[
\sigma(E) = \sigma_0 (1 - \frac{E_r}{E}) \quad \text{if } E > E_r \\
\sigma(E) = 0 \quad \text{if } E < E_r
\]

where \( \sigma(E) \) is the true cross section and \( E \) is the relative kinetic energy of the reactants. \( E_r \), the threshold energy, and \( \sigma_0 \) are treated as adjustable parameters. The best fit between the experimental data and the model is obtained when \( E_r = 0.82 \) eV (in excellent agreement with the calculated thermochemistry) and \( \sigma_0 = 0.63 \) Å². The unconvoluted and convoluted forms of this cross section are shown in Figure 4-5, and can be seen to reproduce the data well throughout the energy range shown.
4.3.4 CO$^+$ + O: High Energies

At energies above ~ 5 eV, the cross section for reaction (4.1a) declines rapidly, causing the total cross section to fall until it is dominated by the charge transfer process, reaction (4.1c). For reaction (4.1a), the cross section decline in the region $7 \leq E_0 \leq 35$ eV can be reproduced by $\sigma(E_0) = (308 \pm 218) \ E_0^{-2.7} \pm 0.5 \ \text{Å}^2$.

The rapid fall-off of the CO$^+$ product is easily explained as being due to dissociation of the CO$^+$ product via reactions (4.6a) and (4.6b).

\begin{equation}
C^+(2P) + O_2 \rightarrow C^+ + O + O \quad \Delta H^o = 5.12 \text{ eV} \tag{4.6a}
\end{equation}

\begin{equation}
\rightarrow O^+ + O + C \quad \Delta H^o = 7.47 \text{ eV} \tag{4.6b}
\end{equation}

Direct evidence for the occurrence of reaction (4.6b) is the increase in production of O$^+$ at energies above about 12 eV. This rise in O$^+$ appears to correlate with a slight downward break in the CO$^+$ cross section also at ~ 12 eV. Reaction (4.6a) cannot be observed directly since the ionic product is the same as the reactant ion. However, it can be seen that the beginning of the cross section decline in reaction (4.1a) is very close to the thermodynamic threshold for reaction (4.6a). Furthermore, the increase in $\sigma$(O$^+$) is much too small to fully account for the decline in the CO$^+$ cross section.

The only previous measurement of reaction (4.1a) at elevated energies is that of Koski and coworkers. They attempted to evaluate the reaction cross sections for both C$^+(2P)$ and C$^+(4P)$ between 3.6 and 145 eV (5 to 200 eV lab). For ground state C$^+$, they found a cross section for reaction (4.1a) in reasonable agreement with the present one at their lowest energies (3.6 to 6 eV), although their cross section increases from low to high energy. Above 6 eV, their cross section falls precipi-
tously to about 0.1 Å² at 7.3 eV (10 eV lab), while the present measurement falls off more gradually. These discrepancies can be attributed to difficulties in collection efficiency and in accurately separating the reactivities of the different states of C⁺ in the older study.

The high energy behavior of σ(4.1a) can be analyzed in somewhat more detail by using a previously discussed statistical model for dissociation.²⁶ A dissociation onset of 5.2 ± 0.5 eV is obtained,²⁷ in good agreement with the 5.1 eV thermodynamic threshold for reaction (4.6a). This implies that reaction (4.1a) has a strong statistical component. This type of behavior is consistent with the kinetic energy distribution measured by Sonnenfroh and Farrar (SF)¹⁷ at 0.57 eV but disagrees with the ICR results of RPB¹² at thermal energies. However, the fall-off behavior of the present data is not inconsistent with significant contributions of more direct reaction mechanisms. For instance, if reaction (4.1a) were occurring via the nonstatistical spectator stripping model,²⁸ product dissociation would be delayed only until \( E_s = 6.5 \) eV.

4.3.5 O⁺ + CO: High Energies

For reaction (4.1b), the cross section decline over the range \( 6 \leq E_0 \leq 11 \) eV can be reproduced by \( \sigma(E_0) = (45 \pm 40) \ E_0^{-3.0} \pm 1.0 \) Å². This decline is an interesting phenomenon since the O⁺ product clearly cannot dissociate. It is possible that competition with the \( \text{O}_2^+ + \text{C} \) reaction channel is responsible, but reaction (4.1c) begins well before the sharp decline in reaction (4.1b) and, as discussed above, reaction (4.1c) appears to compete primarily with reaction (4.1a). A more likely
explanation is competition with reaction (4.6a), direct collision induced dissociation of
$O_2$ by $C^+$. At slightly higher energies, the decline in the $O^+$ cross section is reversed, and
formation of $O^+$ increases. This increase must be due to reaction (4.6b) and could
result from dissociation of CO$^+$ or from dissociative charge transfer, i.e. dissociation
of $O_2^+$. The production of $O^+$ in this energy range can be further analyzed by
subtracting the numerical fit given above for the decline of the cross section between
6 and 11 eV from the data and then analyzing the result in a similar manner as the
threshold for $O_2^+ + C$. Again, the line-of-centers form, equation (4.5), reproduces
the data very nicely. The threshold energy obtained from this analysis is $10.8 \pm 0.8$
eV. This is considerably above the thermodynamic threshold for process (4.6b).
This could be because this process occurs via formation of CO$^+$ in a stripping-type
mechanism such that dissociation is predicted to be delayed until $E_s = 9.5$ eV,
equation (2.12). Another possibility is that the CO$^+$ or $O_2^+$ precursor to the $O^+$
product is formed in an excited state which decomposes with the release of kinetic
energy. For example, $O_2^+(B^2\Sigma_g^+)$, $8.23$ eV above the ground state,\textsuperscript{29} can be formed
beginning at a kinetic energy of $9.04$ eV and is known to predissociate from photo-
ionization studies.\textsuperscript{30} A final mechanism is that the products corresponding to the
observed reaction are not ground state species. Indeed, production of C($^4\Pi$) + O($^3\Pi$)
+ $O^+(^3D)$ has a thermodynamic threshold of $10.80$ eV, in good agreement with the
apparent experimental threshold.
4.4 DISCUSSION

One of the more interesting and controversial aspects of reaction (4.1) is the reaction mechanism. Based on their crossed beam results for reaction (4.1a) at a collision energy of 0.57 eV, Sonnenfroh and Farrar (SF)\textsuperscript{17} hypothesize the existence of a long-lived CO\textsubscript{2}+ intermediate formed by C\textsuperscript{+} insertion into O\textsubscript{2}. They conclude that the CO\textsubscript{2}+ reaction intermediate has a lifetime of \( \sim 0.5 \) ps, somewhat shorter than a rotational period. In contrast, Rincon, Pearson, and Bowers (RPB)\textsuperscript{12} conclude that both reaction (4.1a) and (4.1b) are nonstatistical based on their kinetic energy release measurements. To explain their results, both SF and RPB utilize adiabatic state correlation diagrams; however, SF utilize a diagram derived from C\textsubscript{2v} symmetry (which leads to ground state carbon dioxide ions), while RPB prefer a near-collinear geometry reaction. In the discussion which follows, the state-specific reactions involved in process (4.1) are first identified. Statistical theories are then evaluated to see if they can reproduce the observed results. Finally, the potential energy surfaces for both types of reaction geometries are examined in detail.

The state-specific reactions

\[
\begin{align*}
C^+(^2P_{\frac{1}{2}}) + O_2(X^3\Sigma^-) & \rightarrow CO^+(X^2\Sigma^+) + O(^3P_{\frac{1}{2}}) \quad \Delta H^\circ = -3.24 \text{ eV} \quad (4.1a) \\
   & \rightarrow O(^4S_{\frac{3}{2}}) + CO(X^1\Sigma^+) \quad \Delta H^\circ = -3.64 \text{ eV} \quad (4.1b) \\
   & \rightarrow O_2^+(X^3\Pi_{\frac{1}{2}}) + C(^3P_{\frac{1}{2}}) \quad \Delta H^\circ = +0.81 \text{ eV} \quad (4.1c) \\
   & \rightarrow CO^+(X^2\Sigma^+) + O(^1D_{\frac{3}{2}}) \quad \Delta H^\circ = -1.27 \text{ eV} \quad (4.1d) \\
   & \rightarrow CO^+(A^2\Pi) + O(^3P_{\frac{1}{2}}) \quad \Delta H^\circ = -0.67 \text{ eV} \quad (4.1e) \\
   & \rightarrow O^+(^2D_{\frac{3}{2}}) + CO(X^1\Sigma^+) \quad \Delta H^\circ = -0.32 \text{ eV} \quad (4.1f)
\end{align*}
\]
are the lowest energy product channels for process (4.1).\textsuperscript{1,29} Emission from CO\textsuperscript{+}(A\textsuperscript{2}II) has been observed at thermal energy by Tsuji \textit{et al.}\textsuperscript{4} and at elevated energies (3.6 eV) by Ottinger and Simonis;\textsuperscript{13} however, Ottinger and Simonis have estimated that the cross section for CO\textsuperscript{+}(A\textsuperscript{2}II) formation is only $\sim 0.01$ Å\textsuperscript{2} at 3.6 eV, while the present total CO\textsuperscript{+} cross section at this energy is $\sim 2.5$ Å\textsuperscript{2}. This is consistent with the study of RPB who find no evidence for excited state products and place upper limits of 5, 2 and 1% for reactions (4.1d), (4.1e), and (4.1f), respectively. Thus, all available evidence indicates that formation of electronically excited products are minor processes. The discussion which follows is therefore restricted to the state-specific reactions (4.1a), (4.1b) and, to a lesser extent, (4.1c).

4.4.1 Phase Space Calculations

In order to determine if the energy dependencies of reactions (4.1a) - (4.1c) are due to statistical effects, atom-diatom phase space theory (PST) calculations\textsuperscript{31} were carried out using modified versions of computer programs originally developed by Chesnavich and Bowers.\textsuperscript{32} For reaction (4.1a), the calculated cross sections display the same $E^{-0.5}$ energy dependence as do $\sigma(4.1a)$ and $\sigma_{LOS}$, i.e. the energy dependence of reaction (4.1a) is reasonably well described by PST up to the dissociation limit. This is consistent with the observation that dissociation of the CO\textsuperscript{+} product begins at the thermodynamic limit for reaction (4.6a) and with the conclusions of SF that this reaction occurs via a long-lived collision complex. The magnitude of the PST results are much larger than the experimental cross section if all of the potential energy surfaces associated with the reactants are presumed to lead to efficient formation of
products. For the C\(^+\(2P\) + O\(_2\)(3\(^\Sigma_g^+\)) reactant channel, there exist 18 total surfaces (3 doublets and 3 quartets). The best reproduction of the CO\(^+\) + O cross section is obtained if only 4 out of the 18 surfaces (4/18 = 0.22) are assumed to lead to reaction (4.1a). This is consistent with the fact that the magnitude of the experimental cross section is \((0.23 \pm 0.03)\sigma_{\text{LGS}}\).

The PST cross section for reaction (4.1b) also behaves as E\(^{-0.5}\), in contrast to the E\(^{-1}\) behavior observed experimentally. This makes it clear that reaction (4.1b) is not statistically behaved, in keeping with the conclusions of RPB. One possible explanation for this type of energy dependence is that the reaction occurs via a curve crossing, along the lines of what was observed for O\(^+\) + N\(_2\) in Chapter 3.\(^{33}\) The E\(^{-1}\) energy dependence results from multiplying the E\(^{-0.5}\) energy dependence of the LGS collision cross section\(^{19}\) by an approximate E\(^{-0.5}\) energy dependence for the Landau-Zener probability of a transition between two potential energy surfaces.\(^{34}\) (An exact E\(^{-0.5}\) transition probability occurs only if the potential energy at the crossing point is zero.) In the case of the O\(^+\) + N\(_2\) system, the crossing is spin-forbidden and consequently quite inefficient (<0.3% of the collision rate at thermal energies).\(^{33}\) The large magnitude of the O\(^+\) + CO cross section at low energies indicates that if a surface crossing is involved, then the surfaces are much more strongly coupled than in the O\(^+\) + N\(_2\) system. It is therefore unlikely that a spin-changing reaction plays a significant role here.

For reaction (4.1c), the PST cross section rises more slowly than the data, Figure 4-5. This suggests that the charge transfer reaction occurs preferentially in a
direct, large impact parameter process rather than via a long-lived intermediate. As can be seen in Figure 4-5, the magnitude of the PST cross section can reproduce the experimental result at higher energies. To obtain this calculated magnitude, it is necessary to assume that 12 of the 36 potential energy surfaces evolving from $O_2^+ (\Pi) + C (\Pi)$ are reactive.

4.4.2 Electronic State Correlations

To explain the results for reaction (4.1), it is necessary to have an appreciation for the potential energy surfaces involved. Unfortunately, this is a reasonably complex system involving many surfaces and surface crossings. Calculations are available for the surfaces of $CO_2^+$ (carbon dioxide ion) and its dissociation to $[CO + O]^+$, but not for its dissociation to $[C + O_2]^+$. As RPB have pointed out, entrance channel effects may be very important in this reaction. These effects shall now be qualitatively explored.

As noted above, 3 doublet and 3 quartet surfaces evolve as the reactants approach. For a collision having $C_{nv}$ ($C_{2v}$, $C_4$) symmetry, there will be $^2\Sigma^-$ ($B_1$, $A''$), $^2\Pi$ ($A_2$, $A''$), and $^2\Pi$ ($A_1$, $A'$) surfaces. One of these quartet surfaces evolves adiabatically to the single quartet surface which correlates with $O^+ + CO$ products, $^4\Sigma^-$ ($B_1$, $A''$). The other 2 quartet surfaces and the 3 doublet surfaces correlate adiabatically with the products of reaction (4.1a). This simple adiabatic correlation scheme has been given by Tsuji et al. and RPB. Note that the $CO^+ + O$ product channel is highly favored in terms of the number of adiabatic surface correlations. This is in stark contrast to the experimentally observed branching ratio at thermal
energies. To explain this discrepancy, it is necessary to consider the potential energy surfaces of the reaction in more detail.

To provide qualitative information concerning the attractiveness or repulsiveness of the surfaces at long range, consider first the diabatic surface correlations. Although no calculations are available on this region, qualitative molecular orbital (MO) ideas can be used to help elucidate the surface characteristics. These ideas have been previously discussed in detail for the analogous C\(^+\) + H\(_2\) reaction.\(^{37}\) The Appendix provides a detailed account of the present case and the results are shown in Figure 4-6. The characteristics of the surfaces change depending on whether the C\(^+\)(2p) orbital occupied is the p\(_x\), p\(_y\), or p\(_z\) (the convention used here is that the z axis is along the direction of approach, the x axis is in the plane of the three atoms, and the y axis is perpendicular to the plane). These atomic orbitals lead to the \(^2\Sigma^-\) (A\(_1\), A\(^{\prime}\)), \(^2\Pi^+\) (A\(_2\), A\(^{\prime\prime}\)), \(^2\Pi^+\) (A\(_1\), A\(^{\prime}\)), and \(^2\Sigma^-\) (B\(_1\), A\(^{\prime\prime}\)) surfaces, respectively.

### 4.4.3 Doublet Surfaces

It can be seen that for a C\(_{2v}\) approach on the doublet surfaces, Figures 4-6a and 4-6b, the \(^2\Sigma^+\) and \(^2\Pi^+\) surfaces are expected to be repulsive at long range, while the \(^2\Pi^+\) surface is initially attractive. This latter surface correlates with ground state CO\(_2\)(X\(^2\Pi_g\)) and then on to ground state products, CO\(^+\)(X\(^2\Sigma^+\)) + O(\(^3\)P). Note that even if the symmetry of the reaction is reduced to C\(_v\), i.e., crossings between A\(^{\prime}\) (A\(_1\) and B\(_2\)) or A\(^{\prime\prime}\) (B\(_1\) and A\(_2\)) surfaces become avoided, only 1 of the 3 doublet surfaces leads to products without an appreciable activation barrier. In C\(_{2v}\) symmetry, however, only the \(^2\Sigma^-\) surface is repulsive. The \(^2\Pi\) surfaces lead diabatically to
excited state products, $O^+(3\text{D}) + \text{CO}(X'\Sigma^+)$, exothermic by 0.32 eV. These surfaces have avoided crossings with the $^2\Pi$ surfaces evolving from $\text{CO}^+(X^2\Sigma^+) + O(3\text{P})$ such that there is a low energy pathway to form ground state $\text{CO}^+ + O$ products on 2 of the 3 doublet surfaces.

The nature of the $^2\Pi$ surfaces is an attractive explanation for several experimental observations. These surfaces provide an efficient path for reaction (4.1a) on 4 out of the 18 surfaces evolving from reactants, consistent with the PST results. On one of these doublet surfaces, the reaction can easily gain access to ground state $\text{CO}_2^+$, and even if $C_{nv}$ symmetry is maintained, there may be a potential well for the intermediates. This could explain the appreciable forward - backward scattering symmetry in the beam experiments of SF. The fact that the forward scattered component dominates may be a reflection that reaction on the $^2\Pi (^2A_1)$ surface is more direct than reaction on the $^2\Pi (^2A_2)$ surface. Also, the qualitative character of the collinear $^2\Pi$ surfaces shows that kinetic energy could be released as the $[\text{C-O-O}]^+$ intermediate decomposes to $\text{CO}^+ + O$. This could explain the observation of RPB that the vibrational distributions of the $\text{CO}^+$ product appear somewhat non-statistical at thermal energies. This observation contrasts with the observation by SF of a statistical kinetic energy distribution at higher reactant energies.

4.4.4 Quartet Surfaces

To explain reaction (4.1b), it is necessary to consider the quartet surfaces, Figure 4-6c, especially since spin-changing reactions are discounted. For a $C_{nv}$ approach on the quartet surfaces, the interaction is probably repulsive in the entrance
channel for all three surfaces. While this is probably the most likely scenario, it is possible that the ion-induced dipole attraction is sufficient to overcome this repulsion for the $^4A_2$ surface, the least repulsive approach. This surface crosses the $^4B_1$ surface (a crossing which becomes avoided in $C_2$ symmetry) which in turn leads to $CO_2^+$ ($^4B_1$, $a^4\Pi_u$), the lowest lying quartet state of $CO_2^+$. This state correlates adiabatically to $CO^+(X^2\Sigma^+) + O(3P)$ in $C_{\text{av}}$ symmetry, but in $C_2$ symmetry, the crossing between the $a^4\Pi_u (^A\Pi)$ and $^4\Sigma_g^-(^A\Pi)$ surfaces becomes avoided such that $O^+(4S) + CO(X^1\Sigma^+)$ products should be produced. Indeed, Lorquet and coworkers have examined this crossing carefully and verify that the lowest energy pathway to form $O^+ + CO$ products is in $C_2$ symmetry. (The calculated energy of this crossing in $C_{\text{av}}$ symmetry is correctly indicated in Figure 4-6c.)

A more likely pathway for producing $O^+ + CO$ is a collinear reaction geometry. As with the doublet surfaces, the $^4\Sigma$ surface should be strongly repulsive. The $^4\Pi$ surfaces should be somewhat attractive (although not as attractive as the $^3\Pi$ surfaces), but they correlate with highly excited product states. Consequently, it is anticipated that the $^4\Pi$ surfaces become repulsive at short range before they cross the $^4\Pi$ surfaces evolving from $CO^+ + O$. However, the $^4\Pi (^A\Pi)$ surface should cross the $^4\Sigma (^A\Pi)$ surface evolving from $O^+(4S) + CO(X)$. In $C_2$ symmetry, this crossing becomes avoided such that a low energy pathway for reaction (4.1b) is provided on a single quartet surface.

This qualitative surface can be used to explain several experimental observations. The approach of the $C^+$ and $O_2$ molecules is most attractive in $C_{\text{av}}$. 
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symmetry and probably fairly repulsive if the C\(^+\) and O\(_2\) approach is too far off collinear. However, the \(^4\Pi - \Sigma\) surface crossing demands C\(_v\) symmetry if it is to be an avoided crossing. Thus, the most favorable reaction geometry is highly restricted and involves a surface crossing. This combination is probably sufficient to explain the observed E\(^{-1}\) energy dependence of reaction (4.1b). Note that this process occurs on surfaces which are distinct from those for reaction (4.1a). This can explain why no direct competition between the two reactions is observed. Also, the character of the reactive \(^4\text{A}''\) surface is consistent with the conclusion of RPB that the reaction is non-statistical.

**4.4.5 Branching Ratio and Reaction Efficiency**

Finally, consider the ability of these surfaces to explain the observed branching ratio, 60:40, and the overall reaction probability, 0.76 \(\pm\) 0.23 at 300 K. As outlined above, reaction (4.1a) can occur on 2 doublet surfaces while reaction (4.1b) occurs on 1 quartet surface. Statistically, this predicts a branching ratio of 50:50 and a reaction probability of \(8/18 = 0.44\). It is interesting to note that this situation actually exists at \(-0.15\) eV. The failure of this prediction at thermal energies suggests that additional surfaces couple to the reactive ones at the lowest kinetic energies. For example, if the repulsive \(^4\Sigma\) (\(^4\text{A}''\)) surface couples to the attractive \(^4\Pi\) (\(^4\text{A}''\)) surface as the C\(^+\) and O\(_2\) approach, and likewise, the \(^2\Sigma\) (\(^2\text{A}''\)) surface couples to the \(^2\Pi\) (\(^2\text{A}''\)) surface, then the overall reaction probability can climb to \(14/18 = 0.78\) and the branching ratio goes to 57:43 in favor of the O\(^+\) + CO channel (assuming the 2 quartet surfaces lead to O\(^+\) + CO and the 3 doublet surfaces lead to CO\(^+\) + O).
this scenario, only the \(^4\text{A'}\) surface is unreactive at the lowest energies. This hypothesis is supported by a close examination of the reaction efficiency for process (4.1a). As noted above, the efficiency is 0.23 over the energy range of 0.1 to 1.0 eV (and up to 4 eV if reaction (4.1c) is included). However, it rises to 0.31, Figure 4-3, at the lowest energies, consistent with the prediction of \(\frac{6}{18} = 0.33\). If this hypothesis is correct, then the low energy behavior of reaction (4.1a) suggests that the coupling between the \(^2\Sigma^-\) and \(^3\Pi\) surfaces decreases rapidly with increasing kinetic energy.

4.5 CONCLUSION

Guided ion beam mass spectrometry has been used to examine the kinetic energy dependence of the reaction of ground state atomic carbon ion with molecular oxygen from thermal energies to 35 eV. The total cross section is found to approach to within 75\% of the prediction of the Langevin-Gioumousis-Stevenson model\(^\text{19}\) at the lowest energy examined, 0.05 eV, but it falls more rapidly than LGS model as the energy is increased. At thermal energies, the observed branching ratio is 60\% \((\text{O}^+ + \text{CO})\) and 40\% \((\text{CO}^+ + \text{O})\), in excellent agreement with previous studies. This branching ratio declines steadily with increasing energy such that above 0.14 eV, \(\text{CO}^+ + \text{O}\) is the preferred product channel. Thermal rate constants obtained from integration of the total cross section results give results slightly lower than most previous measurements, although within experimental error. The small discrepancies may be due to reactions of excited state ions in the earlier studies. Analysis of the
endothermic $O_2^+ + C$ channel using a simple, line-of-centers model results in a threshold energy of 0.82 eV, in excellent agreement with the known thermochemistry.

Agreement between the experimental cross sections and those predicted by phase space theory is good for the $CO^+ + O$ reaction, reasonable at elevated energies for the $O_2^+ + C$ channel, and very poor for the $O^+ + CO$ process. Experimental evidence suggests that the first two channels are coupled with one another while the latter channel appears to be almost completely decoupled. The potential energy surfaces for this reaction are qualitatively described and used to rationalize the behavior observed in this and other experiments. This analysis suggests that reaction (4.1a) occurs at most kinetic energies via a stable intermediate which can be accessed on 2 doublet surfaces. Reaction (4.1b), in contrast, occurs primarily on a single quartet surface via a restricted collinear approach. At the lowest kinetic energies, additional doublet and quartet surfaces may couple to the reactive ones. Accurate theoretical calculations on these surfaces are needed to provide a test of the mechanism proposed here and should yield additional insight into this reaction.
4.6 APPENDIX: Molecular Orbital Correlations and Potential Energy Surfaces

In order to characterize the potential energy surfaces of reaction (4.1), it is useful to consider the molecular orbital (MO) correlation diagram shown in Figure 4-7. Energies for [C + O₂]⁺, [CO + O]⁺, and OCO⁺ are taken from experimental results on these species and their excited states. The energies for bent OCO⁺ are derived from the calculations of Praet et al. for an angle of 120°. The relative energies shown for the molecular orbitals of linear vs. bent OCO⁺ are consistent with qualitative expectations (Walsh's rules). The most significant of these changes are the strongly attractive nature of the 3a₁ orbital and the strongly repulsive nature of the 4a₁ orbital as the molecule is bent. In considering the progression from reactants to intermediates along the C₂v pathway, two striking results are the diabatic correlation of C(2s) with CO₂⁺(4a₁) and that of C⁺(2pₓ) with CO₂⁺(1b₂). These show that C⁺(3P) + O₂(3Σ⁻) diabatically correlates with a very highly excited state of CO₂⁺ no matter what the C⁺(2p) occupancy is. Note that the situation is no better in C₃ᵥ symmetry since the C⁺(2pᵥ) orbital diabatically correlates with CO(σ⁺), leading again to excited states of the products. Clearly, adiabatic surface crossings must exist for reaction (4.1) to occur. The corresponding avoided crossings in the MO correlation diagram are indicated in Figure 4-7. One such interaction is that between CO(σ) and O(2pₓ), which lie close in energy. Because of the proximity of these orbitals, all further discussion assumes that they are highly mixed.

Even when the adiabatic MO correlations are considered, the C₂v approach leads to highly excited CO₂⁺ intermediates for two reasons: one of the O₂(πₓ)
molecular orbitals correlates with $\text{CO}_2^+(3a_1, \pi_u^*)$ leading to double occupancy of an antibonding MO, and the singly occupied $\text{O}_2(\pi_g)$ MO correlates with $\text{CO}_2^+(1b_2, \sigma_u)$, a strongly bonding MO. Overall, the attractiveness of the surfaces are probably somewhat better in $C_{nv}$ symmetry since the $\text{O}_2(\pi_g)$ MO correlates directly with $\text{CO}(\pi)$ and $\text{O}_2(\pi_u)$ correlates with $\text{O}(2p_u)$.

4.6.1 $C_2v$ Symmetry: Doublet Surfaces

Now consider the occupancy of the $\text{C}^+(2p)$ orbital. In $C_{2v}$ symmetry, if the $\text{C}^+(2p)$ electron is in the $p_x$ orbital, a $^2\text{A}_2$ surface will be generated, Figure 4-6a. In the entrance channel, the $\text{C}^+(2p_x)$ electron interacts with the singly occupied in-plane antibonding $\pi_g$ MO of $\text{O}_2$ since these both have $b_2$ symmetry. This interaction leads to a doubly occupied $\text{CO}_2^+(1b_2)$ orbital and therefore the surface should be initially attractive. At closer distances, this surface probably becomes repulsive since the $\text{CO}_2^+(3a_1, \pi_u^*)$ orbital is doubly occupied. However, this surface must interact with another $^2\text{A}_2$ surface evolving from $\text{CO}_2^+(X^2\Pi_g)$, 8.9 eV below reactants. This interaction corresponds to moving the 2 electrons in the $3a_1$ MO into the $2b_2$ MO. These surfaces presumably avoid one another such that, adiabatically, a low energy pathway from reactants to $\text{CO}_2^+(X)$ is formed. In the exit channel, $\text{CO}_2^+(X)$ correlates directly with $\text{CO}^+(X) + \text{O}(^3\text{P})$ products in all symmetries.

The $\text{C}^+(2p_y)$ electron interacts with the doubly occupied out-of-plane $\pi_u$ bonding MO of $\text{O}_2$ ($b_1$ symmetry). This leads to a moderately repulsive $^2\text{A}_1$ surface in the entrance channel, Figure 4-6b. Note that this surface may cross another of the same symmetry which evolves from $\text{O}_2^+(^2\Sigma) + \text{C}(^3\text{P})$. This interaction corresponds
to moving the electron in the $O_2(\pi, b_2)$ MO into the $C(2p, b_2)$ orbital. This is presumably one low energy pathway for reaction (4.1c). Eventually, the $^2A_1$ surface evolving from reactants leads to adiabatic formation of $CO_2^+(A^2\Pi_u)$, 3.5 eV higher than $CO_2^+(X)$. In the product channel, $CO_2^+(A)$ correlates with excited state products, $CO^+(X) + O(\ell D)$, in all symmetries. Note, however, that the $^2A_1$ surface crosses the $^2B_2$ surface evolving from $CO_2^+(X)$. This crossing can be avoided in $C_s$ symmetry such that access to $CO_2^+(X)$ may be possible on this surface for some reaction geometries.

If the $C^+(2p)$ electron is in the $p_z$ orbital, it interacts with the doubly occupied in-plane $\pi_u$ MO of $O_2$ ($a_1$ symmetry). This yields a very repulsive $^2B_1$ surface at long range, Figure 4-6a. This surface may also cross another of the same symmetry evolving from $O_2^+(2\Pi) + C(3P)$, again an $O_2(\pi) - C(2p_z)$ interaction, yielding another low energy pathway for reaction (4.1c). This $^2B_1$ surface eventually correlates with $CO_2^+(A^2\Pi_u)$. Note that if symmetry is reduced to $C_s$ in the entrance channel, the $^2B_1$ and $^2A_2$ surfaces can interact. However, since they cross twice, the overall correlations are not changed. In the product channel, $CO_2^+(A)$ correlates with excited state products, $CO^+(X) + O(\ell D)$, in $C_{ov}$ symmetry; but if symmetry is reduced to $C_s$ in the exit channel, there can be an avoided crossing with a $^2\Sigma^+$ surface evolving from $CO^+(X) + O(3P)$.

### 4.6.2 C$_2v$ Symmetry: Quartet Surfaces

Using similar considerations to those for the doublet surfaces, $^4B_1$, $^4A_1$, and $^4A_2$ surfaces are found to evolve from reactants, Figure 4-6c. The $^4A_2$ surface
[corresponding to \( \text{C}^+(2p_z) \)] is expected to be the least repulsive of the three, but since there is no covalent bonding interaction between \( \text{C}^+ \) and \( \text{O}_2 \) (the \( 1b_2 \) and \( 2b_2 \) MOs are singly occupied), this surface is probably repulsive at long range. Since the \( ^4A_2 \) surface has not been identified in any previous calculations, it presumably lies at high energies. This surface must eventually correlate adiabatically with a \( ^4\Sigma^- \) surface evolving from \( \text{CO}^+(X) + \text{O}^+(3\text{P}) \). The \( ^4B_1 \) and \( ^4A_1 \) surfaces should be repulsive at long range and adiabatically correlate to a \( \text{CO}_2^+(\text{a}^\Pi_g) \) intermediate, calculated to be 6.9 eV above \( \text{CO}_2^+(X) \). These calculations also indicate that the \( ^4A_1 \) surface lies higher in energy than the reactants as the \( \text{C}^+ \) approaches (~1 eV higher when the O-C-O angle is 100° and the CO distances are fixed at 1.16 Å). In contrast, the \( ^4B_1 \) surface is bound more strongly at intermediate \( \text{C}^+ - \text{O}_2 \) distances than collinear \( \text{CO}_2^+(a) \) (~2.5 eV lower when the O-C-O angle is 120° and the CO distances are fixed at 1.16 Å). In \( C_{av} \) symmetry, the \( \text{CO}_2^+(a) \) intermediate correlates with \( \text{CO}^+(X) + \text{O}(3\text{P}) \). However, this surface crosses the \( ^4\Sigma^- \) surface evolving from \( \text{O}^+(3\text{S}) + \text{CO}(X^1\Sigma^+) \). In \( C_a \) symmetry, the \( ^4\Pi(A^\prime) - ^4\Sigma(A^\prime) \) crossing becomes avoided such that there is a low energy pathway from \( \text{CO}_2^+(a) \) to \( \text{O}^+ + \text{CO} \).

### 4.6.3 \( C_{av} \) Symmetry

In \( C_{av} \) symmetry, the \( p_x \) and \( p_y \) orbitals (\( \pi \) symmetry) will interact with the singly occupied \( \text{O}_2(\pi_g) \) molecular orbitals. If doublet coupled, this interaction should be attractive. According to the MO correlation diagram, these \( ^2\Pi \) surfaces correlate with excited products, \( \text{O}^+(2\text{D}) + \text{CO}(X) \); however, they should have an avoided crossing with the \( ^2\Pi \) surfaces evolving from \( \text{CO}^+(X) + \text{O}(3\text{P}) \). If quartet coupled, the
C⁺ + O₂ interaction will be less attractive, although at long range, the ion-induced dipole forces should predominate. At short range, the ⁴Π surfaces must be repulsive since they lead to occupation of the CO(π⁺) MO, Figure 4-7. These surfaces should also have an avoided crossing with surfaces evolving from CO⁺(X) + O(^3P).

If the pₜ orbital (σ symmetry) is occupied, the interaction with O₂ should be very repulsive since the pₜ orbital diabatically correlates with the CO(σ⁺) MO, Figure 4-7. The ²Σ and ⁴Σ surfaces will have avoided crossings with surfaces evolving from CO⁺(X) + O(^3P) and O⁺(^4S) + CO(X), respectively. If Cᵥ symmetry is broken, the doublet and quartet Σ(A") surfaces can interact with the doublet and quartet Π(A") surfaces. The energies at which the Σ and Π surfaces cross are unknown.
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31. Phase space calculations on this system have been carried out previously [D. C. Fullerton and T. F. Moran, Int. J. Mass Spectrom. Ion Phys., 9, 15 (1972).] Unfortunately, direct comparison of the present PST calculations to these earlier efforts is hampered because the results are plotted in a way which makes them difficult to read in the energy regions of interest here. In addition, they do not allow for any non-reactive surfaces. Therefore, no effort is made at the present time to compare the two sets of PST results.


TABLE 4-I

Thermal rate constants and branching ratios for reaction (4.1)

<table>
<thead>
<tr>
<th>technique&lt;sup&gt;a&lt;/sup&gt;</th>
<th>C&lt;sup&gt;+&lt;/sup&gt; source</th>
<th>rate constant&lt;sup&gt;b&lt;/sup&gt;</th>
<th>branching ratio&lt;sup&gt;c&lt;/sup&gt;</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIB</td>
<td>d(GS)</td>
<td>7.6 ± 2.3</td>
<td>60 : 40</td>
<td>this work</td>
</tr>
<tr>
<td>FA</td>
<td>e</td>
<td>11.0 ± 3.3</td>
<td>not reported</td>
<td>2</td>
</tr>
<tr>
<td>FA</td>
<td>f(GS)</td>
<td>9.0 ± 1.8</td>
<td>not reported</td>
<td>3</td>
</tr>
<tr>
<td>FD</td>
<td>g</td>
<td>7.5</td>
<td>65 : 35</td>
<td>5</td>
</tr>
<tr>
<td>SIFT</td>
<td>h</td>
<td>9.9</td>
<td>62 : 38</td>
<td>6</td>
</tr>
<tr>
<td>SIFT</td>
<td>i(&gt;0.9 GS)</td>
<td>9.9 ± 2.0</td>
<td>62 : 38</td>
<td>7</td>
</tr>
<tr>
<td>SIFT</td>
<td>j(0.35 GS)</td>
<td>9.3 ± 2.3</td>
<td>62 : 38</td>
<td>8</td>
</tr>
<tr>
<td>SIFT</td>
<td>k(&gt;0.9 GS)</td>
<td>7.4&lt;sup&gt;m&lt;/sup&gt;</td>
<td>53 : 47</td>
<td>9</td>
</tr>
<tr>
<td>SIFT</td>
<td>f(GS)</td>
<td>not reported</td>
<td>60 : 40</td>
<td>10</td>
</tr>
<tr>
<td>TICR</td>
<td>f,n(GS)</td>
<td>12.2 ± 1.0</td>
<td>36 : 64</td>
<td>11</td>
</tr>
<tr>
<td>TICR</td>
<td>f(GS)</td>
<td>6.0</td>
<td>60 : 40</td>
<td>12</td>
</tr>
<tr>
<td>LGS</td>
<td></td>
<td>10.0</td>
<td></td>
<td>19</td>
</tr>
</tbody>
</table>

<sup>a</sup>GIB - guided ion beam; FA - flowing afterglow; FD - flow/drift tube; SIFT - selected ion flow tube; TICR - tandem ion cyclotron resonance; LGS - Langevin-Gioumousis-Stevenson model, equation (2.8).

<sup>b</sup>k(300) for reaction (4.1, total) in units of 10<sup>-10</sup> cm<sup>3</sup> s<sup>-1</sup>.

<sup>c</sup>Percentage ratio at thermal energies expressed in terms of (O<sup>+</sup> + CO):(CO<sup>+</sup> + O).

<sup>d</sup>Electron impact/drift cell, yields 100% ground state (GS) ions.

<sup>e</sup>Microwave discharge into He/CO.

<sup>f</sup>Electron impact on He/CO, should yield 100% GS ions.

<sup>g</sup>Electron impact on He/CH<sub>4</sub>.

<sup>h</sup>Microwave discharge into unspecified gas.

<sup>i</sup>Electron impact on CH<sub>4</sub>, yields >90% C<sup>+</sup>(<sup>2</sup>P), reference 23.

<sup>j</sup>Electron impact on CO<sub>2</sub>, yields ~ 35% C<sup>+</sup>(<sup>2</sup>P), reference 23.

<sup>k</sup>Electron impact on CO, yields >90% C<sup>+</sup>(<sup>2</sup>P), references 9 and 23.

<sup>m</sup>Rate constant corrected for excited states.

<sup>n</sup>Kinetically hot ions.
Figure 4-1. Ratio of product ion intensity to incident ion intensity, $I_p/I_0$, as a function of the gas cell pressure for reactions (4.1a, open triangles), (4.1b, filled circles), and (4.1c, open squares). In part a, the measurement is made at an interaction energy of 0.15 eV c.m. The lines through the $O^+$ and $CO^+$ data are linear least squares fits. The line through the $O_2^+$ data is a quadratic fit. In part b, the measurement is made at an interaction energy of 4.0 eV c.m. The lines are linear least squares fits to the data.
Figure 4-2. Cross sections for reactions (4.1a) - (4.1c) as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The open triangles show the cross section for reaction (4.1a), and the filled circles show the cross section for reaction (4.1b). The cross sections for reaction (4.1c) are shown for an O₂ pressure of 0.22 mTorr (open squares) and for an extrapolated pressure of 0.0 mTorr (filled squares). The solid line indicates the total reaction cross section and the dashed line shows the LGS collision cross section. Error bars for both energy (±0.036 eV) and absolute magnitude (±20%) are given for the total cross section at selected energies. Arrows indicate the thermodynamic onset for dissociation of CO⁺ at 5.1 eV, and the critical spectator stripping energy, Eₛ, for production of C⁺ at 6.5 eV and of O⁺ at 9.5 eV.
Figure 4-3. Phenomenological rate constants for reactions (4.1a) - (4.1c) as a function of the mean relative energy of the reactants, $<E>$. The data are derived from the cross sections of Figure 4-2 through the use of equation (2.7). Symbols are the same as for Figure 4-2. The LGS rate constant, equation (2.8), is given by the dashed line. Error bars for both energy (±0.036 eV) and absolute magnitude (±20%) are given for the total rate constant at selected energies. The arrow indicates the thermodynamic onset for dissociation of CO$^+$ at 5.1 eV.
Figure 4-4. Branching ratio for reaction (4.1) as a function of the mean relative translational energy. The solid line shows the present results in terms of $\sigma(4.1b)/[\sigma(4.1b) + \sigma(4.1a)]$ and the dashed line shows $\sigma(4.1b)/\sigma(4.1, \text{total})$. Results of St. Niccolini et al. (reference 5) and Rincon, Pearson, and Bowers (reference 12) are shown by circles and triangles, respectively. Arrows indicate the threshold for reaction (4.1c) at 0.8 eV and for dissociation of CO$^+$ at 5.1 eV.
Figure 4-5. Cross sections for the charge transfer process, reaction (4.1c), as a function of the relative translational energy (lower scale) and the laboratory energy (upper scale). The data (filled squares) are the same as in Figure 4-2 (zero pressure extrapolation). The line-of-centers model discussed in the text is shown by the dashed line. The solid line shows this model convoluted over the experimental energy distributions. The cross section predicted by phase space theory is denoted by the dotted line.
Figure 4-6. Semiquantitative electronic state correlation diagram for the (C-O-O)+ system. Perpendicular approaches of C+ and O2 (C2v symmetry) are shown on the left side and collinear approaches (Cov symmetry) are shown on the right. Parts a and b show doublet surfaces of A'' and A' symmetry, respectively. Part c shows quartet surfaces of A'' symmetry as solid lines and those of A' symmetry as dashed lines. Surface crossings which can become avoided in C$_v$ symmetry are indicated by filled circles. Open circles indicate crossings between surfaces of the same symmetry evolving from [C+ + O2] and from [C + O$_2$+].
Figure 4-7. Semiquantitative molecular orbital correlation diagram for the [C-O-O]+ system. A perpendicular approach of C+ and O2 (C2v symmetry) is shown on the left side and a collinear approach (Cσv symmetry) is shown on the right. Crossings which can become avoided in C2v symmetry are indicated by filled circles. Open circles indicate the close interaction between the O(2pσ) and CO(σ) orbitals.
Chapter Five

Kinetic Energy Dependence of \( \text{C}^+ (\text{iP}) + \text{N}_2 \)

5.1 INTRODUCTION

The reaction of atomic carbon ion with molecular nitrogen has three primary reaction channels: simple charge transfer, process (5.1a); atom abstraction, process (5.1b); and abstraction-charge transfer, process (5.1c).

\[
\text{C}^+ (\text{iP}_\alpha) + \text{N}_2 (\text{i}^3\Sigma^+) \rightarrow \text{N}_2^+ (\text{i}^3\Sigma^+) + \text{C}(\text{^3P}_\pi) \quad \Delta H^o = 4.32 \pm 0.01 \text{ eV} \quad (5.1a)
\]

\[
\rightarrow \text{CN}^+ (\text{i}^3\Sigma^+, \text{^3}\Pi) + \text{N}(\text{^4S}_\omega) \quad \Delta H^o = 4.83 \pm 0.13 \text{ eV} \quad (5.1b)
\]

\[
\rightarrow \text{N}^+ (\text{^3P}_\pi) + \text{CN}(\text{^3}\Sigma^+) \quad \Delta H^o = 5.26 \pm 0.10 \text{ eV} \quad (5.1c)
\]

This system is somewhat unusual in the world of ion-molecule chemistry because all three reaction channels have similar thermodynamic thresholds that are fairly high in energy\(^1\) (although the precise heat of formation of CN is still uncertain, as discussed below). Competition between these channels should be influenced by several factors. For instance, reaction (5.1a) is parity-forbidden while reactions (5.1b) and (5.1c) have no parity restrictions. The dynamics of the processes may differ substantially since processes (5.1b) and (5.1c) require intimate collisions to occur while reaction (5.1a) can proceed via long-range electron transfer. Spin is conserved in reactions (5.1a), (5.1c), and (5.1b) if CN\(^+ (\text{^3}\Pi)\) is formed but not if CN\(^+ (\text{i}^3\Sigma^+)\) is the product. As for the isoelectronic C\(_2\) molecule,\(^2\) these states of CN\(^+\) are likely to be nearly degenerate. Presently, it is experimentally unknown which of these states is the ground state of
CN+,[3] and theory is divided.[4-10] The most extensive calculations suggest that the zero point energy of the \( ^1\Sigma^+ \) state is lower than that of the \( ^3\Pi \) state by \( 0.08 \pm 0.03 \) eV.[8]

In contrast to reactions of C+ with \( \text{H}_2[11] \) and \( \text{O}_2[12] \), relatively little work has been performed on the reaction of C+ with \( \text{N}_2 \). The available literature consists of early ion beam studies of Koski and coworkers,[13] kinetic energy measurements of Leventhal,[14] studies at high energies by Moran and Mathur[15] and Ottinger and Simonis,[16] and phase space calculations of Fullerton and Moran.[17]

In the present chapter, the kinetic energy dependencies of reactions (5.1a) - (5.1c) from threshold to 28 eV are investigated through the use of guided ion beam mass spectrometry. Total reaction cross sections and product branching ratios are compared to previous experimental results[13-16] and to the predictions of phase space theory (PST).[17] Thermochemistry for CN and CN+ is derived, and reaction mechanisms and electronic state correlations for these processes are discussed.

**5.1.1 Thermochemistry**

An interesting aspect of this reaction system is the thermochemistry of CN. This is a particularly important problem in astrophysical chemistry as recently reviewed by Costes et al.[18] These authors measure a 0 K bond dissociation energy of \( D_o^0(\text{CN}) = 7.77 \pm 0.05 \) eV by laser-induced fluorescence studies. They list other experimental determinations dating from 1973 that include spectroscopic studies of Engleman and Rouse, 7.66 \( \pm 0.05 \) eV,[19] and shock tube studies of Colket, 7.92 \( \pm 0.07 \) eV,[20] and of Arnold and Nicholls, 7.89 \( \pm 0.13 \) eV.[21] In earlier work, Dibeler and Liston obtain an average value of 7.83 \( \pm 0.08 \) eV from photoionization threshold
measurements of four molecules. Davis and Okabe obtain an average value of 7.81 ± 0.10 eV from photodissociation measurements of five molecules. Setser and Steadman obtain a lower limit of 7.78 eV, while Berkowitz et al. find 7.68 ± 0.09 eV. The latest ab initio calculations find 7.53 eV which is scaled to 7.65 ± 0.06 eV based on equivalent calculations for the N₂ molecule. Thus, reasonable values for D_o(CN) range from 7.6 to 8.0 eV. The average of all these determinations is 7.78 ± 0.10 eV, identical with the value adopted in the JANAF Tables, 7.78 ± 0.11 eV.

The ionization energy, IE, of the CN molecule is also not rigorously established. IE(CN) has not been measured directly. Indirect measurements include a value of 14.20 ± 0.03 eV from Dibeler and Liston, and a value of 14.03 ± 0.02 eV from Berkowitz et al. The JANAF Tables choose the average of these two values, 14.11 ± 0.09 eV, while Lias et al. report 14.09 eV from an unspecified source.

5.2 EXPERIMENTAL

In the present system, the absolute cross section magnitudes were quite sensitive to the cleanliness of the octopole. This lead to spurious observations of anomalously large cross sections for reactions (5.1a) and (5.1b) due to mass discrimination against the low mass C⁺ and N⁺ species. The absolute magnitudes presented here were reproduced on at least four separate occasions spanning six years.
and two octopole configurations. The reproducibility of the cross section magnitudes among these data sets is about ±20%.

One minor experimental consideration is the purity of the N₂ reactant, particularly with regard to O₂ contamination. It is known (Chapter 4) that reaction of C⁺(²P) with O₂ forms CO⁺ very efficiently in an exothermic reaction. Since CO⁺ has the same nominal mass as N₂⁺, the presence of even small amounts of O₂ can obscure the threshold for the N₂⁺ product. The data presented here are free from this problem.

5.3 RESULTS

5.3.1 Cross Sections

Representative experimental results for reactions (5.1a) - (5.1c) are shown in Figure 5-1. The threshold regions of these three products are shown in Figure 5-2. All three channels display apparent thresholds near 5 eV, as expected from the known thermochemistry. The cross section for CN⁺ is the dominant product at low energies and reaches a maximum near 10 eV. Twelve independent data sets yield an average maximum cross section of 0.67 ± 0.10 Å². At higher energies, σ(CN⁺) falls off rapidly. This decline in the cross section corresponds to the thermodynamic threshold for dissociation of the CN⁺ product to C⁺ + N, reaction (5.2). These observations suggest that the CN⁺ formed in reaction (5.1b) is primarily in the ³Π state since it seems unlikely that the spin-forbidden production of CN⁺(¹Σ⁺) + N(⁴S₀) would
compete effectively with the spin-allowed reactions (5.1a) and (5.1c). Furthermore, while CN$^+$(\(^{3}\Pi\)) can dissociate to the ground state C$^+(2\text{P}_\text{u})$ + N(4\text{S}_\text{u}) atoms of reaction (5.2), CN$^+$(\(^{1}\Sigma^+\)) dissociates to an excited state asymptote, C$^+(2\text{P}_\text{u})$ + N(2\text{D}_\text{u}),\(^7\) 2.38 eV higher in energy such that \(\Delta H^0_0 = 12.14\) eV. Thus, the sharp decline in the CN$^+$ cross section observed at the threshold for reaction (5.2) is evidence for the presence of CN$^+$(\(^{3}\Pi\)) since efficient dissociation of CN$^+$(\(^{1}\Sigma^+\)) at this limit is not expected. While not obvious in Figure 5-1, \(\sigma\text{(CN}^+)\) does begin to decline more rapidly at about 12 eV. This behavior could be due to the presence of CN$^+$(\(^{1}\Sigma^+\)) or to a secondary dissociation channel for CN$^+$(\(^{3}\Pi\)).

As expected from the thermochemistry, the cross section for N$^+$ has a somewhat later onset than reaction (5.1b). \(\sigma\text{(N}^+)\) reaches a maximum value of 0.21 ± 0.05 Å\(^2\) (average of 12 data sets) over the range of 8 - 10 eV. This product cross section also declines above 10 eV, a result that cannot be due to dissociation. The decline may be caused by competition with the direct, collision-induced dissociation process, reaction (5.2). The decrease in \(\sigma\text{(N}^+)\) slows as the energy is increased further until the cross section begins to increase slowly at energies above \(\sim 20\) eV. This increase in N$^+$ production must be due to dissociation of the N$_2^+$ (and possibly the CN$^+$) reaction products. The overall reaction corresponds to process (5.3), and has a \(\Delta H^0_0\) value of 13.03 ± 0.01 eV:

\[
\text{C}^+(2\text{P}_\text{u}) + \text{N}_2(1\Sigma^+_g) \rightarrow \text{N}^+(2\text{P}_g) + \text{N}(4\text{S}_\text{u}) + \text{C}(3\text{P}_g).\tag{5.3}
\]

The N$_2^+$ charge transfer product has the lowest thermodynamic threshold of the three reactions (5.1a) - (5.1c); however, \(\sigma\text{(N}_2^+)\) rises more slowly than \(\sigma\text{(CN}^+)\)
and has an apparent threshold that is nearly the same. The cross section for \( N_2^+ \) is dominant above \( \sim 7 \) eV and attains a maximum value of \( 0.85 \pm 0.15 \, \text{Å}^2 \) (average of 12 data sets) near 13 eV before declining gradually at higher energies. This energy corresponds to dissociation of the \( N_2^+ \) product, process (5.3), although the increase in \( \sigma(N^+) \) does not fully account for the observed decrease in \( \sigma(N_2^+) \). It is possible that the cross sections for reactions (5.1a) and (5.3) may be small at these higher energies because of inefficient collection of the products. As discussed previously,\(^{30}\) charge transfer products may be particularly susceptible to losses because they can be formed via long-range electron transfer resulting in little forward velocity in the laboratory frame.

5.3.2 Comparison with Other Studies

The only previous low energy cross section measurements for reactions (5.1a) - (5.1c) are those of Koski and coworkers.\(^{13}\) They attempted to measure the reaction cross sections for both \( C^+(3\Pi) \) and \( C^+(4\Pi) \) between 3.5 and 140 eV (5 to 200 eV lab). For formation of \( CN^+ \) and \( N^+ \) from \( C^+(3\Pi) \), their cross sections lie below the present measurements by a factor of \( \sim 10 \), and have markedly different energy dependencies than the present data. For \( N_2^+ \) formation, their cross section increases smoothly from a value of \( 0.01 \, \text{Å}^2 \) at 3.5 eV to a value of \( 0.20 \, \text{Å}^2 \) at 140 eV. This is lower than the present results by a factor of \( \sim 20 \) in the threshold region and a factor of \( \sim 5 \) at 28 eV.

The severe differences in both energy dependence and absolute magnitude between the present data and those of Koski \textit{et al.}\(^{13}\) are attributable to deficiencies in
the collection efficiency (especially at low kinetic energies) in the latter experiments. Those experiments utilized an experimental geometry that extracts product ions at right angles to the incident ion beam. This configuration discriminates against product ions formed with any forward velocity in the laboratory frame. In order to reduce this discrimination, strong repeller voltages were used to help extract the product ions from the interaction region. This introduces a substantial, but unknown, spread in the energy of the primary ion beam. In the present work, the use of the octopole ion guide helps ensure efficient collection of all primary and secondary ions at all kinetic energies, without the use of repeller fields.

In addition to the work of Koski et al., a limited number of other experimental studies have been published. The kinetic energy measurements of Leventhal suggest that CN\(^+\) formation occurs via a direct, stripping-type mechanism and that the CN\(^+\) product is internally excited by large amounts even at energies near the threshold. It is unknown whether these results are representative of the bulk of the CN\(^+\) product ions since only those ions scattered very close to 0° are collected in this experiment. Comparisons of the present results to those of Moran and Mathur and Ottinger and Simonis are not possible since these studies examined reaction (5.1) at much higher kinetic energies (700 to 2,500 eV lab and 1,000 eV lab, respectively).

5.4 DISCUSSION

As noted in the introduction, one of the more interesting features of reaction (5.1) is the competition between the three possible reaction channels. To understand
this competition, the cross sections are first fit to empirical models to extract thermochemical and dynamical information. Next, the electronic state correlation diagram associated with reaction (5.1) is examined. Finally, statistical theories are evaluated to see if they can reproduce the observed results.

5.4.1 Reaction Thresholds

Careful examination of the threshold region for processes (5.1a) - (5.1c), Figure 5-2, reveals that formation of the CN+ and N+ products occurs at energies slightly below the known thermodynamic thresholds. This effect is due to energy broadening arising from the distribution of ion kinetic energies in the ion beam and the random thermal motion of the N2 reactant gas. In order to determine the true cross section behavior in the threshold region, an empirical model for the true cross section is convoluted over the experimental distributions of ion and neutral energies.28 The convoluted form of the trial cross section is then compared directly to the experimentally observed cross section. Finally, the parameters of the trial function are adjusted by using non-linear least squares procedures to obtain the best possible fit to the actual data.

For the case of reactions (5.1a) - (5.1c), the model used to fit the data is

$$\sigma(E) = \sigma_0 (E - E_T)^n E,$$

where $\sigma(E)$ is the true cross section, E is the relative kinetic energy of the reactants, $\sigma_0$ is a scaling factor, and $E_T$ is the threshold energy. $E_T$, $\sigma_0$, and n are treated as adjustable parameters. In order to compare the experimentally determined threshold energies to the literature values given in equation (5.1) the thresholds must be
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corrected to 0 K. While the analysis procedure explicitly accounts for all kinetic
energy effects, it does not include the internal energy of the reactants. The N₂
reactant possesses $k_B T = 0.026 \text{ eV at } 305 \text{ K}$ of rotational energy but no vibrational
energy, while the C⁺($^2\Pi$) reactant contains 5 meV of energy if the spin-orbit states of
the C⁺($^2\Pi$) reactant are assumed to be statistically populated. Thus, the 0 K
threshold, $E_{T,0,K}$, equals $E_T + 0.03 \text{ eV}$.

*Formation of N⁺ and CN⁺.* The model in equation (5.4) is used to analyze
between 8 and 14 independent data sets. For reaction (1b), the optimum parameters
are found to be $\sigma_0 = 0.96 \pm 0.20$, $n = 1.38 \pm 0.15$, and $E_{T,0,K} = 4.72 \pm 0.12 \text{ eV}$.
For the directly competitive reaction (5.1c), the optimum value of $n$ is similar, 1.26
$\pm 0.10$, while the scaling factor is about one-half that for reaction (5.1b), $\sigma_0 = 0.55$
$\pm 0.11$. The optimum threshold is $E_{T,0,K} = 5.21 \pm 0.14 \text{ eV}$. Figure 5-3 shows
that, when convoluted over the known experimental kinetic energy distributions, these
models accurately reproduce the data for reactions (5.1b) and (5.1c).

The 0 K threshold values derived are in reasonable agreement with the
thermodynamic values calculated from the literature,¹ $4.83 \pm 0.13 \text{ eV and } 5.26 \pm$
0.10 eV, respectively. Alternatively, the measured threshold for reaction (5.1c) can
be combined with the heats of formation¹ for C⁺, N₂, and N to determine $\Delta_r H^\circ_\circ(\text{CN})$
$= 102 \pm 3 \text{ kcal mol}^{-1}$ and $D^\circ(\text{CN}) = 7.82 \pm 0.14 \text{ eV}$. These values are in excellent
agreement with most previous results¹⁸-²⁶ and with the value chosen by the JANAF
Tables.¹ Unfortunately, the precision of the present measurement is insufficient to
resolve the discrepancies between the previous determinations.
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A different way of viewing these results is to note that the difference between the thresholds for reactions (5.1b) and (5.1c) is just the difference between the ionization energies (IE) of N and CN. The difference between the average thresholds for reactions (5.1b) and (5.1c) is $0.49 \pm 0.18$ eV. A slightly more precise value is obtained by comparing the relative thresholds for individual data sets. The average of these differences is taken to be the best determination of the relative thresholds and the difference between $\text{IE}(N)$ and $\text{IE}(\text{CN})$, $0.51 \pm 0.14$ eV. Since $\text{IE}(N) = 14.534$ eV is known very precisely,¹ this difference yields $\text{IE}(\text{CN}) = 14.02 \pm 0.14$ eV, in much better agreement with the value derived by Berkowitz et al., $14.03 \pm 0.02$ eV,²⁵ than with that by Dibeler and Liston, $14.20 \pm 0.03$ eV.²² The agreement between the present value and the literature values suggests that the $^3\Pi$ state of CN⁺ formed in reaction (5.1b) is either the ground electronic state or is within experimental error of a $^1\Sigma^+$ ground state. This latter conclusion is in agreement with the quantitative ordering of these states calculated by Bruna et al.⁸

*Formation of N$_2^+$.* Analysis of the data for reaction (5.1a), formation of N$_2^+$, is not so straightforward. Simple application of equation (5.4) did not permit the data to be reproduced well over the entire threshold region. In essence, the cross section rises slowly at first, and then more rapidly. This behavior cannot be accommodated by equation (5.4). Careful examination of the data near threshold indicates that the cross section for formation of N$_2^+$ becomes nonzero beginning near 4.3 eV. Indeed, as shown in Figure 5-4, this threshold region can be reproduced nicely by using $\sigma_0 = 0.22$, $n = 1.3$ (a value near those used for the other reaction channels), and $E_{r,0K} =$
4.32 eV, the thermodynamic threshold for \( N_2^+ (3\Sigma_g^+) \). The data deviate from this model beginning near 5.3 eV. This energy is near the threshold for formation of the \( N_2^+ (3\Pi_u) \) first excited state at 5.43 eV. This suggests that the odd behavior of the \( N_2^+ \) cross section is due to inefficient formation of the \( N_2^+ (3\Sigma_g^+) \) ground state, and relatively efficient production of \( N_2^+ (3\Pi_u) \). Given this assumption, the data can be reproduced very precisely with \( n = 1.3 \) and \( \sigma_0 (3\Pi_u) = 1.19 \), a factor of five larger than the scaling constant for formation of the \( 2\Sigma_g^+ \) state. This is also shown in Figure 5-4.

The inefficiency of the \( N_2^+ (3\Sigma_g^+) + C (3\Pi_g) \) product channel may be a reflection that this reaction is parity-forbidden, as noted in the introduction. Since formation of \( N_2^+ (3\Pi_u) + C (3\Pi_g) \) is parity-allowed, this reaction should occur much more readily. An alternate rationale for the observed behavior is that electron transfer from the \( 3\sigma_g \) orbital of \( N_2 \), which forms the \( N_2^+ (3\Sigma_g^+) \) state, would occur most efficiently for collinear collisions between \( C^+ \) and \( N_2 \). This may be relatively improbable compared to off-collinear collisions that result in more extensive interaction of \( C^+ \) with the \( 1\pi_u \) orbitals of \( N_2 \), and lead to generation of the \( 3\Pi_u \) state of \( N_2^+ \).

5.4.2 Electronic State Correlation Diagram

To understand the results for reaction (5.1), the potential energy surfaces involved should be characterized. Unfortunately, this is a reasonably complex system involving many surfaces and surface crossings, and no theoretical calculations are available for the surfaces of \( CN_2^+ \). However, the key features in this reaction system
can be obtained qualitatively by using simple correlation rules.\textsuperscript{31} This leads to the electronic state correlation diagram for reaction (5.1) in $C_{nv}$ symmetry shown in Figure 5-5. This diagram only includes doublet surfaces since it seems unlikely that spin-forbidden reactions are involved in any of the reactions, as discussed above. The various states and energies of the CN$_2^+$ intermediate are assumed to be similar to those of the isoelectronic CCN species (except for the upper $^3\Pi$ state which is unknown).\textsuperscript{32} A more detailed analysis utilizing semiquantitative molecular orbital considerations and explicitly considering reactions in $C_{2v}$ symmetry was also carried out and yielded comparable correlations.\textsuperscript{33}

As C$^+$(2P) approaches the N$_2$(1$\Sigma_g^+$) molecule, three doublet surfaces evolve. For collisions having $C_{nv}$ ($C_{2v}$, $C_s$) symmetry, these three surfaces are $^2\Sigma^+$ ($A_1$, $A'$), $^2\Pi$ ($B_1$, $A''$), and $^2\Pi$ ($B_2$, $A'$). The $^2\Pi$ ($B_2$, $A'$) surface corresponds to the occupied 2p orbital of C$^+$ oriented perpendicular to the line of the collision but in the plane defined by the three atoms, and the $^2\Pi$ ($B_1$, $A''$) surface corresponds to the occupied 2p orbital perpendicular to this plane. The $^2\Pi$ surfaces correlate directly with the $^2\Pi$ ground state of the CN$_2^+$ intermediate. Since the interaction of C$^+$ and N$_2$ should be slightly attractive, an energy slightly below that of the ground state reactants is assigned to this state. The CN$_2^+$(2$\Pi$) intermediate leads directly to the CN$^+$(2$\Pi$) + N($^4S_o$) products, accounting for the relatively efficient formation of this product channel. No correlations from reactants to the CN$^+$(1$\Sigma^+$) + N($^4S_o$) product channel, which evolves along a $^4\Sigma$(A$''$) surface, are possible without both a reduction in symmetry from $C_{nv}$ to $C_s$ and a change in spin.
Based on the correlations shown in Figure 5-5, the $^{2}\Sigma^{+}$ ($A_{1}$, $A'$) surface evolving from the reactants should account for the remainder of the reactivity observed in this system. This surface corresponds to approaches of the reactants with the occupied 2p orbital of C$^{+}$ oriented along the line of the collision, an interaction that should be quite repulsive. Indeed, this surface correlates to the third excited state of CN$_{2}^{+}$, and then on to an excited state asymptote for reaction (5.1c), N$^{+}(^{3}P_{g}) +$ CN($^{3}\Pi$). Note that this $^{2}\Sigma^{+}$ ($A'$) surface cannot interact with the $^{2}\Sigma^{-}$ ($A''$) surface evolving from the ground-state products of reaction (5.1a), N$_{2}^{+}(^{3}\Sigma_{g}^{+}) +$ C($^{3}P_{g}$), even in C$_{s}$ symmetry. This is a direct consequence of the parity forbidden character of this reaction. However, there will be an avoided crossing in C$_{2v}$ and C$_{s}$ symmetry between the $^{2}\Sigma^{+}$ ($A_{1}$, $A'$) surface and the $^{2}\Delta$ ($A_{1}$, $A'$) surface evolving from the excited state asymptote, N$_{2}^{+}(^{3}\Pi_{g}) +$ C($^{3}P_{g}$). This may provide a reasonably efficient pathway for formation of this product channel. A possible pathway for forming the ground state N$_{2}^{+}(^{3}\Sigma_{g}^{+}) +$ C($^{3}P_{g}$) products also involves this same avoided crossing, $^{2}\Sigma^{+}$ to $^{2}\Delta$, but the CN$_{2}^{+}(^{3}\Delta)$ intermediate must then pass through the collinear geometry where the $\Delta$ ($A_{1}$, $A'$) and $\Delta$ ($A_{2}$, $A''$) surfaces become degenerate. The intermediate would then cross to the $^{2}\Sigma^{-}$ ($A_{2}$, $A''$) surface evolving from the desired products in either C$_{2v}$ or C$_{s}$ symmetry. Such a pathway could account for the inefficient formation of this product channel at the thermodynamic threshold.

Formation of the N$^{+}(^{3}P_{g}) +$ CN($^{3}\Sigma^{+}$) products can conceivably proceed in two ways. The reactants begin along the $^{2}\Sigma^{+}$ surface and cross to the $^{2}\Delta$ ($A_{1}$, $A'$) state of CN$_{2}^{+}$ in C$_{2v}$ or C$_{s}$ symmetry. This species must then pass through the collinear
geometry where the $\Delta (A_1, A')$ and $\Delta (A_2, A'')$ surfaces become degenerate, before
crossing to the $^2\Sigma^- (A_2, A'')$ surface evolving from $N^+(3P) + \text{CN}(^2\Sigma^+)$ in $C_{2v}$ or $C_s$
symmetry. A more likely pathway passes through the CN$_2^+ (^3\Pi^+)$ state and then
undergoes an avoided crossing in $C_s$ symmetry with a $^3\Pi (A')$ surface evolving from
the desired products. This pathway should be a fairly efficient means of forming
these products if the energy of the presumed CN$_2^+ (^3\Pi)$ excited state (which must
exist) lies below that of the product asymptote.

The qualitative considerations discussed above suggest that reaction (5.1b) can
occur efficiently along 4 of the 6 surfaces evolving from the reactants, while the other
2 surfaces can lead to reactions (5.1a) and (5.1c). This offers an appealingly simple
explanation for the 2:1 ratio observed for the cross sections of the directly competitive
reactions (5.1b) vs. (5.1c). Additional insight into this system would undoubtedly be
derived from a theoretical examination of the potential energy surfaces involved with
this reaction.

5.4.3 Phase Space Calculations

In order to determine if the energy dependencies of reactions (5.1a) - (5.1c)
can be explained by statistical effects, atom-diatom phase space theory (PST)
calculations were carried out using modified versions of computer programs originally
developed by Chesnavich and Bowers. These calculations contain no explicitly
adjustable parameters, although it is possible to exert indirect control over the
absolute and relative magnitudes of the calculated cross sections by changing the
number of potential energy surfaces associated with each reaction channel. For the
present calculations, the number of surfaces was based on the analysis of the electronic state correlations performed above. Thus, all 6 surfaces evolving from the $C^+(2P_u) + N_2(1\Sigma_g^+)$ reactants were assumed to lead to products. Four of these (the $^2\Pi$ surfaces) lead exclusively to reaction (5.1b), $CN^+(^2\Pi) + N(^4S_u)$, and the other two (the $^2\Sigma^+$ surface) can lead to $N_2^+(^2\Sigma_g^+) + C(^2P_g)$, $N_2^+(^2\Pi_u) + C(^2P_g)$, and $N^+(^3P_g) + CN(^3\Sigma^+)$. The results of these calculations are shown in Figure 5-6 along with the experimental data. The PST calculations are not extended to energies for which product dissociation is possible, since phase space theory does not address the possibility of product dissociation.

Figure 5-6 shows that the total cross section calculated by PST is in good agreement with the experimentally determined cross sections up to $\sim 7$ eV. This suggests that reaction (5.1) may behave more statistically near threshold than might otherwise have been expected for reactions that are very endothermic. However, the calculations fail to predict the energy dependence of the individual product channels very well, although the absolute magnitudes of the PST results are in qualitative accord with the data. For both $N^+$ and $CN^+$, the data show an earlier apparent onset and rise more rapidly than the phase space predictions. For $N_2^+$, the PST cross section displays an earlier onset than the data, rises more rapidly at first and less rapidly at higher energies.

The comparisons between the PST results and the present data are consistent with several observations made above. Since PST puts no restrictions on the parity forbidden reaction (5.1a), the calculated cross section for $N_2^+$ formation is too large
near threshold. This in turn may suppress the calculated probability of forming CN⁺ and N⁺ near their respective thresholds, causing their PST cross sections to rise too slowly. The failure of PST to reproduce the rapid rise in the N₂⁺ cross section at higher energies suggests that PST underestimates the production of N₂⁺(2Π_u).

Further, if this reaction channel were to compete with formation of CN⁺, this could suppress the calculated probability for forming CN⁺ at higher energies, thus bringing the calculated results into better agreement with the data.

Phase space calculations have also been carried out for this system by Fullerton and Moran. Unfortunately, direct comparison of the present PST results to these earlier calculations is difficult. For the N₂⁺ channel, they show no results for formation of the X or A states below 28 eV. For the N⁺, they consider only dissociative charge transfer to form N⁺ + N + C and hence no results are shown below 13 eV. For CN⁺, their results are similar in shape and about half the size of the calculated cross section for this channel in Figure 5-6. Thus, their calculated cross sections for this process agree with the magnitude of the present data in the threshold region but again rise more slowly than the data. At energies above the onset for reaction (5.2), their calculations are considerably larger than the experimental data although the shape of the cross section is qualitatively reproduced.

5.5 CONCLUSION

Guided ion beam mass spectrometry has been used to examine the kinetic energy dependence of the reaction of ground-state atomic carbon ion with molecular
nitrogen from threshold energies to 28 eV. Cross section behavior in the threshold region is found to be consistent with literature thermochemistry for formation of CN+ + N, N+ + CN, and N2+ + C. Specifically, the thresholds measured here lead to the thermochemistry: \( \Delta H^\circ_0(\text{CN}) = 102 \pm 3 \text{ kcal mol}^{-1} \), \( D^\circ_0(\text{CN}) = 7.82 \pm 0.14 \text{ eV} \), and \( \text{IE(} \text{CN}) = 14.02 \pm 0.14 \text{ eV} \). Formation of CN+ is observed to be relatively efficient, suggesting that the \(^3\Pi\) state of CN+ (which can be formed in a spin-allowed process) is either the ground state or within 0.14 eV of a \(^1\Sigma^+\) ground state (a species that cannot be formed in a spin-allowed process from ground state reactants). The cross section for N2+ formation has a complicated energy dependence which suggests that N2+ is formed preferentially in its \( A^2\Pi \) first excited state rather than the \( X^2\Sigma^+_g \) ground state. Electronic state correlations for reaction (5.1) suggest that CN+ \((^4\Pi)\) is formed along 4 of the 6 surfaces evolving from the reactants, while the other 2 surfaces can lead to generation of N+ and N2+. Phase space calculations are in good agreement with the total experimental reaction cross section, but not with the cross sections for individual product channels.
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Figure 5-1. Cross sections for reactions (5.1a) - (5.1c) and their total as a function of relative translational energy (lower scale) and laboratory energy (upper scale). Representative results are shown for the cross sections of reaction (5.1a), filled triangles; reaction (5.1b), open squares; reaction (5.1c), filled circles; and the total reaction cross section, solid line. Arrows indicate the thresholds for reaction (5.2) at 9.76 eV and reaction (5.3) at 13.03 eV.
Figure 5-2. Cross sections for reactions (5.1a) - (5.1c) in the threshold region as a function of relative translational energy (lower scale) and laboratory energy (upper scale). Representative results are shown by the same symbols used in Figure 5-1. Arrows indicate the expected thermodynamic thresholds for reactions (5.1a) - (5.1c) at 4.32, 4.83, and 5.26 eV, respectively.
Figure 5.3. Comparison of the cross sections for reactions (5.1b) and (5.1c) with the empirical models discussed in the text as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The zero of the cross section for reaction (5.1b) is shifted to 0.1 Å² and the cross section for reaction (5.1c) is multiplied by a factor of two. The unconvoluted and convoluted forms of the empirical models are designated by the dashed and solid lines, respectively.
Figure 5-4. Comparison of the cross section for reaction (5.1a) with the empirical models discussed in the text as a function of relative translational energy (lower scale) and laboratory energy (upper scale). Results of two independent data sets are shown by the inverted and upright triangles. The inset shows the data and models increased by a factor of five. Arrows indicate the thermodynamic thresholds for production of $N_2^+$ in the $^2\Sigma_g^+$ state at 4.32 eV and the $^2\Pi_u$ state at 5.43 eV. The unconvoluted and convoluted forms of empirical models for contributions from both $N_2^+$ states are designated by the dashed and solid lines, respectively.
Figure 5-5. Electronic state correlation diagram for reaction (5.1) in $C_{nv}$ symmetry along doublet surfaces only. Surface crossings that can become avoided in $C_s$ symmetry are indicated by circles: open circles for surfaces of $A'$ symmetry and filled circles for $A''$ symmetry.
Figure 5-6. Phase space theory (PST) cross sections for reactions (5.1a) - (5.1c) and their total as a function of relative translational energy (lower scale) and laboratory energy (upper scale). The data are the same and use the same symbols as in Figure 5-1 except that the total is indicated by open diamonds. PST results for reaction (5.1a) are shown by the dash-dot line, those for reaction (5.1b) by the dashed line, those for reaction (5.1c) by the double-dash line, and those for the total cross section by the solid full line.
Chapter Six

Photoabsorption Cross Sections of (FSO$_3$)$_2$ and FSO$_3$

6.1 INTRODUCTION

Peroxydisulfuryl difluoride was first synthesized by Dudley and Cady. It is a clear liquid that exists in equilibrium with the yellow-brown fluorosulfate radical according to:

\[(\text{FSO}_3)_2 \leftrightarrow 2\text{FSO}_3.\]  

Although this equilibrium is in many ways analogous to the well-studied $\text{N}_2\text{O}_4 \rightleftharpoons 2\text{NO}_2$ system, the O - O bond in (FSO$_3$)$_2$ (22.4 kcal/mol) is significantly stronger than the N - N bond in N$_2$O$_4$ (13.7 kcal/mol). At room temperature the equilibrium strongly favors the dimer, so that a 100 Torr, 298 K sample consists of 0.025 Torr FSO$_3$ and 99.975 Torr (FSO$_3$)$_2$. (For comparison, a sample of N$_2$O$_4$ under the same conditions consists of 63.6 Torr NO$_2$ and 36.4 Torr N$_2$O$_4$.) To date, both the spectroscopy and photoabsorption of the radical have been investigated, and a number of temperature-dependent absorption measurements on dimer-radical mixtures have been performed. Despite these efforts, the literature apparently contains very little quantitative photoabsorption information on the dimer; numerical cross section values have been reported only for 193 ($\sigma = 4.14 \times 10^{-18}$ cm$^2$) and 450 ($\sigma = 7.64 \pm 0.08 \times 10^{-22}$ cm$^2$) nm.

In the present chapter, photoabsorption cross sections are measured for (FSO$_3$)$_2$ from 180 to 450 nm and for FSO$_3$ from 340 to 450 nm. These measurements are
intended to (1) provide a comprehensive set of cross section data for the dimer, (2) confirm the radical cross sections previously measured by Croce,\textsuperscript{15} and (3) lay the groundwork for future photochemical studies involving (FSO\textsubscript{3})\textsubscript{2} and FSO\textsubscript{3}.

6.2 EXPERIMENTAL

6.2.1 Cary Spectrometer

All absorption measurements were made on a Cary 118-C spectrometer. According to the manufacturer's specifications, the absolute uncertainty in $\lambda$ for this particular model is determined by the accuracy of the wavelength counter. For 180 to 300 nm, the counter accuracy is specified to be $\pm 0.3$ nm; for 300 to 450 nm, it is specified to be $\pm 0.5$ nm. Calibration checks with NO\textsubscript{2}, CS\textsubscript{2} and SO\textsubscript{2} indicate that the actual uncertainty in $\lambda$ for the instrument is within these limits. The cross section magnitudes measured for these calibration gases are in good agreement (typically $\pm 5\%$ or better) with literature values. Data acquisition on the Cary is controlled by an AT-type personal computer through direct interfaces to the monochromator stepping motor controller and signal output line.

For all FSO\textsubscript{3} and (FSO\textsubscript{3})\textsubscript{2} measurements reported here the slit width of the Cary is fixed at 0.10 mm, so that the spectral bandwidth increases with increasing wavelength. At wavelengths of 200, 250, 300, 350, 400 and 450 nm, the full spectral bandwidths are 0.08, 0.17, 0.32, 0.55, 0.88 and 1.3 nm, respectively.\textsuperscript{16}
6.2.2 Temperature-Regulated Cell

The temperature-regulated cell used in the present study has been discussed previously by Selwyn.17 The cell consists of a 2.2 x 10 cm quartz cylinder with fused Suprasil windows, which contains the gas. A quartz jacket envelops the inner cell; a water/ethylene glycol mix is flowed through this inner jacket. A second quartz jacket with Suprasil windows surrounds the entire assembly and is evacuated to a pressure of 5 x 10^-6 Torr and sealed under vacuum. A Neslab RTE-4 thermostatted circulating bath is used to flow the water/ethylene glycol mix through the inner jacket. The temperature stability of this bath is stated by the manufacturer to be ±0.01 °C.

In order to determine the temperature of the cell, the inlet and outlet temperatures of the water/ethylene glycol mix are measured by Teflon-encased thermistors (Omega Engineering part number 44107). Calibration of these thermistors has shown them to be accurate to ±0.1 °C, somewhat better than the ±0.2 °C guaranteed by the supplier. For temperatures near ambient (~23 °C), the temperature differential between the inlet and outlet is negligible. As the temperature setting of Neslab is increased, the temperature differential increases. At a Neslab setting of 50 °C, the temperature differential is 1.36 °C (T_{inlet} = 49.09, T_{outlet} = 47.73 °C), and at the maximum temperature setting utilized here, 75 °C, the differential is 2.69 °C (T_{inlet} = 73.87, T_{outlet} = 71.18 °C). In all cases, the effective cell temperature is taken as the average of the inlet and outlet temperatures.
6.2.3 Vacuum System

To facilitate sample handling, the cell is directly connected to a standard vacuum system consisting of a liquid nitrogen-cryotrapped glass diffusion pump backed by a small mechanical pump. Sample pressures are measured by a Texas Instruments model 145 quartz Bourdon gauge which is estimated to be accurate to \( \pm 1.5\% \) as a result of calibration comparisons with 1 and 100 Torr Baratron capacitance manometers.

6.2.4 Sample

The sample was produced via the thermal decomposition of xenon(II) bisfluorosulfate, \( \text{Xe}(\text{FSO}_3)_2 \), a process described previously by Bartlett and coworkers.\(^{18,19}\) In this synthetic scheme, \( \text{Xe}(\text{FSO}_3)_2 \) is initially formed by the reaction of xenon difluoride and fluorosulfuric acid at a temperature near \(-10^\circ\)C:

\[
\text{XeF}_2 (s) + 2 \text{HSO}_3 \text{F} (l) \rightarrow \text{Xe}(\text{FSO}_3)_2 (s) + 2 \text{HF} (l). \quad (6.2)
\]

After removal of the HF, the xenon(II) bisfluorosulfate is thermally decomposed at a temperature of approximately \(40^\circ\)C to give the desired peroxydisulfuryl difluoride:

\[
\text{Xe}(\text{FSO}_3)_2 (s) \rightarrow \text{Xe} (g) + (\text{FSO}_3)_2 (l). \quad (6.3)
\]

The \( (\text{FSO}_3)_2 \) product is then dried over KF to remove any remaining hydrofluoric acid. Infrared spectra showed the product to be free from contamination except for very small (less than \(1\%\)) amounts of \( \text{SiF}_4 \).

6.2.5 Experimental Procedure: Dimer Cross Sections, 180 - 360 nm

For the measurement of the \( (\text{FSO}_3)_2 \) cross sections at wavelengths less than 360 nm, the temperature of the cell was fixed at 25 \(^\circ\)C, and the Cary was scanned in
1 nm steps from long to short wavelengths. A typical experimental sequence consisted of scans at five different sample pressures plus an empty cell. Wavelength intervals of different sequences were overlapped to allow for multiple checks on instrumental reproducibility.

6.2.6 Experimental Procedure: Radical and Dimer Cross Sections, 340 - 450 nm

For the measurement of FSO$_3^-$ and (FSO$_3$)$_2$ cross sections at wavelengths between 340 and 450 nm, the Cary step size was 5 nm. In these scans, 100 Torr of sample was initially admitted to the cell. Scans were then taken at Neslab intervals of approximately +5 °C from 30 °C to 75 °C, and then at -5 °C intervals from 72.5 °C to 27.5 °C. In order to verify that thermal equilibrium had been established before the start of each scan, the absorbance at 450 nm (primarily due to FSO$_3^-$ and therefore highly temperature dependent) was monitored as a function of time. Scans were initiated only after this absorbance had stabilized, suggesting that the new equilibrium had been reached. Under these temperature and pressure conditions, the concentration of (FSO$_3$)$_2$ in the cell remains essentially constant at 3.24 x 10$^{18}$ molecules cm$^{-3}$. In contrast, the concentration of the FSO$_3$ radical varies by a factor of ~10, going from 9.17 x 10$^{14}$ molecules cm$^{-3}$ at 299.9 K to 9.74 x 10$^{15}$ molecules cm$^{-3}$ at 345.7 K.$^{2,3}$ To extract both radical and dimer cross sections from these temperature-dependent measurements, linear least-squares analysis is performed on plots of absorbance vs. FSO$_3$ concentration. Radical cross sections are determined from the slopes of these plots and dimer cross sections are determined from the y-intercepts.
6.3 RESULTS AND DISCUSSION

6.3.1 Dimer Cross Section Measurements at 298 K

Beer's Law plots for 298 K data at wavelengths of 200, 220 and 240 nm are shown in Figure 6-1; all wavelengths investigated at this temperature yield Beer's Law plots which are linear and pass through the origin. The absorption cross sections for \((\text{FSO}_3)_2\) resulting from the Beer's Law analyses of the 298 K data are plotted in Figure 6-2 and listed in Table 6-1, along with the dimer cross sections determined from the temperature-dependent measurements. (Also shown in Figure 6-2 are the measurements of Cobos et al.\(^4\) at 193 and 450 nm.) The 298 K dimer cross sections in Figure 6-2 display no structure across the wavelength range under investigation, but instead drop smoothly and precipitously with increasing \(\lambda\). Agreement between the 298 K and temperature dependent determinations is excellent at 340 nm; at longer wavelengths the 298 K cross sections are slightly high because they include absorption by the radical. The present result at 193 nm, \(\sigma = 4.58 \pm 0.23 \times 10^{-18} \text{ cm}^2\), is in good agreement with that measured by Cobos et al.\(^4\), \(\sigma = 4.14 \times 10^{-18} \text{ cm}^2\). (Cobos and coworkers give no estimate of their experimental uncertainty at this wavelength.)

6.3.2 Temperature-Dependent Measurements

The temperature-dependent measurements of the present report yield raw data in the form of absorbances as a function of temperature for 23 wavelengths between 340 and 450 nm. In order to extract radical and dimer cross sections from these raw data, it is required that the equilibrium constant for reaction (6.1) be accurately known over the temperature range utilized here, roughly 298 - 348 K. Because of
this requirement, it is helpful to review what is known about the \( \text{FSO}_3 - (\text{FSO}_3)_2 \) equilibrium and explicitly consider how uncertainties in this quantity can affect the calculated cross section results.

The equilibrium constant for reaction (6.1) was first measured by Dudley and Cady,\(^2\) who used a manometric method to obtain \( K_p = 7.275 \times 10^{10} \exp(-11,018/T) \) Torr for temperatures between 450 and 600 K. This initial result was later confirmed by Castellano and coworkers,\(^3\) who utilized a similar technique and obtained \( K_p = 6.5313 \times 10^{10} \exp(-10,983/T) \) Torr for temperatures between 423 and 523 K. More recently, Cobos \textit{et al.}\(^4\) used a laser flash photolysis/absorption technique to examine forward and reverse reaction rates for reaction (6.1) between 293 and 381 K. From their data, they derived \( K_c = 1.45 \times 10^{27} \exp[-(10,730 \pm 380)/T] \) molecules cm\(^{-3}\). Expressed as \( K_p \), this latter equation takes the form \( K_p = 1.50 \times 10^8 \cdot T \cdot \exp\left(\frac{-10,730 \pm 380}{T}\right) \) Torr. Although the \( K_p \) from the first two manometric measurements\(^2,3\) agrees with the flash photolysis \( K_c \) determination\(^4\) to within experimental error, the slight variation between these different determinations has a substantial effect on the cross sections which are calculated from the raw data of the present report. As an example, consider the initial calculation of the \( \text{FSO}_3 \) radical concentrations for the temperature-dependent scans. If \( K_{eq} \) from reference 2 or 3 is used in the calculation, the radical concentrations in the cell take on values ranging from \( 9.17 \times 10^{14} \) molecules cm\(^{-3}\) at 299.9 K to \( 9.74 \times 10^{15} \) molecules cm\(^{-3}\) at 345.7 K. If \( K_{eq} \) from reference 4 is used, the calculated [\( \text{FSO}_3 \)] values increase by an essentially constant factor of 1.28, and now range from \( 1.17 \times 10^{15} \) to \( 1.25 \times 10^{16} \) molecules
cm$^3$. The net effect that this change has on the calculated radical cross sections is an across-the-board reduction of approximately 28%. (Note that the cross section magnitude is inversely related to the calculated [FSO$_3$] values, so that larger radical concentrations correspond to smaller radical cross sections.) Cross section values for the dimer are affected in a less straightforward way. While those for wavelengths to the blue of 380 nm are relatively invariant with respect to which value of $K_{eq}$ is used, those at longer wavelengths become increasingly dependent upon the choice of $K_{eq}$. At $\lambda = 400$ nm, the dimer cross section obtained through the use of $K_{eq}$ from references 2 and 3 is $\sim 6.5\%$ smaller than that obtained if $K_{eq}$ from reference 4 is used. Near $\lambda = 430$ nm, the difference is $\sim 21\%$ (Table 6-I).

Given the dependence of the calculated dimer and radical cross sections upon the choice of $K_{eq}$, two sets of calculations -- one corresponding to the $K_{eq}$ from references 2 and 3, the other to the $K_{eq}$ from reference 4 -- have been completed on the present data. (In general, the confirmed $K_{eq}$ of references 2 and 3 should be preferred over the $K_{eq}$ from Cobos$^4$ because the experimental uncertainty inherent in the manometric determinations should be less than that associated with the flash photolysis/absorption measurement.) As noted previously, these calculations consist of least-squares analysis of plots of absorbance vs. FSO$_3$ concentration; representative plots of this type corresponding to the use of $K_{eq}$ from reference 2 on data for wavelengths of 380, 410 and 450 nm are shown in Figure 6-3. Cross sections for (FSO$_3$)$_2$ which result from analyses of the type portrayed in Figure 6-3 are listed in
Table I and plotted in Figure 6-2 while those for FSO$_3$ are listed in Table II and plotted in Figure 6-4, along with the previous measurements of Croce.$^{15}$

6.3.3 Comparisons with Croce's Previous $\sigma$(FSO$_3$) Measurements

The $\sigma$(FSO$_3$) values of the present study are in reasonable agreement with those of Croce$^{15}$ if they are calculated with the same $K_{eq}$ used by Croce in her data analysis (Figure 6-4, Table 6-II). At wavelengths shorter than 400 nm, the present data are larger than Croce's somewhat noisier measurements by an average of 17%. This trend is inverted for wavelengths longer than 400 nm, however, and in this region the present data are, on average, 16% lower than those from reference 15. The most significant disagreements between the two sets of measurements are at 340 and 345 nm, where the present data are 56 and 69% larger than Croce's values.

Although Croce$^{15}$ does not address how the use of the $K_{eq}$ of references 2 and 3 would change her results, Cobos and coworkers$^4$ initially perform this calculation on their data at 450 nm and obtain the same radical cross section as is seen here, $4.2 \times 10^{-18}$ cm$^2$. Since all of Croce's later cross section determinations are scaled relative to Cobos' initial measurement at 450 nm,$^{4,15}$ it should be roughly appropriate to scale the rest of Croce's cross section values up by a uniform factor of $4.2/3.64 = 1.15$, where the 3.64 value in the denominator reflects the 450 nm cross section ultimately selected by Cobos et al.$^4$, $3.64 \times 10^{18}$ cm$^2$. $\sigma$(FSO$_3$) results from reference 15 adjusted in this manner are in good agreement with the present results for wavelengths above 400 nm but deviate below the present data as the wavelength is decreased below this point.
6.3.4 Dimer Cross Section Measurements, 340 - 450 nm

Although the present results for the dimer are in reasonable agreement with those of Cobos et al.\textsuperscript{4} at 193 nm, they disagree by a factor of eight at 450 nm. This disagreement is substantially larger than the estimated uncertainties for the two measurements at that wavelength (+300\% and -75\% for the current measurement, ±1\% for reference 4). In order to gain insight into potential causes of this discrepancy, it is helpful to explicitly consider the experimental uncertainties which can play a role in the temperature-dependent cross section determinations.

Possible sources of error for the present set of measurements include: variations in sample composition (plus or minus a few percent), temperature (probably less than ±1 K), and pressure (±1.5\%), as well as wavelength (±0.5 nm or less) and absorption (less than ±5\%) uncertainties in the Cary spectrometer. Of these possibilities, the one which has the largest effect on the final, calculated dimer cross sections is the variation in the sample temperature. Although the absolute magnitude of this temperature uncertainty is relatively small, it can nonetheless produce significant changes in the y-intercepts (proportional to $\sigma_{\text{dimer}}$) of the plots of the type shown in Figure 6-3 -- while at the same time leaving the slopes (proportional to $\sigma_{\text{radical}}$) essentially unchanged. For example, an across-the-board temperature shift of -0.2 K in the sample temperatures used in the calculations at 450 nm will increase the calculated dimer cross section by almost 10\%; the concurrent change in the radical cross section is only +1\%. Further evidence of the temperature sensitivity of the dimer cross sections is provided by a small, systematic variation
displayed by data in Figure 6-3. Data corresponding to increasing Neslab temperatures are slightly low with respect to the best-fit, all-data line while those corresponding to decreasing Neslab temperatures are slightly high. This effect is observed at all wavelengths and is consistent with the hypothesis of a small temperature lag in the sample. In this scenario, the temperature of the sample lags slightly behind that of the Neslab and the cell, so that data corresponding to the increasing temperature sequence are plotted at [FSO₃] values which are too large and those corresponding to the decreasing temperature sequence are plotted at [FSO₃] values which are too small. While these variations are observed to have little effect on the slope of the plot -- and thus cannot be caused by time-dependent changes in the sample or the spectrometer -- they do yield different y-intercepts, depending on whether the line is fit to the increasing or decreasing temperature data. The net effect of these variations on a complete set of data is to cancel one another out, with the fit to the increasing (decreasing) temperature data providing a lower (upper) limit to the true dimer cross section. The present results for the dimer in the 340 - 450 nm range of Figure 6-2 include these upper and lower limits, which are shown as error bars. Although this analysis cannot by itself account for the disagreement between the present result at 450 nm and that from reference 4, it does indicate that the dimer cross section measurements are extremely sensitive to small variations in temperature. For this reason, the ±1% error estimated by Cobos⁴ is probably unrealistically small, and may actually better reflect the precision of his least-squares regression rather than the overall accuracy of his cross section measurement.
6.4 CONCLUSION

Photoabsorption cross sections have been measured for peroxydisulfuryl difluoride, \((\text{FSO}_3)_2\), and for the fluorosulfate radical, \(\text{FSO}_3\). For \((\text{FSO}_3)_2\), the cross sections measured at 298 K decline smoothly from \(7.43 \times 10^{-18} \text{ cm}^2\) at 180 nm to \(1.27 \times 10^{-21} \text{ cm}^2\) at 340 nm. At wavelengths in the range 340 - 450 nm, temperature-dependent measurements yield both dimer and radical cross sections. For this second set of measurements, calculated cross sections depend strongly upon the choice of \(K_{eq}\) for the dimer - radical equilibrium. If the results are calculated with the \(K_{eq}\) determined in references 2 and 3, dimer cross sections decline smoothly from \(1.21 \times 10^{-21} \text{ cm}^2\) at 340 nm to \(5.42 \times 10^{-23} \text{ cm}^2\) at 430 nm and then increase slightly to \(9.31 \times 10^{-23} \text{ cm}^2\) at 450 nm. For \(\text{FSO}_3\), the cross sections increase from \(5.51 \times 10^{-19} \text{ cm}^2\) at 340 nm to \(4.21 \times 10^{-18} \text{ cm}^2\) at 450 nm. If the results are calculated with the \(K_{eq}\) from reference 4, the dimer cross sections decline smoothly from \(1.21 \times 10^{-21} \text{ cm}^2\) at 340 nm to \(6.54 \times 10^{-23} \text{ cm}^2\) at 430 nm and then increase slightly to \(1.08 \times 10^{-22} \text{ cm}^2\) at 450 nm. Radical cross sections increase from \(4.30 \times 10^{-19} \text{ cm}^2\) at 340 nm to \(3.29 \times 10^{-18} \text{ cm}^2\) at 450 nm. The present results are in good agreement with the previous \(\sigma(\text{FSO}_3)\) measurements of Croce\(^{15}\) and the 193 nm \(\sigma(\text{FSO}_3)_2\) value from Cobos \textit{et al.}\(^{4}\) but disagree markedly with the measurement of Cobos at 450 nm. Better characterization or confirmation of the \((\text{FSO}_3)_2 \Rightarrow 2\text{FSO}_3\) equilibrium is required before more accurate \(\sigma(\text{FSO}_3)\) values can be obtained from the current set of absorption data.
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TABLE 6-1

Photoabsorption cross sections of (FSO$_2$)$_2$, 180 - 450 nm

<table>
<thead>
<tr>
<th>λ (nm)</th>
<th>$\sigma$ (cm$^2$ molecule$^{-1}$)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>298 K Measurement</td>
</tr>
<tr>
<td></td>
<td>[lower limit, upper limit]</td>
</tr>
<tr>
<td>180</td>
<td>7.43 ± 0.37 (-18)</td>
</tr>
<tr>
<td>190</td>
<td>5.19 ± 0.26 (-18)</td>
</tr>
<tr>
<td>200</td>
<td>3.27 ± 0.16 (-18)</td>
</tr>
<tr>
<td>210</td>
<td>1.90 ± 0.10 (-18)</td>
</tr>
<tr>
<td>220</td>
<td>1.05 ± 0.05 (-18)</td>
</tr>
<tr>
<td>230</td>
<td>5.67 ± 0.28 (-19)</td>
</tr>
<tr>
<td>240</td>
<td>3.08 ± 0.15 (-19)</td>
</tr>
<tr>
<td>250</td>
<td>1.59 ± 0.08 (-19)</td>
</tr>
<tr>
<td>260</td>
<td>8.83 ± 0.44 (-20)</td>
</tr>
<tr>
<td>270</td>
<td>5.13 ± 0.26 (-20)</td>
</tr>
<tr>
<td>280</td>
<td>2.99 ± 0.15 (-20)</td>
</tr>
<tr>
<td>290</td>
<td>1.76 ± 0.09 (-20)</td>
</tr>
<tr>
<td>300</td>
<td>1.04 ± 0.05 (-20)</td>
</tr>
<tr>
<td>310</td>
<td>6.14 ± 0.37 (-21)</td>
</tr>
<tr>
<td>320</td>
<td>3.52 ± 0.25 (-21)</td>
</tr>
<tr>
<td>330</td>
<td>2.09 ± 0.17 (-21)</td>
</tr>
<tr>
<td>340</td>
<td>1.27 ± 0.13 (-21)</td>
</tr>
<tr>
<td>345</td>
<td>1.01 ± 0.11 (-21)</td>
</tr>
<tr>
<td>350</td>
<td>8.30 ± 1.04 (-22)</td>
</tr>
<tr>
<td>355</td>
<td>6.90 ± 0.95 (-22)</td>
</tr>
<tr>
<td>360</td>
<td>6.08 ± 0.91 (-22)</td>
</tr>
<tr>
<td>365</td>
<td></td>
</tr>
<tr>
<td>370</td>
<td></td>
</tr>
<tr>
<td>375</td>
<td></td>
</tr>
<tr>
<td>380</td>
<td></td>
</tr>
<tr>
<td>385</td>
<td></td>
</tr>
<tr>
<td>390</td>
<td></td>
</tr>
<tr>
<td>395</td>
<td></td>
</tr>
</tbody>
</table>

K$_v$ from ref's. 2, 3
K$_v$ from ref. 4
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TABLE 6-I, continued

Photoabsorption cross sections of (FSO$_3$)$_2$, 180 - 450 nm

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>$\sigma$ (cm$^2$ molecule$^{-1}$)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>405</td>
<td>8.46 [1.82, 29.1]</td>
</tr>
<tr>
<td>410</td>
<td>8.10 [1.64, 28.7]</td>
</tr>
<tr>
<td>420</td>
<td>6.56 [0.95, 29.8]</td>
</tr>
<tr>
<td>425</td>
<td>6.60 [0.97, 29.2]</td>
</tr>
<tr>
<td>430</td>
<td>5.42 [0.54, 32.6]</td>
</tr>
<tr>
<td>440</td>
<td>6.56 [0.96, 28.2]</td>
</tr>
</tbody>
</table>

*Cross sections for 180 - 360 nm are obtained from Beer's Law plots at 298 K while those for 340 - 450 nm result from temperature-dependent measurements; see the text for further details.
TABLE 6-II

Photoabsorption cross sections of FSO$_3$, 340 - 450 nm

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>$\sigma$ ($10^{-19}$ cm$^2$ molecule$^{-1}$) $^a$</th>
<th>$K_p$ from ref's. 2, 3</th>
<th>$K_c$ from ref. 4</th>
<th>Croce $^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>340</td>
<td>5.51 ± 0.28</td>
<td>4.30 ± 0.22</td>
<td>2.75 ± 0.41</td>
<td></td>
</tr>
<tr>
<td>345</td>
<td>5.62 ± 0.28</td>
<td>4.38 ± 0.22</td>
<td>2.59 ± 0.39</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>5.87 ± 0.29</td>
<td>4.58 ± 0.23</td>
<td>4.37 ± 0.66</td>
<td></td>
</tr>
<tr>
<td>355</td>
<td>6.32 ± 0.32</td>
<td>4.94 ± 0.25</td>
<td>5.82 ± 0.87</td>
<td></td>
</tr>
<tr>
<td>360</td>
<td>6.95 ± 0.35</td>
<td>5.42 ± 0.27</td>
<td>4.69 ± 0.70</td>
<td></td>
</tr>
<tr>
<td>365</td>
<td>7.73 ± 0.39</td>
<td>6.03 ± 0.30</td>
<td>4.69 ± 0.70</td>
<td></td>
</tr>
<tr>
<td>370</td>
<td>8.71 ± 0.44</td>
<td>6.80 ± 0.34</td>
<td>7.12 ± 1.07</td>
<td></td>
</tr>
<tr>
<td>375</td>
<td>9.90 ± 0.50</td>
<td>7.73 ± 0.39</td>
<td>6.79 ± 1.02</td>
<td></td>
</tr>
<tr>
<td>380</td>
<td>11.3 ± 0.6</td>
<td>8.80 ± 0.44</td>
<td>8.57 ± 1.29</td>
<td></td>
</tr>
<tr>
<td>385</td>
<td>12.8 ± 0.6</td>
<td>10.0 ± 0.5</td>
<td>9.67 ± 1.45</td>
<td></td>
</tr>
<tr>
<td>390</td>
<td>14.5 ± 0.7</td>
<td>11.3 ± 0.6</td>
<td>9.67 ± 1.45</td>
<td></td>
</tr>
<tr>
<td>395</td>
<td>16.3 ± 0.8</td>
<td>12.7 ± 0.6</td>
<td>11.5 ± 1.7</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>18.2 ± 0.9</td>
<td>14.2 ± 0.7</td>
<td>15.0 ± 2.3</td>
<td></td>
</tr>
<tr>
<td>405</td>
<td>20.3 ± 1.0</td>
<td>15.9 ± 0.8</td>
<td>19.6 ± 2.9</td>
<td></td>
</tr>
<tr>
<td>410</td>
<td>22.5 ± 1.1</td>
<td>17.6 ± 0.9</td>
<td>21.3 ± 3.2</td>
<td></td>
</tr>
<tr>
<td>415</td>
<td>24.6 ± 1.2</td>
<td>19.2 ± 1.0</td>
<td>23.4 ± 3.5</td>
<td></td>
</tr>
<tr>
<td>420</td>
<td>27.1 ± 1.4</td>
<td>21.2 ± 1.1</td>
<td>26.9 ± 4.0</td>
<td></td>
</tr>
<tr>
<td>425</td>
<td>29.5 ± 1.5</td>
<td>23.0 ± 1.2</td>
<td>27.5 ± 4.1</td>
<td></td>
</tr>
<tr>
<td>430</td>
<td>31.4 ± 1.6</td>
<td>24.5 ± 1.2</td>
<td>32.3 ± 4.9</td>
<td></td>
</tr>
<tr>
<td>435</td>
<td>35.3 ± 1.8</td>
<td>27.6 ± 1.4</td>
<td>32.3 ± 4.9</td>
<td></td>
</tr>
<tr>
<td>440</td>
<td>36.2 ± 1.8</td>
<td>28.2 ± 1.4</td>
<td>32.3 ± 4.9</td>
<td></td>
</tr>
<tr>
<td>445</td>
<td>38.8 ± 1.9</td>
<td>30.3 ± 1.5</td>
<td>34.0 ± 5.1</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>42.1 ± 2.1</td>
<td>32.9 ± 1.6</td>
<td>36.4 ± 5.5$^c$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Uncertainties quoted for the present values ($\pm 5\%$) do not include the contribution introduced by the uncertainty in $K_{eq}$ for Equation (6.1).

$^b$Croce (reference 15) scales her cross sections relative to the 450 nm cross section measured in reference 4 and estimates her values to be accurate to $\pm 15\%$.

$^c$From reference 4.
**Figure 6-1.** Beer’s Law plots for (FSO₃)₂ photoabsorption at wavelengths of 200, 220 and 240 nm.
Figure 6-2. Photoabsorption cross sections for (FSO₃)₂. Cross sections correspond to 
\[ \sigma = \frac{\ln(I/I₀)}{\ell c} \]
where \( \ell \) is the path length of the cell (10 cm) and \( c \) is the concen-
tration of (FSO₃)₂ in molecules cm⁻³. The values obtained from Beer's Law calcula-
tions at 298 K are denoted by the solid line, while those obtained from temperature-
dependent measurements using \( K_p \) from references 2 and 3 are given by the filled
circles. Previous measurements at 193 and 450 nm by Cobos et al. (reference 4) are
denoted by open triangles.
Figure 6-3. Absorbances of (FSO₃)₂ / FSO₃ equilibrium mixtures as a function of FSO₃ concentration for wavelengths of 380, 410 and 450 nm. For the data displayed here, the (FSO₃)₂ concentration remains essentially constant at 3.24 x 10¹⁸ molecules cm⁻³ and the temperature varies between 299.9 and 345.7 K. K_p from references 2 and 3 is used to calculate [FSO₃].
Figure 6-4. Photoabsorption cross sections for FSO$_3$. Cross sections correspond to 
\[ \sigma = \frac{\ln(I_0/I)}{\ell c} \]
where \( \ell \) is the path length of the cell (10 cm) and \( c \) is the concentration of FSO$_3$ in molecules cm$^{-3}$. The results obtained using the \( K_p \) from references 2 and 3 to calculate [FSO$_3$] are indicated by the upper line; those obtained using the \( K_c \) from reference 4 are indicated by the lower line. Cross sections from Croce (reference 15) are denoted by the open circles.
Chapter Seven
Spectroscopy and Photoabsorption Cross Sections of FNO

7.1 INTRODUCTION

Nitrosyl fluoride is a colorless, highly reactive gas which was first synthesized by Ruff and Stauber in 1905. Since that time its chemical and thermodynamic properties have been well studied, and a variety of synthetic schemes have been devised. Spectroscopic measurements have been performed using microwave, infrared, CO laser Stark, and photoelectron techniques, and the kinetics and chemiluminescence of the 2NO + F2 ⇄ 2 FNO reaction have been investigated. These inquiries have provided detailed information about the equilibrium geometry, vibrational and rotational constants, and electronic structure of FNO, and have served as the impetus for a large number of theoretical studies. Given the extensive amount of work on FNO in these experimental and computational areas, it is rather surprising that only one quantitative measurement of the ultraviolet spectrum has been published. In this initial UV study, Johnston and Bertin (hereafter abbreviated as JB) observed a series of 18 vibronic bands over the range 340 - 260 nm. JB attributed the bulk of the spectrum to two progressions in ν3', and obtained a value of 1,086 cm⁻¹ for the ν3' fundamental. For ν1' and ν2', they obtained values of 1,450 and 343 cm⁻¹. (According to the isotopic IR measurements and quadratic force field calculations of Jones et al., ν1 is predominately the N=O stretching mode, ν2 is mostly the FNO bending mode, and ν3 is principally the N-F stretching mode. The
ground state fundamentals for these three modes are 1,844, 765, and 520 cm\(^{-1}\), respectively\(^{16,21,22}\). In addition to the assignment of the absorption spectrum, JB also measured quantitative absorption cross sections at a temperature of -78 °C and analyzed the visible emission spectrum of FNO\(^{+}\) produced via the reaction of F\(_2\) with NO.

In the present chapter, the spectroscopy and photoabsorption of FNO are investigated in the range 350 - 180 nm. Four new spectral features not previously reported by JB are observed, along with a broad continuum absorption below 250 nm. The spectrum is assigned to a series of vibronic progressions that differs from that utilized in the earlier study but is consistent with spectroscopic analyses on the isoelectronic compound HONO. The present results are compared to the predictions of \textit{ab initio} calculations, and to experimental and theoretical results for HONO.

7.2 EXPERIMENTAL

7.2.1 FNO Synthesis

All FNO samples used in the present investigation were formed by the direct gas phase addition of excess F\(_2\) to a measured portion of NO in a well-passivated Monel bulb:\(^{54}\)

\[
F_2 + 2 \text{NO} \rightarrow 2 \text{FNO.} \quad \Delta H^{\circ}_{298} = -74.8 \text{kcal mol}^{-1} \quad (7.1)
\]

The FNO product formed via reaction (7.1) was then trapped out at a temperature of 77 K while the excess F\(_2\) was pumped away. Repeated freeze-pump-thaw cycles at 77 K were then performed to insure complete removal of all unreacted F\(_2\) and other
volatile impurities. The FNO formed via this process was found to be stable indefinitely if stored at room temperature in a thoroughly passivated Monel container.

Initially, extensive difficulties were encountered with respect to sample purity. NO₂, NO, and FNO₂ were the primary contaminants which were observed and were generally found to result from either incomplete passivation of the cell and vacuum line or NO₂ contamination of the initial NO reactant. In order to correct the latter problem, the line from the NO source bottle to the vacuum manifold was extensively purged and then passed through a liquid nitrogen/isopropanol-cooled trap to remove any remaining NO₂. (NO₂ impurities removed in this fashion will be trapped out as solid N₂O₃.) FNO samples prepared with these precautions on a well-passivated vacuum line were found to be free of the above contaminants, and gave consistent results across the full 350 - 180 nm spectral range.

7.2.2 Absorption Cell, Vacuum System

Because FNO is a highly reactive compound which attacks virtually all materials (including Pyrex, quartz, and most metals), a special absorption cell and vacuum system had to be constructed. The cell body consisted of a 10 cm length of 1.25 inch (o.d.) #304 stainless steel tubing. Two-inch diameter flanges were welded to the ends of the cell at the CaF₂ Brewster angle of 56°, and a third flange was attached to the midpoint of the cell at a 90° orientation to the main cell axis (the latter to serve as a perpendicular viewing port for future laser-based experiments). These flanges served as smooth surfaces upon which 0.25 inch thick CaF₂ windows were affixed with fluorine-resistant Techkits E-7 epoxy. The vacuum system was
constructed primarily of #304 and #316 stainless steel and consisted of a small manifold connected to a liquid nitrogen - cryotrapped mechanical pump. High vacuum Hoke bellows valves of either #316 stainless steel or Monel were utilized throughout the system, and manifold pressures were measured with a corrosion-resistant 100 Torr Baratron capacitance manometer. To permit easy attachment and removal of the cell and the FNO sample bulb, access points were equipped with #316 stainless steel Swagelok fittings. After initial passivation sequences with F₂ and FNO, both the cell and the manifold proved to be non-reactive with respect to the FNO sample.

7.2.3 Cary Spectrometer

All absorption measurements were made on a Cary 118-C spectrometer. According to the manufacturer's specifications, the absolute uncertainty in λ for this particular model is determined by the accuracy of the wavelength counter. For 180 to 300 nm, the counter accuracy is specified to be ±0.3 nm; for 300 to 350 nm it is specified to be ±0.5 nm. Calibration checks with NO, NO₂, CS₂ and SO₂ indicate that the actual uncertainty in λ for the present instrument is within these limits. In cases where the wavelength readout of the spectrometer is observed to deviate in a consistent, reproducible manner from well-known SO₂ or NO₂ spectral features, small corrections have been applied to the data. Cross section magnitudes for these calibration gases are in good agreement (typically ±5% or better) with literature values. Data acquisition is controlled by an AT-type personal computer through direct interfaces to the monochromator stepping motor controller and signal output.
line. For most of the scans contained in the present report the slit width of the spectrometer is fixed at 0.05 mm, so that the spectral bandwidth increases with increasing wavelength. At wavelengths of 200, 250, 300 and 350 nm the full spectral bandwidths are 0.06 nm (15 cm⁻¹), 0.12 nm (19 cm⁻¹), 0.19 nm (21 cm⁻¹) and 0.31 nm (25 cm⁻¹), respectively.⁵⁵

For the measurement of quantitative absorption cross sections, the spectrometer step size is 0.20 nm. In these scans FNO pressures are varied between 5 and 25 Torr to check for compliance with Beer’s Law, and the temperature of the sample is approximately 298 K. For the measurement of peak and shoulder locations between 350 and 250 nm the step size is 0.10 nm and FNO pressures range from 5 to 70 Torr.

7.3 RESULTS

7.3.1 Absorption Cross Sections, 350 - 180 nm

Quantitative absorption cross sections for 350 - 180 nm are given in Figure 7-1 at a resolution of 0.20 nm, and are tabulated in the Appendix in 1.0 nm intervals. The data correspond to an average of 9 representative scans, and the cross sections are estimated to be accurate to ±10%. Cross section magnitudes are on average roughly 25% larger than those taken from the -78 °C measurement of JB,²⁷ with individual point-by-point comparisons displaying considerable variation about this average deviation. At wavelengths near 350, 340, 334, 311, 295, 270 and 265 nm the present results are approximately 75, 15, 5, 20, 30, 20 and 50% larger than those
from JB. (One possible explanation for the magnitude difference is the better spectral precision of the current experiment, which employs a 0.20 nm step size as opposed to 1.0 nm in JB.27) Qualitative agreement between the two studies with respect to peak shape and location is generally good, and the relative peak intensities in the two measurements are in approximate agreement across the full range available for comparison. This latter observation indicates that the features measured in the two studies are not hot band transitions from vibrationally excited ground state molecules. If such hot bands were present in the spectrum, their relative intensities in the present measurement (T = 298 K) would be expected to be 3.8 (hot band from \( \nu_3'' = 1 \)) or 7.1 (hot band from \( \nu_2'' = 1 \)) times larger than those observed by JB at -78°C.

At wavelengths below 250 nm the vibronic structure is replaced by a structureless, smoothly rising continuum absorption. Cross sections for this feature rise from \( \sigma = 1.77 \times 10^{-20} \text{ cm}^2 \) at 245 nm to \( 5.24 \times 10^{-19} \text{ cm}^2 \) at 180 nm. Since this is apparently the first experimental examination of this region of the FNO spectrum, comparisons with other measurements are not possible.

7.3.2 Vibronic Spectrum, 350 - 240 nm

A total of 22 spectral features (19 peaks and 3 well-defined shoulders) are resolved in the present report; these features are listed in Table 7-I along with the analogous measurements from Johnston and Bertin. The present data have an estimated uncertainty of \( \pm 25 \text{ cm}^{-1} \), which is believed to result primarily from the inherent lack of rotational structure in the spectrum and the difficulty associated with locating the weaker spectral features (such as the shoulders), and partially from
instrumental limitations. Despite this limited resolution, the present data are in good agreement with those from JB. For the 18 features available for comparison, the average difference is -10 cm\(^{-1}\), (i.e. the present measurements are slightly red shifted with respect to those from reference 27), and only three pairs of bands disagree by more than 20 cm\(^{-1}\): A5 at 35,144 cm\(^{-1}\) (low by 39 cm\(^{-1}\)), A6 at 36,153 cm\(^{-1}\) (low by 25 cm\(^{-1}\)) and A7 at 37,093 cm\(^{-1}\) (low by 50 cm\(^{-1}\)). The peak locations from JB are probably more accurate than those of the current report, given the higher resolution of their spectrometer and their better reproducibility (±15 cm\(^{-1}\)). The present measurement includes all of the peaks initially observed by JB as well as four new features: a well-defined shoulder at 36,627 cm\(^{-1}\), and weak peaks at 38,696, 39,170, and 40,032 cm\(^{-1}\).

Five empirical progressions in the data from Table 7-I are portrayed in Figure 7-2, where the absolute energies are plotted along the y axis and the number of active vibrational quanta (of the main mode in the progression) are plotted along the x axis. In this type of analysis, the slope of a given line indicates the excited state vibration which is active in the progression, and offsets between lines with similar slopes correspond to the presence of additional quanta of other bending or stretching modes. The five lines shown in Figure 7-2 all appear to correspond to the same vibrational progression in the excited state, with a fundamental mode of ~ 1,100 cm\(^{-1}\). Offsets of roughly 350, 480, 700 and 1,170 cm\(^{-1}\) are observed between the lowest lying progression and the four upper lines, suggesting that in addition to the ~ 1,100 cm\(^{-1}\) mode, modes of 350 and 480 cm\(^{-1}\) are also active in the excited state FNO molecule.
According to this hypothesis, the 700 cm\(^{-1}\) offset results from two quanta in the 350 cm\(^{-1}\) mode, and the 1,170 cm\(^{-1}\) offset is a combination of (350 + 350 + 480) cm\(^{-1}\).

For the purposes of discussion, the five progressions will be given the labels A through E, in order of increasing energy. In this fashion the lowest progression receives the label A, and the progressions with offsets of 350, 480, 700 and 1,170 cm\(^{-1}\) are labeled B, C, D, and E, respectively.

In Table 7-II, the data from Figure 7-2 are presented according to their A - E labels, and are assigned to specific FNO transitions. Progression A is assigned to \((n, 0, 0)\) \(\rightarrow (0, 0, 0)\)\(^{\prime}\), and progressions B through E are assigned to \((n, 0, 1)\) \(\rightarrow (0, 0, 0)\)\(^{\prime}\), \((n, 1, 0)\) \(\rightarrow (0, 0, 0)\)\(^{\prime}\), \((n, 0, 2)\) \(\rightarrow (0, 0, 0)\)\(^{\prime}\), and \((n, 1, 2)\) \(\rightarrow (0, 0, 0)\)\(^{\prime}\), respectively. These assignments differ from those proposed previously by JB\(^{27}\) who assigned the \(\sim 1,100\) cm\(^{-1}\) mode to \(\nu_{3}\)\(^{\prime}\) and the \(\sim 350\) cm\(^{-1}\) mode to \(\nu_{2}\)\(^{\prime}\), the excited state bend. (For \(\nu_{1}\)\(^{\prime}\), JB assigned a value of 1,450 cm\(^{-1}\) on the basis of what the current report would label (C4 - A3) and (C5 - A4).) The assignment of the \(\sim 1,100\) cm\(^{-1}\) progression to \(\nu_{1}\)\(^{\prime}\) is supported by an analogous, carefully researched assignment in HONO\(^{56-59}\) and by a number of \textit{ab initio} calculations\(^{37,38,40,41,44,45,49}\) on FNO. The assignments to \(\nu_{2}\)\(^{\prime}\) and \(\nu_{3}\)\(^{\prime}\) are less definite, but are consistent with the energetics of the ground state FNO vibrational modes\(^{16,21,22}\) in that \(\nu_{1} > \nu_{2} > \nu_{3}\). In addition, the assignment of \(\nu_{3}\)\(^{\prime}\) to the more active of the two lesser modes (i.e. to 350 cm\(^{-1}\) rather than to 480 cm\(^{-1}\)) is supported by a similar assignment in HONO. (In HONO, the analog to the FNO \(\nu_{3}\)\(^{\prime}\) stretch is more active in the absorption spectrum than the analog to the FNO \(\nu_{2}\)\(^{\prime}\) bend, which is apparently absent.\(^{56-59}\) If the same qualitative
trends hold true for FNO, then the more active mode at 350 cm\(^{-1}\) should be assigned to \(\nu_3'\).)

In Table 7-III, successive differences down columns in Table 7-II are calculated and the resulting data are used to construct the Birge-Sponer plot shown in Figure 7-3. Linear regression analysis of the Birge-Sponer data yields a value of 1,096 cm\(^{-1}\) for the \(\nu_1'\) fundamental and a slope of -25.1 cm\(^{-1}\) per quanta of \(\nu_1'\). This value for \(\nu_1'\) is in good agreement with the analogous -- but differently assigned -- value from JB of \(\nu_1' = 1,086\) cm\(^{-1}\).

In Table 7-IV, differences across rows in Table 7-II are calculated to provide estimates of \(\nu_2'\) and \(\nu_3'\). Five independent estimates of \(\nu_3'\) and three of \(2\nu_3'\) yield an average value of \(\nu_3' = 349\) cm\(^{-1}\), in good agreement with the analogous value of 343 cm\(^{-1}\) assigned to \(\nu_2'\) by JB.\(^{27}\) For \(\nu_2'\), three independent estimates result in an average value of 480 cm\(^{-1}\). This value is in reasonable agreement with that obtained via reinterpretation of the data from JB according to the current assignments, 457 cm\(^{-1}\).

### 7.4 DISCUSSION

#### 7.4.1 Summary of Spectral Assignments

The present spectral assignments for FNO are summarized in Figures 7-4a and 7-4b. In Figure 7-4a, the spectrum is plotted for the range 29,000 - 35,000 cm\(^{-1}\), and the assignments proposed in Tables 7-II through 7-IV are displayed along the lower x axis. In Figure 7-4b, the spectrum and assignments are plotted for 35,000 - 41,000 cm\(^{-1}\). Examination of Figure 7-4a shows progressions A and B to be the dominant
features for \( n = 0 \) to \( n = 3 \), where \( n \) is the number of quanta in \( \nu_1' \). In this low energy part of the spectrum, progressions C and D appear as broad, unresolved shoulders. For the C progression, these shoulders become more intense with increasing \( n \), so that by \( n = 4 \), the C shoulder is almost equal in intensity to the B4 peak. For the D progression, the features initially tend to decrease in intensity with increasing \( n \). While D0 and D1 are evident as shoulders on the low energy side of the A1 and A2 peaks, D3 and D4 are unobserved. By \( n = 5 \) (Figure 7-4b), the A and B progressions have fallen off and the C peak is now the strongest of the four progressions. At this stage B is barely detectable as a very weak shoulder, and D is observed to be regaining intensity. For \( n = 6 \) to \( n = 8 \), the D progression becomes increasingly dominant, while the A and C progressions decline in intensity. Finally, at energies immediately proceeding the onset of the continuum absorption, two combination peaks corresponding to \((8, 1, 2)' \leftarrow (0, 0, 0)''\) and \((9, 1, 2)' \leftarrow (0, 0, 0)''\) are observed. According to the labeling scheme used here, these peaks are denoted E8 and E9, respectively.

As Figures 7-4a and 7-4b illustrate, all of the 22 spectral features contained in Table 7-I and approximately 10 additional, unresolved shoulders are consistent with five progressions in \( \nu_1' \), which is calculated to have a fundamental frequency of 1,096 cm\(^{-1}\). Some of the observed progressions involve simultaneous excitation of 1 or 2 quanta in \( \nu_3' \), which is assigned a frequency of 349 cm\(^{-1}\), and/or 1 quanta in \( \nu_2' \), which is assigned a frequency of 480 cm\(^{-1}\). None of the observed features appear to
be hot band transitions, and the spectrum is apparently fully resolved at a resolution of 0.10 nm (11 cm\(^{-1}\) at 300 nm).

7.4.2 Theoretical Studies

The first \textit{ab initio} calculations involving electronically excited states of FNO were apparently performed by Ditchfield \textit{et al.}\textsuperscript{37,38}, who used a minimal basis set SCF-CI technique. In their initial calculation,\textsuperscript{37} Ditchfield and coworkers fixed the excited state FNO geometry at the ground state configuration. This method gave an energy of 3.03 eV for the vertical singlet \(n_0 \rightarrow \pi^*\) promotion corresponding to the \(1^1A'' \leftarrow X^1A'\) transition.\textsuperscript{37} In a later calculation,\textsuperscript{38} Ditchfield \textit{et al.} optimized both the ground and excited state geometries before calculating the transition energy. This method gave 0-0 transition energies of 2.84 eV and 1.46 eV for the lowest singlet and triplet states, respectively.

Although the initial, minimal basis set calculations in references 36 and 37 failed to produce energies in agreement with the observed spectrum (i.e. a vertical excitation energy of 3.98 eV and a 0-0 transition energy of 3.72 eV), later calculations employed larger basis sets and/or different computational methods which generally yielded more accurate results. Mrozek and Golebiewski\textsuperscript{40} calculated the vertical excitation energies of the lowest lying \(^13A''\) and \(^13A'\) excited states via an SCF technique and obtained energies of 3.03, 1.77, 4.71 and 3.30 for the \(^1A'', \ 3A''\), \(^1A'\) and \(^3A'\) states, respectively. In a subsequent studies,\textsuperscript{44,45} they performed a limited CI calculation and obtained vertical excitation energies of 3.70 and 4.22 eV for the lowest lying \(^1A''\) and \(^1A'\) states. Vasudevan and Grein\textsuperscript{41} carried out combined SCF
and CI calculations to determine the vertical excitation energies of 17 low lying electronic states of FNO. Their value for the first \( ^1\Lambda^\prime \) state, 4.22 eV, was in good agreement with the experimentally observed 3.98 eV. Solgadi and Flament calculated SCF-CI energies for the first 13 excited states and also determined potential curves along the N-F coordinate for these states. They obtained a vertical excitation energy of 4.06 eV for the lowest \( ^1\Lambda^\prime \) state. This is apparently the best \textit{ab initio} value (in terms of agreement with experiment) obtained to date.

Overall, the consensus of the theoretical studies which have been performed on electronically excited FNO is that the spectrum between 250 and 350 nm corresponds to a \( ^1\Lambda^\prime \leftarrow X^1\Lambda^\prime \) transition which is roughly describable in terms of an \( n_o \rightarrow \pi^\prime \) electron promotion localized primarily on the NO entity. Excitation to the \( ^1\Lambda^\prime \) electronic state results in a 0.11 Å lengthening of the \( N=O \) bond (from 1.13 Å in the ground state to 1.24 Å in the excited state). This increase in the \( N=O \) bond length is evident in the absorption spectrum in the form of lengthy progressions in \( \nu_1 \) and a decrease in the \( \nu_1 \) frequency from 1,844 cm\(^{-1}\) in the ground state to \( \sim 1,100 \) cm\(^{-1}\) in the excited state. The continuum absorption observed at wavelengths below 245 nm is less readily assigned, but probably consists of \( 2^1\Lambda^\prime \leftarrow X^1\Lambda^\prime \) and \( 2^1\Lambda^\prime \leftarrow X^1\Lambda^\prime \) transitions which are predicted to occur at energies of 5.60 eV (221 nm, 45,168 cm\(^{-1}\)) and 6.00 eV (207 nm, 48,394 cm\(^{-1}\)), respectively.

7.4.3 Comparisons with HONO

The vibronic structure displayed by FNO in the 350 - 250 nm region is very similar to that observed for the isoelectronic compound HONO from 400 to 300
nm.\textsuperscript{56-59} For both molecules, progressions of broad vibronic bands are observed at intervals of \( \sim 1,100 \text{ cm}^{-1} \). Individual bands within these progressions display a striking, one-to-one correspondence to each another with respect to peak shape and intensity. (These similarities are readily demonstrated by a peak-by-peak comparison of the first four peaks of the main progression in HONO to their counterparts in the A progression in FNO [A0 through A3]. In both cases, the initial band is significantly broader and somewhat less intense than the next three peaks in the progression, while the third peak is observed to be the most intense. The fourth peak is sharper than the the first three, followed by the third and second peaks, respectively.) Quantitative absorption intensities\textsuperscript{59} are also very similar, with both spectra displaying an absorption maximum of approximately \( 6 \times 10^{19} \text{ cm}^{2} \). The many spectral similarities suggest that the FNO and HONO absorption profiles are determined primarily by the NO entity, with minimal influence from the fluorine atom or hydroxyl group.

The photodissociation dynamics of trans-HONO have been extensively investigated via laser-induced fluorescence probing of both the OH\textsuperscript{60-62} and NO\textsuperscript{63} photofragments. These investigations have revealed that the OH fragments are produced translationally hot but rotationally and vibrationally cold, while the NO fragments are highly excited with respect to both rotational and vibrational motion. The photodissociation is known to proceed in the plane of the molecule, on a timescale of approximately 100 fs. Huber and coworkers\textsuperscript{57,58} have calculated the potential energy surface for the excited state HONO complex and have concluded that the photodissociation proceeds by a rapid vibrational predissociation. They hypothesize the
presence of a low barrier along the dissociation pathway which prevents immediate
dissociation of the excited state HONO complex; in order to surmount this barrier one
or more quanta of energy must be transferred from the N=O stretch to the
dissociative vibrational mode.

In the case of FNO a analogous picture is probably appropriate, with some
minor changes. These changes must reflect the observation that while both \( \nu_2' \) and \( \nu_3' \)
are apparently active in the FNO absorption spectrum (the latter one more so than the
former), only the analog to \( \nu_3' \) (\( \nu_4' \) in HONO) is observed in the HONO spectrum. In
addition, the few combination peaks which are observed in HONO occur with much
less intensity than they do in FNO. These spectral differences suggest that although
the excited state potential energy surfaces for FNO and HONO may be roughly
similar to one another, differences probably exist with respect to the topography in
the Franck-Condon region and in the vicinity of the photodissociation exit channel.
While this conclusion that the FNO and HONO excited state surfaces are basically
alike is consistent with the spectral assignments of the present report and with
experimental and theoretical work on HONO,\textsuperscript{56-59} it is apparently in conflict with two-
dimensional calculations which indicate that the N-F coordinate in excited state FNO
is completely dissociative.\textsuperscript{49} A three-dimensional calculation of the FNO surface
would undoubtedly prove helpful in in resolving this issue and would help to clarify
the dynamics associated with FNO photoabsorption and photodissociation.
### 7.5 APPENDIX: FNO Photoabsorption Cross Sections, 350 - 180 nm

<table>
<thead>
<tr>
<th>( \lambda ) (nm)</th>
<th>( g ) (cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>350.00</td>
<td>1.18E-20</td>
</tr>
<tr>
<td>349.00</td>
<td>1.30E-20</td>
</tr>
<tr>
<td>348.00</td>
<td>1.48E-20</td>
</tr>
<tr>
<td>347.00</td>
<td>1.72E-20</td>
</tr>
<tr>
<td>346.00</td>
<td>1.96E-20</td>
</tr>
<tr>
<td>345.00</td>
<td>2.30E-20</td>
</tr>
<tr>
<td>344.00</td>
<td>2.68E-20</td>
</tr>
<tr>
<td>343.00</td>
<td>3.17E-20</td>
</tr>
<tr>
<td>342.00</td>
<td>3.81E-20</td>
</tr>
<tr>
<td>341.00</td>
<td>4.61E-20</td>
</tr>
<tr>
<td>340.00</td>
<td>5.65E-20</td>
</tr>
<tr>
<td>339.00</td>
<td>7.13E-20</td>
</tr>
<tr>
<td>338.00</td>
<td>8.96E-20</td>
</tr>
<tr>
<td>337.00</td>
<td>1.08E-19</td>
</tr>
<tr>
<td>336.00</td>
<td>1.31E-19</td>
</tr>
<tr>
<td>335.00</td>
<td>1.61E-19</td>
</tr>
<tr>
<td>334.00</td>
<td>1.93E-19</td>
</tr>
<tr>
<td>333.00</td>
<td>1.89E-19</td>
</tr>
<tr>
<td>332.00</td>
<td>1.30E-19</td>
</tr>
<tr>
<td>331.00</td>
<td>1.13E-19</td>
</tr>
<tr>
<td>330.00</td>
<td>1.29E-19</td>
</tr>
<tr>
<td>329.00</td>
<td>1.24E-19</td>
</tr>
<tr>
<td>328.00</td>
<td>9.39E-20</td>
</tr>
<tr>
<td>327.00</td>
<td>9.40E-20</td>
</tr>
<tr>
<td>326.00</td>
<td>1.21E-19</td>
</tr>
<tr>
<td>325.00</td>
<td>1.43E-19</td>
</tr>
<tr>
<td>324.00</td>
<td>1.78E-19</td>
</tr>
<tr>
<td>323.00</td>
<td>2.55E-19</td>
</tr>
<tr>
<td>322.00</td>
<td>4.02E-19</td>
</tr>
<tr>
<td>321.00</td>
<td>3.56E-19</td>
</tr>
<tr>
<td>320.00</td>
<td>1.52E-19</td>
</tr>
<tr>
<td>319.00</td>
<td>2.14E-19</td>
</tr>
<tr>
<td>318.00</td>
<td>2.55E-19</td>
</tr>
<tr>
<td>317.00</td>
<td>1.30E-19</td>
</tr>
<tr>
<td>316.00</td>
<td>1.10E-19</td>
</tr>
<tr>
<td>315.00</td>
<td>1.17E-19</td>
</tr>
<tr>
<td>314.00</td>
<td>1.23E-19</td>
</tr>
<tr>
<td>313.00</td>
<td>1.60E-19</td>
</tr>
<tr>
<td>312.00</td>
<td>3.16E-19</td>
</tr>
<tr>
<td>311.00</td>
<td>5.42E-19</td>
</tr>
<tr>
<td>310.00</td>
<td>1.55E-19</td>
</tr>
<tr>
<td>309.00</td>
<td>2.18E-19</td>
</tr>
<tr>
<td>308.00</td>
<td>3.22E-19</td>
</tr>
</tbody>
</table>
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7.6 REFERENCES


53. Although a second UV spectrum was later published by Solgadi and Flament (reference 49) in conjunction with their *ab initio* calculations on FNO, quantitative bandhead locations and cross section magnitudes were not specified.


55. *Cary Model 118 Instruction Manual*.


TABLE 7-I
Peak Locations in the FNO Spectrum, cm⁻¹

<table>
<thead>
<tr>
<th>this work*a</th>
<th>Johnston and Bertinb</th>
<th>assignmentc</th>
<th>label</th>
</tr>
</thead>
<tbody>
<tr>
<td>30,010</td>
<td>30,011</td>
<td>(000)←(000)</td>
<td>A0</td>
</tr>
<tr>
<td>30,359</td>
<td>30,361</td>
<td>(001)←(000)</td>
<td>B0</td>
</tr>
<tr>
<td>31,086</td>
<td>31,090</td>
<td>(100)←(000)</td>
<td>A1</td>
</tr>
<tr>
<td>31,427</td>
<td>31,431</td>
<td>(101)←(000)</td>
<td>B1</td>
</tr>
<tr>
<td>31,645 sh</td>
<td>31,631</td>
<td>(110)←(000)</td>
<td>C1</td>
</tr>
<tr>
<td>32,151</td>
<td>32,158</td>
<td>(200)←(000)</td>
<td>A2</td>
</tr>
<tr>
<td>32,487</td>
<td>32,490</td>
<td>(201)←(000)</td>
<td>B2</td>
</tr>
<tr>
<td>33,193</td>
<td>33,199</td>
<td>(300)←(000)</td>
<td>A3</td>
</tr>
<tr>
<td>33,547</td>
<td>33,537</td>
<td>(301)←(000)</td>
<td>B3</td>
</tr>
<tr>
<td>34,180</td>
<td>34,197</td>
<td>(400)←(000)</td>
<td>A4</td>
</tr>
<tr>
<td>34,545</td>
<td>34,552</td>
<td>(401)←(000)</td>
<td>B4</td>
</tr>
<tr>
<td>34,644 sh</td>
<td>34,630</td>
<td>(410)←(000)</td>
<td>C4</td>
</tr>
<tr>
<td>35,144</td>
<td>35,183</td>
<td>(500)←(000)</td>
<td>A5</td>
</tr>
<tr>
<td>35,646</td>
<td>35,665</td>
<td>(510)←(000)</td>
<td>C5</td>
</tr>
<tr>
<td>36,153</td>
<td>36,178</td>
<td>(600)←(000)</td>
<td>A6</td>
</tr>
<tr>
<td>36,627 sh</td>
<td>36,680</td>
<td>(610)←(000)</td>
<td>C6</td>
</tr>
<tr>
<td>36,861</td>
<td>36,880</td>
<td>(602)←(000)</td>
<td>D6</td>
</tr>
<tr>
<td>37,093</td>
<td>37,143</td>
<td>(700)←(000)</td>
<td>A7</td>
</tr>
<tr>
<td>37,787</td>
<td>37,798</td>
<td>(702)←(000)</td>
<td>D7</td>
</tr>
<tr>
<td>38,696</td>
<td>(802)←(000)</td>
<td>D8</td>
<td></td>
</tr>
<tr>
<td>39,170</td>
<td>(812)←(000)</td>
<td>E8</td>
<td></td>
</tr>
<tr>
<td>40,032</td>
<td>(912)←(000)</td>
<td>E9</td>
<td></td>
</tr>
</tbody>
</table>

*Present values are estimated to be accurate to ±25 cm⁻¹. Shoulders are designated by "sh".

bReference 27.

cAssignments correspond to \((\nu_1, \nu_2, \nu_3)' \leftrightarrow (0, 0, 0)''\), where double and single primes denote ground and excited state vibrational frequencies, respectively. For FNO, \(\nu_1'' = 1,844\) cm⁻¹, \(\nu_2'' = 765\) cm⁻¹ and \(\nu_3'' = 520\) cm⁻¹ (frequencies from references 16, 21 and 22); \(\nu_1' = 1,096\) cm⁻¹, \(\nu_2' = 480\) cm⁻¹ and \(\nu_3' = 349\) cm⁻¹ (data from the present report).
**TABLE 7-II**

Vibrational Progressions in the FNO Spectrum, \( \text{cm}^{-1} \)

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>(n,0,0)'</td>
<td>(n,0,1)'</td>
<td>(n,1,0)'</td>
<td>(n,0,2)'</td>
<td>(n,1,2)'</td>
</tr>
<tr>
<td></td>
<td>( \uparrow \</td>
<td>( \uparrow \</td>
<td>( \uparrow \</td>
<td>( \uparrow \</td>
<td>( \uparrow \</td>
</tr>
<tr>
<td>0</td>
<td>30,010</td>
<td>30,359</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>31,086</td>
<td>31,427</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>32,151</td>
<td>32,487</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33,193</td>
<td>33,547</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>34,180</td>
<td>34,545</td>
<td>34,644</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>35,144</td>
<td>35,646</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>36,153</td>
<td>36,627</td>
<td>36,861</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>37,093</td>
<td></td>
<td>37,787</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(38,000)*</td>
<td></td>
<td></td>
<td>38,696</td>
<td>39,170</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>40,032</td>
</tr>
</tbody>
</table>

*Extrapolated; see Figure 7-2.
TABLE 7-III

Analysis of $\nu_1$ Progressions, cm$^{-1}$ (data from Table 7-II)

<table>
<thead>
<tr>
<th>$\nu_1'$</th>
<th>$A_n - A_{n-1}$</th>
<th>$B_n - B_{n-1}$</th>
<th>$C_n - C_{n-1}$</th>
<th>$D_n - D_{n-1}$</th>
<th>$E_n - E_{n-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1,076</td>
<td>1,068</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1,065</td>
<td>1,060</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1,042</td>
<td>1,060</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>987</td>
<td>998</td>
<td>1,002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>964</td>
<td></td>
<td>981</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1,009</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>940</td>
<td></td>
<td></td>
<td>926</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(907)*</td>
<td></td>
<td></td>
<td></td>
<td>909</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>862</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Extrapolated; see Figure 7-2.
TABLE 7-IV

Analysis of $v_2'$ and $v_3'$, cm$^{-1}$ (data from Table 7-II)

<table>
<thead>
<tr>
<th>$\nu_1'$</th>
<th>$B_a - A_a$</th>
<th>$C_a - A_a$</th>
<th>$D_a - A_a$</th>
<th>$E_a - A_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>349</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>341</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>336</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>354</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>365</td>
<td>464</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>502</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>474</td>
<td>708</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>694</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>696</td>
<td>1,170</td>
</tr>
</tbody>
</table>

Assignment: $\nu_3'$ fund. $\nu_2'$ fund. $2\nu_3'$ fund. $(2\nu_3' + \nu_2')$

Average value: $349 \pm 22$ cm$^{-1}$ $480 \pm 40$ cm$^{-1}$ $699 \pm 16$ cm$^{-1}$ $1,170$ cm$^{-1}$

*This value can be compared to the sum of the averages for $2\nu_3'$ and $\nu_2'$:
$699 + 480 = 1,179 \pm 43$ cm$^{-1}$. 
Figure 7-1. Photoabsorption cross sections for FNO. Cross sections correspond to \( \sigma = \frac{\ln \left( \frac{I_0}{I} \right)}{\ell c} \), where \( \ell \) is the path length of the cell (10 cm) and \( c \) is the concentration of FNO in molecules cm\(^{-3}\). The step size of the spectrometer is 0.20 nm.
Figure 7-2. Empirical progressions in the FNO spectral data. Absolute energies of the observed peaks are plotted along the y axis, while the number of vibrational quanta in the progression are plotted along the x axis. The lowest energy progression is denoted by the open circles and is assigned the label A, while progressions which are vertically offset from the A progression by roughly 350, 480, 700, and 1,170 cm\(^{-1}\) are designated by the filled triangles (B), open inverted triangles (C), open squares (D), and filled circles (E), respectively. The line for the A progression is extrapolated one quantum to \(n = 8\), to obtain an A8 estimate of 38,000 cm\(^{-1}\).
Figure 7-3. Birge-Sponer extrapolation for the excited state NO stretch progressions. The data are taken from Table 7-III, and yield a linear regression fit of $\Delta \nu_1^\prime = 1,096 - 25.1 (\nu_1^\prime)$. 
Figure 7-4. Spectrum and possible assignments for 29,000 to 35,000 cm\(^{-1}\) (part a), and for 35,000 to 41,000 cm\(^{-1}\) (part b). Peaks corresponding to the same number of quanta in \(\nu_1\)' (denoted by \(n\)) are grouped together in four-pronged brackets along the lower x axis. According to this scheme, progressions A through D correspond to the transitions \((n, 0, 0)' \rightarrow (0, 0, 0)^\prime\), \((n, 0, 1)' \rightarrow (0, 0, 0)^\prime\), \((n, 1, 0)' \rightarrow (0, 0, 0)^\prime\), and \((n, 0, 2)' \rightarrow (0, 0, 0)^\prime\), respectively, while peaks E8 and E9 denote \((8, 1, 2)' \rightarrow (0, 0, 0)^\prime\) and \((9, 1, 2)' \rightarrow (0, 0, 0)^\prime\).