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Abstract

Economics in E-commerce Recommendation: Producer, Consumer and Platform

by

Qi Zhao

Product recommender systems have become increasingly important, as consumers are exposed to massive amounts of product information on the Internet and product recommender systems can suggest products that interest consumers. A lot of work has been done over the past few decades to develop recommendation algorithms. Most existing algorithms reduce the recommendation problem to rating prediction and measure the recommendation quality by Root Mean Squared Error (RMSE). The existing algorithms have proven successful in a wide range of applications including movie, news and music recommendations.

However, when it comes to product recommendation, there are specific aspects the recommendation algorithm needs to consider. First, price is important and the recommendation algorithm needs to consider consumer’s Willingness-to-Pay (WTP); second, it is important to consider inter-product relationships; third, it is necessary to take account of the benefits to both consumer and producer. Without such consideration, recommendation algorithms might perform poorly. For example, the recommendations are too expensive for the consumer to buy, or the recommendations do not complement the products the consumer already has, or the system prices the products in favor of the consumers with little consideration of the benefit to producers. Unfortunately, these
three aspects are not well addressed in existing recommendation algorithms and pose challenges to product recommendation.

In this dissertation, we propose to address these aspects by leveraging well-established economic principles. In particular, we adopt producer surplus, consumer surplus and total surplus to represent the benefits of producer, consumer and the platform, respectively. For producers, we propose to elicit consumer WTP in the E-commerce setting and perform personalized promotion based on the estimated WTP. The goal of personalized promotion is to maximize producer’s profit. For consumers, we propose to recommend by multi-product utility maximization. Our proposed method can automatically learn the relationship from real-world transaction data. For the platform, we propose and implement a Total Surplus Maximization (TSM) based recommendation framework, in which the benefits of both producer and consumer are considered. The TSM framework can conveniently specialize into several typical applications, including E-commerce, P2P lending and the online freelancer market. The proposed methods have been evaluated in real-world datasets and the experimental results demonstrate that the proposed methods are advantageous to existing algorithms.
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Chapter 1

Introduction

1.1 What is special about product recommendation?

Recommender systems have achieved success in a range of applications and become increasingly popular over the past few decades. For example, Netflix’s recommendation engine is reported to drive about 75% of the website’s traffic. Besides movies, recommender systems are also widely adopted in news (Google News), music (Pandora Inc.) and E-commerce shopping (Amazon Inc.).

Regardless of the specific application, the primary objective of recommender systems is to suggest items to users in a proactive manner. Recommendation algorithms achieve this objective by learning a user’s preferences based on the user’s feedback, and predicting on unseen items. Figure 1.1 illustrates a typical architecture of product recommender systems. A typical form of prediction is rating prediction, where recommendations are simply the highest rated items. Rating prediction-based recommendation
has been quite successful in applications like movie recommendation, but it might not
be a fit for product recommendation. Consider the following cases:

Case 1: A customer purchases a camera on an E-commerce website and the system
recommends the customer a lens that matches the camera. The customer likes the lens
but hesitates to buy it because the price is too high.

Case 2: Again, a customer buys a camera, but this time the E-commerce website rec-
ommends another camera instead of a lens. Though the recommendation might look
interesting, the customer is not likely to buy another camera.

Case 3: The situation is the same as Case 1, except that the E-commerce platform offers
a huge promotion in order to incentivize the customer to buy the product. Such strategy
favors the customer at the possible cost of sacrificing the producer’s benefit.

In Case 1, the recommendation sounds reasonable, as the recommended item is
highly relevant and the customer is likely to be interested in the product. Further-more,
if the customer is asked to rate the recommendation, the rating is likely to be high, so
it counts as a good recommendation for the rating prediction-based recommendation
algorithm. However, for E-commerce product recommendation, price is important, and
could dominate the customer’s decision on whether or not to purchase the recommended
product. The situation is very different from other applications where the price matters
little. Take Netflix movie recommendations for example: all movies cost the same, so
the quality of recommendation is more about how well the recommendation is aligned
with the customer’s preference. In order to convince the customer to purchase the
recommendation on the E-commerce platform, the price needs to be properly adjusted.
A natural question would be: “what should the price be and how should it be tailored to individuals?”. This is one of the main research questions this dissertation attempts to answer.

In Case 2, we see that the recommendation algorithm tends to recommend items similar to what the customer purchased in the past. Recommending similar items is the nature of the recommendation algorithm, and is desirable for certain applications such as movie recommendation. However, the same behavior could become undesirable
for product recommendation, specifically, for durable products like cameras. Recommending a matching lens for a camera, as described in Case 1, is much more reasonable. Hence, knowing how two products are related, e.g. whether one can replace or complement the other, is necessary for production recommendation. To go one step further, recommendation might be greatly benefited by considering the inherent connection among multiple products. The question then arises: “is there a principled approach to measure the recommendation quality for multiple products?” We are strongly motivated to answer this question in this dissertation.

Situations described in Case 3 are fairly common in existing recommender systems. Existing systems usually focus on the benefits of one side; the benefits of the other side are ignored or even sacrificed. For example, movie recommendation only considers the benefits of the consumers, though it seems fair for this specific application. In a typical E-commerce environment, consumers and producers are both major players. For consumers, it is in their best interest to pay as little as possible, while producers are profit maximization driven and tend to price the product as high as they can. As producers and consumers have conflicting interests, it is a challenge for the system to balance their interests and in many cases the system simply favors one side. However, studies in economics suggest that it is better to consider the benefits of all parties in the system as whole; otherwise, the neglected side will be less motivated and even compelled to quit the system [2]. In order for the platform to sustain, it is necessary to consider the benefits of both the consumers and producers. In this dissertation, we aim to propose a new metric to assess the performance of the recommender systems. With the new
metric, the benefits of all stake-holders will be accounted for.

1.2 Economics in E-commerce recommendation: producer, consumer and platform

This dissertation proposes to answer the questions raised in the previous section by combining principles developed in the economics field and recommendation techniques developed in the computer science field. Economists have studied the behavior of producers and consumers for decades and have established solid principles and theories to explain the rationale of consumer and producer behavior. One of the important questions economists care about is: “what are the objectives for consumers and producers and how are they achieved?” To answer this question, economists introduced the notion of surplus as a measurement of the benefit of a stake-holder in the market\cite{164}. The surplus for consumers and producers are called consumer surplus and producer surplus, respectively. The sum of consumer surplus and producer surplus is called total surplus. In this dissertation, we adopt each of the surplus notions as the optimization objective and develop the product recommendation framework on top of it. This dissertation contains three major components:

1. **Producer centric recommendation**: This component studies the recommendation framework when the producer’s benefit is the primary concern. As described in Case 1, a recommendation may not be accepted by the consumer if the price is not right. In the market, producers are profit driven and spare no effort in making
the transaction take place. The key is to know the consumer’s willingness-to-pay (WTP). We proposed to estimate WTP at the individual level and applied the estimated WTP for personalized promotion.

2. **Consumer centric recommendation**: This component focuses on a recommendation framework that maximizes the consumer’s benefit. In economics, consumers are assumed to be rational and utility maximizers, which means consumers spend their money to gain the most utility from products. As seen in Case 2, products are related in certain ways and consideration of such relationships is needed for multi-product utility calculation. This dissertation proposes to discover and represent the inter-product relationship. Furthermore, it provides a recommendation framework based on multi-product utility maximization.

3. **Platform centric recommendation**: In contrast to the above components which only concern the benefit of one side, this component concerns the benefits of both the consumers and producers. The objective of the recommender system is making the platform sustainable. This is achieved by maximizing the total surplus resulting from matching producers to consumers. This dissertation proposes a total surplus maximization (TSM) based framework. The framework can be easily specified for several typical applications. Such applications include the E-commerce setting, P2P lending and the online freelancer marketing.

   Compared to other related methods developed in recommender systems and economics, the methods presented in this dissertation have the following advantages:
First, we adopted economics-based metrics such as surplus and utility for model training and prediction. Compared to other commonly used metrics, our economics-based metrics can reveal the economic significance of the recommendation. For example, as we shall see in Chapter 3, recommendation by personalized promotion allows us to know the producer’s profit gained from the recommendation. Compared to metrics such as precision or conversion rate, profit is much more informative and intuitive for the marketing practitioner. Similarly, when consumer’s benefit is concerned in Chapter 4, the quality of a recommendation could be measured as utility or surplus in monetary units.

Second, our WTP elicitation mechanism is applicable to the E-commerce setting. WTP elicitation is an important task in economics and marketing research, and a number of approaches have been developed. However, it is quite a challenge to apply all existing methods in the E-commerce setting, as the existing methods were developed in settings largely different from E-commerce application. Our WTP elicitation method is both scalable and has high cost efficiency. It can complement existing methods and might also provide useful insights in building personalized promotion-based marketing tools.

Third, we are aware that some of the existing recommendation algorithms consider the relationship between the recommended items. For example, some algorithms are designed to diversify the recommendation result. As existing methods tend to be generic, they might not perform the best when it comes to product recommendation where items are related in specific manners. In contrast, as our multi-
product relationship is founded on well established economic principles, it can better characterize and reflect the economic rationale behind consumers’ behavior.

Fourth, compared to utility models developed in economics, our proposed multi-product utility model is less restricted. For example, the Constant Elasticity of Substitution (CES) utility model requires products sharing the same elasticity of substitution (ES). Conversely, our utility model is more flexible by allowing ES on a product pair basis. Besides, our utility model could further transform into a cardinal utility function. This could be useful for personalized promotion of multiple products as a bundle.

Fifth, we propose to use total surplus (TS) as the evaluation metric for recommender systems. Our proposed total surplus maximization (TSM) based recommendation framework emphasizes the well-being of the platform. The framework concerns both consumers and producers, as opposed to existing methods which usually optimize the benefit of one side. Our TSM based framework demonstrates its advantage on several typical applications.

With the above advantages, we hypothesize that the economic principle-based methods proposed in this dissertation are valuable for product recommendation.
1.3 The goal of the dissertation and overview of the solutions

The economic principle based approaches proposed in this dissertation are not intended to extend or replace existing recommendation algorithms. Instead, they aspire to provide a different perspective of the product recommendation problem by melding well established economic theory in consumer behavior and state-of-the-art recommendation techniques developed in the computer science field. Understanding the economic rationale behind consumer choice and the generic recommendation techniques are both essential to build a better product recommender system.

The goal of this dissertation is to treat the E-commerce product recommendation problem from the stance of different stakeholders, namely, consumer, producer and platform. For each treatment, we explore how to define the learning objective in terms of economics based metrics, formalize the problem by combining economic theory and personalization techniques and evaluate the approach under both conventional evaluation metrics and economic based metrics.

The approaches proposed in this dissertation are motivated by the following economic principles:

First, consumers are heterogeneous and could have different willingness-to-pay (WTP) for the same product. As consumers are deemed to be rational, they only purchase when their WTP is above the price. Motivated by this, we propose to learn and predict individual leveled WTP in the E-commerce setting. Knowing consumer
WTP enables personalized pricing (or promotion) so that the producer can achieve maximized profit.

Second, consumers are utility-maximization driven subject to their budget constraint - in other words, at any moment, they seek to purchase the set of products that give the most desirability given their limitation on their expenditure. Motivated by this, we propose to model multi-product utility by considering inter-product relationships.

Third, in economics, search and matching theory studies the formation of mutually beneficial relationships over time [122, 44, 46]. Matching theory has been applied to a number of problems including the formation of jobs – unemployed workers to job vacancies, marriage – unmatched people to other unmatched people and sales – buyers to sellers [79]. Motivated by this, we treat the recommendation problem as matching producers to consumers and propose aTSM-based framework for learning and evaluation.

1.4 Contributions of the dissertation

The main contributions of the dissertation include:

- This dissertation proposes to add personalized promotion to E-commerce recommender systems. Price is an important attribute for product recommendation, as opposed to other recommendation applications where price matters little. In economics, purchase happens only when the price is no greater than consumer’s willingness-to-pay (WTP). As WTP is individual specific, it appeals to the prin-
cipated method that predicts WTP for each individual consumer for any given product. The task of obtaining individual leveled WTP is often referred to as WTP elicitation in economics literature. WTP elicitation is considered essential for dynamic pricing (or first degree price discrimination) in economics and a number of methods have been developed for this task. Though existing methods have been shown to be quite successful in some application scenarios, they face challenges when applied to the E-commerce setting. Aspiring to tackle these challenges, this dissertation presents an incentive-compatible mechanism that elicits consumer’s WTP in the E-commerce setting. Based on the collected WTP, we are able to build machine learning models that predict WTP on unseen products. In economics, the main purpose of dynamic pricing is to increase profit for the producers. We propose to use profit as an evaluation metric in addition to RMSE as the traditional evaluation metric. The empirical results on the data collected from Amazon Mechanical Turk platform demonstrate the advantage of our personalized pricing compared to the baseline algorithms. In sum, the contribution of our personalized pricing work is twofold: first, we introduce a novel WTP elicitation procedure that is adapted to E-commerce systems; second, up to the writing of this dissertation, our work is the first attempt to add personalized promotion to E-commerce recommender systems, and we measure recommendation performance with metrics of direct interest to industry.

- This dissertation explores how to recommend by maximizing multi-product utility
for the consumer. Multi-product utility representation is regarded as important by economists, as it is an essential ingredient for the development of consumer choice theory. In order to represent multi-product utility, it is instructive to study the utility of two products. The challenge is to find a function that can flexibly express product relationships ranging from perfect substitutes to perfect complements. In the face of this challenge, we propose a general method to derive the utility function for any given marginal rate of substitution (MRS). Our method is mathematically sound and generic. More importantly, it provides important guidance for us to find the desired utility function. For example, the well known constant elasticity of substitution (CES) utility function is a natural result of our method when the exponential function is chosen for MRS. It is possible for us to obtain other interesting utility function alternatives by examining different choices of MRS function. Besides the in-depth study of the utility of two products, we also propose to represent multi-product utility in terms of pairwise product utilities. Compared to the multi-product utility function developed in economics, our representation is more flexible. We adopt multi-product utility for both model learning and evaluation. The empirical results on two real-world E-commerce datasets show that our approach outperforms baseline recommendation algorithms under both conventional evaluation metrics and utility.

- This dissertation proposes a Total Surplus Maximization (TSM) framework to integrate both consumer benefit and producer benefit into recommendation sys-
tems. With TSM, the system creates a bigger pie (total surplus) for consumers and producers to divide. There is a large gap between the traditional application of the economists’ insight (a competitive market for a uniform commodity, with lots of small producers and consumers) and online allocation of very personalized and heterogeneous services. To fill the gap, we develop surplus-oriented metrics for personalized recommendations for heterogeneous products, and illustrate their use in several online markets. We will offer evidence that TSM can improve performance to the benefit of both sides. Indeed, our analysis and results for three real-world datasets (E-commerce, P2P loan, online freelancing) conclude that TSM-based recommendation performs better than standard recommendation techniques.

1.5 Outline

The dissertation is structured as follows. Chapter 2 is a literature review which includes recommendation methods developed in the computer science field, recommendation performance evaluation metrics and necessary economics background knowledge. Knowing the related work and the necessary background knowledge helps the reader to better understand the rest of the dissertation. Chapter 3 describes how we add personalized promotion to product recommendation. Chapter 4 describes how we recommend by learning and representing multi-product utility. Chapter 5 presents our total surplus maximization recommendation framework and its usage in several key application sce-
narios. Chapter 6 notes some conclusive remarks, discusses the limitations of the work
and possible directions of future work.

Each chapter is relatively self-contained. Readers familiar with recommender
systems can skip Section 2.1. Readers familiar with economics can skip Section 2.3.
Readers interested in the general idea can read Chapter 6 only. Readers interested in
the details of the proposed methods can read Chapter 3, Chapter 4 and Chapter 5
respectively.

Parts of the thesis have been published in conferences or in submission. Chapter
3 is based on a paper published in the International ACM Recommender System
Conference in 2015[187], Chapter 4 is based on a paper submitted to the ACM SIGIR
conference in 2016 and Chapter 5 is based on a paper published in the International
WWW Conference in 2016[186].
Chapter 2

Literature review

For ease of reading, this chapter provides necessary background knowledge. Section 2.1 reviews existing recommendation algorithms and commonly used evaluation metrics. Section 2.3 briefly covers several key economic notions which will be used in our proposed methods.

2.1 Recommender systems

The earliest work related to recommender systems could be the research on document recommendation in the information retrieval community in the 1970s, and user modeling in cognitive science [133]. Recommender systems started to flourish in the mid 1990s and have also received attention from researchers in marketing [42], forecasting theory [10], and management science [118].

In early days, the Grundy system built stereotypes for recommendation [133]. In [64], the authors described the Tapestry system which asks users to identify similar
users manually, and recommends based on the similar users. Tapestry system first introduces the concept of collaborative filtering which later became one of the most influential recommendation algorithms.

The fast growth of the internet leads to a much larger volume of information about users, items and their interactions. Such change poses scale-up challenges to manual construction based algorithms (e.g. the Tapestry system) and appeals to the development of automatic recommendation algorithms. Over the past decades, a significant number of recommendation algorithms have been proposed. Existing algorithms can be roughly categorized into collaborative filtering, content based filtering, and hybrid algorithms, each of which will be described below.

2.1.1 Collaborative filtering (CF)

CF is motivated by the idea that people get the best recommendations from someone with similar tastes to themselves. A typical workflow of a CF system takes the following steps,

1. A user provides ratings on items (e.g. movies or E-commerce products) of the system. The ratings are usually considered to reflect the user’s interest on the items.

2. The system finds neighboring users similar to current user.

3. The system then recommends current user items which have been highly rated by the neighboring users but not yet rated by current user.
A key problem of the above procedure is how to measure user similarity and combine the results from neighboring users. This problem inspires memory-based methods which can be implemented as user-based [131, 80, 69] or item based [136, 97, 92]. User based and item based methods have similar mechanisms, but item-based methods are more used as they perform better at scale and lower rating density. For example, in a web E-commerce setting where the number of items is much larger than the number of users and each user purchases several items, user-based methods are slow and make poor predictions. Below are the key ingredients of item-based methods. Let $i, j$ denote two product indices and $\vec{r}_i, \vec{r}_j$ denote their respective user ratings. The similarity of $i, j$ can be calculated as,

$$
sim(i, j) = \begin{cases} 
\frac{\vec{r}_i \cdot \vec{r}_j}{||\vec{r}_i||^2||\vec{r}_j||^2} & \text{Cosine similarity} \\
\sum_{u \in U} \frac{(R_{ui} - \bar{R}_i)(R_{uj} - \bar{R}_j)}{\sqrt{(R_{ui} - \bar{R}_i)^2}(R_{uj} - \bar{R}_j)^2} & \text{Pearson correlation}
\end{cases} \tag{2.1}
$$

In the recommendation stage, the system predicts the ratings of unseen items by using the above item-item similarity score. Weighted sum is a common method to make predictions. As its name implies, the weighted sum method computes the prediction on an item $i$ by the weighted sum of the ratings given by the user on the items similar to $i$. Let $\Phi_i$ denote the set of items most similar to unseen item $i$, user’s rating of $i$ can be predicted as,

$$
r'_{ui} = \frac{\sum_{j \in \Phi_i} \sim(i, j)R_{uj}}{\sum_{j \in \Phi_i} \sim(i, j)} \tag{2.2}
$$

For computational efficiency, it is favorable to use just a few of the most similar items,
namely, \( k = |\Phi|, k \ll N \) where \( N \) is the total number of items in the system. As \( k \) is an adjustable model parameter, item-based CF algorithm can be viewed as model-based method.

As we mentioned earlier, data scale and sparsity poses challenges to memory-based CF methods, and model-based methods have been proposed to address such challenges. As its name implies, model based methods introduce model parameters and learn such parameters by fitting them to the observed ratings. In [70], the authors propose an aspect model and two-sided clustering model. The aspect model expresses a user’s preference as a convex combination of preference factors. Two-sided models simultaneously partition the user and the item into clusters such that each user or item is assigned to the respective cluster. In [152], the author propose to improve over [70] by allowing the user or item to be assigned to more than one cluster. Badrul et al. in [145] propose to represent user and item by latent vectors and solved the latent vectors by doing SVD on the rating matrix. However, as the rating matrix is always sparse, this creates a difficult non-convex problem, so a naive solution is not going to work [156]. Salakhutdinov et al. in [142] propose to use a restricted Boltzmann machine (RBM) - a two-layer undirected graphical model for user’s ratings of movies. Compared to SVD, RBM models enjoy better learning and inference efficiency and perform as well as carefully tuned SVD models. Matrix factorization (MF) based methods [84, 87, 86, 126], like SVD, represent users and items by latent vectors, but they only consider the observed ratings, as opposed to SVD where missing entries are populated as zero values. Being advantageous in computational efficiency and recommendation performance, MF
is widely used and also adopted in this dissertation. It is necessary to briefly describe its mechanism. Let \( R_{ui} \) denote the rating on item \( i \) by user \( u \), \( R_{ui} \) is modeled as,

\[
R_{ui} \sim N(x_u^T y_i + \alpha_u + \beta_i + \gamma, \sigma^2)
\] (2.3)

\[
x_u, y_i \in \mathbb{R}^D, \alpha_u, \beta_i, \gamma, \sigma \in \mathbb{R}
\] (2.4)

where \( \sigma^2 \) is the variance of the Gaussian distribution and is usually given. The model parameters is,

\[
\Phi = \{x_u, y_j, \alpha_u, \beta_i, \gamma, \sigma\}
\] (2.5)

The unknown model parameters can be obtained by solving the following optimization problem,

\[
\min_{\Phi} \sum_{u=1}^{M} \sum_{i=1}^{N} I_{ui} (R_{ui} - (x_u^T y_i + \alpha_u + \beta_i + \gamma))^2 + \lambda \| \Phi \|^2
\] (2.6)

where \( I_{ui} \) indicates whether user \( u \) has rated item \( i \) and \( \lambda \) is a regularization coefficient.

The above objective function can be efficiently optimized by stochastic gradient descent (SGD) or Alternating Least Squares (ALS) algorithms [83].

### 2.1.2 Content based filtering

Content based filtering methods are based on the assumption that the features (meta data, words in description, price, tags, etc.) used to describe the items that a user likes or dislikes tell much about the user’s preferences. It usually recommends new items similar to previous items the user liked. The underlying research focuses on estimating a user’s profile from explicit feedback on whether she liked previous items. Two approaches prevail. The first adaptively updates a user-specific retrieval model based
on algorithms originally designed for the retrieval task. Some examples are Rocchio, language models, Okapi, and pseudo-relevance feedback. The filtering system uses a retrieval algorithm to score each incoming document and delivers the document to the user if and only if the score is higher than a threshold. The second approach is to represent a user profile as a classifier and to deliver a document to the user if the classifier deems it relevant or if the probability of relevance is high. State of the art text classification algorithms, such as Support Vector Machine D-3 (SVM), K nearest neighbors (K-NN), neural networks, logistic regression, and Winnow, have been used to solve this binary classification task [94, 147, 13, 136, 177, 181]. Both of the above approaches focus on identifying relevant items, which are often represented in an attribute space indexed by text features such as keywords.

2.1.3 Hybrid recommendation algorithms

Hybrid recommendation algorithms combine collaborative filtering with content based filtering, and usually perform better than either filtering method alone [18]. Social network based recommendation algorithms explore a user’s social networks to make recommendations [76, 63, 82, 65, 161, 167, 103]. This research topic has drawn much attention recently, largely due to the popularity of web2.0. There are two major threads of research that connect social networks with recommendations. The first approach looks at how a user’s social network can help predict the user’s preferences [103, 38]. The second thread traces information propagation in social networks and its influence on user behavior [138, 78, 154, 153, 89, 50]. For example, [76] suggests combin-
ing social networks and collaborative filtering techniques for recommendation. Massa & Bhattacharjee showed the potential power of trust networks, and argue for a way of propagating trust over all users [112]. Konstas, Stathopoulos & Jose adopt the generic framework of Random Walk on social networks and find it further improves recommendation performance [82]. In general, researchers have shown that trust networks are very useful for recommendation [63, 65, 103, 107, 108]. As predicted by the theory and research, the effectiveness of social networks for recommendation could be dramatic in the real world. For example, within the first 48 hours after launch, Apple’s network for music reached more than 1 million users, largely through the social music discovery’ service that initially included a Facebook Connect option for finding friends.

2.2 Evaluation metrics

Evaluation is needed for every algorithm and different evaluation metrics might be used, depending on the application or the requirement. In the following, we first describe the experimental setup in a general sense and then describe a few most used evaluation metrics.

2.2.1 Setup

In a typical evaluation setting, the dataset is randomly split into training and testing subsets; that is, for each user in the dataset, part of the user’s ratings are used for model training and the rest for testing. In the training stage, cross-validation is used to select the best model. The model obtained in training stage then makes predictions
on the testing dataset and the prediction performance is evaluated according to the following metrics.

### 2.2.2 Root mean squared error (RMSE)

RMSE is a popular evaluation metric for rating based recommendation, e.g. movie recommendation. Let $R_{ui}$ be the ratings of the testing dataset and $R'_{ui}$ be their respective predicted ratings, RMSE is defined as,

$$RMSE = \sqrt{\frac{\sum_u \sum_i I_{ui}(R_{ui} - R'_{ui})^2}{\sum_u \sum_i I_{ui}}}$$  \hspace{1cm} (2.7)

where $I_{ui} = 0$ if the rating $R_{ui}$ exists in the testing dataset, 0 otherwise. Another metric related to RMSE is mean absolute error (MAE) which defines the error of a single prediction as the absolute value of the difference between the true rating value and its predicted value,

$$MAE = \frac{\sum_u \sum_i I_{ui}|R_{ui} - R'_{ui}|}{\sum_u \sum_i I_{ui}}$$  \hspace{1cm} (2.8)

### 2.2.3 Ranking based metrics

RMSE is suited for rating prediction based tasks and does not apply to implicit feedback situations where users do not express feedback explicitly. Implicit feedback is commonly encountered in applications, e.g. user clicks a web link, user stays through or skips a song, or in E-commerce, user purchases the product. It is common practice to adopt ranking related metrics for implicit feedback situation. One of the most commonly used metrics is precision at top-K. Let $T_u$ be the set of items for user $u$ in the testing
set and $T'_u$ be the recommendation list of length $K$. The precision and recall for top K recommendations are,

\[ \text{precision}_u@K = \frac{|T_u \cap T'_u|}{K} \]  
\[ \text{recall}_u@K = \frac{|T_u \cap T'_u|}{|T_u|} \]  
\[ FScore_u@K = \frac{2 \times \text{precision}_u@K \times \text{recall}_u@K}{\text{precision}_u@K + \text{recall}_u@K} \]  

Averaging over all testing users gives the averaged precision/recall statistics, that is,

\[ \text{precision}@K = \frac{\sum_{u \in U} |T_u \cap T'_u|}{|U|} \]  
\[ \text{recall}@K = \frac{\sum_{u \in U} |T_u \cap T'_u|}{|T_u|} \]  
\[ FScore@K = \frac{\sum_{u \in U} 2 \times \text{precision}@K \times \text{recall}@K}{|U|} \]  

2.3 Economics Basics

2.3.1 Utility

In Victorian days, utility was viewed as a numeric measure of a person’s happiness. Based on this idea, consumers were thought to make choices to maximize their utility, that is, to make themselves as happy as possible\[165\]. This classical view of utility has some conceptual problems, as it did not measure utility at a quantitative level. For example, it was not able to tell the exact difference between the utilities associated with different goods; also, it couldn’t compare one person’s utility to another. Due to such conceptual problems, economists have abandoned the classical view of utility. Instead, they have reformulated the consumer behavior in terms of consumer preferences,
Table 2.1: Different ways to assign utilities. Each column corresponds to a utility assignment and all assignments describe the bundle preference relationship: \( A \succ B \succ C \)

<table>
<thead>
<tr>
<th>Bundle</th>
<th>( U_1 )</th>
<th>( U_2 )</th>
<th>( U_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
</tbody>
</table>

and utility is seen as a way to describe consumer preferences over some set of goods or services. Let’s say that there are two product bundles of two products and one bundle \((x_1, x_2)\) is preferred to the other \((y_1, y_2)\). All we can say is x-bundle has higher utility than y-bundle, but how much higher doesn’t matter that much. The preferences of consumers set the foundation for consumer choice theory and utility is a simple way of describing preferences.

2.3.2 Utility function

A utility function is a way of assigning numerical values to all consumption bundles such that the more preferred bundles get larger numbers than less preferred bundles. Mathematically, that is to say,

\[
(x_1, x_2) \succ (y_1, y_2) \text{ if only if } U(x_1, x_2) > U(y_1, y_2) \tag{2.15}
\]

It can be seen that there is more than one solution for \( U(x_1, x_2) \) and \( U(y_1, y_2) \) as long as the above preference order is preserved. To further illustrate this, consider three bundles
with the preference order: $A \succ B \succ C$. Table 2.1 shows three ways of assigning the bundle utilities. Utility functions like Equation 2.15 that emphasizes ordering of product bundles is referred to as ordinal utility. There is no unique solution for ordinal utility function, as a monotonic transformation of a utility function is still a utility function that represents the same preferences as the original function. In this dissertation, we represent monotonic transformation by a function $z(u)$ that transforms input utility $u$ to utility $z(u)$. Examples of monotonic transformation include scaling by a positive number (e.g. $z(u) = 5u$), offsetting by any number (e.g. $z(u) = u - 3$), raising to an odd power (e.g. $z(u) = u^3$), and so on.

2.3.3 Cardinal utility

As opposed to ordinal utility for which the magnitude of utility does not have significance, cardinal utility theories attach significance to magnitude of utility. Ordinal utility is intended to represent a given person preferring one bundle of goods to another, but it does not tell how much more the person likes one bundle than the other. With cardinal utility, the difference between two bundles of goods is supposed to have significance. For example, suppose an apple has utility of 10 and an orange has utility of 5; with cardinal utility, we can say that the apple is twice as good as the orange. A basic question for cardinal utility would be, “how do we know one likes one bundle twice as much as another?”. There might be various ways to construct such utility assignments. For example, a user likes one bundle twice as much as another if she is willing to pay twice as much for it, or is willing to wait twice as long to get it. Though it’s possible
to obtain cardinal utilities in a compelling way, economists do not regard such utilities as bringing extra benefit for describing consumer choice. The reason is consumers make choices based on preferences over the consumption bundles and ordinal utilities are sufficient to describe the preferences. Nevertheless, we argue that cardinal utilities would be useful when it comes to evaluation of surplus, as we shall see in Chapter 3 and Chapter 5.

2.3.4 Utility function

![Illustrative indifference curves for common pairs, perfect substitutional pairs, and perfect complementary pairs. The utilities of the three illustrative curves satisfy $I_1 < I_2 < I_3$.](image)

Figure 2.1: Illustrative indifference curves for common pairs, perfect substitutional pairs, and perfect complementary pairs. The utilities of the three illustrative curves satisfy $I_1 < I_2 < I_3$.

Utility functions can be constructed based on the *indifference curve* as shown in Figure 2.1. Indifference curves are a way to represent preferences over consumption bundles. As we shall see in Section 4.2.1, it is possible to derive the utility function based on the property of the given indifference curves. Without loss of generality, we consider the utility of two products $U(x_1, x_2)$. 

26
**Perfect substitutes** Consider the utility of smaller and larger bottles of water. Let’s say the larger bottle is twice the size of the smaller one. The utility would be, \( U(x_1, x_2) = x_1 + 2x_2 \). The utility function is linear with \( x_1 \) and \( x_2 \). Given a fixed utility, one product can be substituted by the other product at a constant rate. As illustrated in Figure 2.1(b), the indifference curves are straight lines. The generic form of perfect substitutes utility is \( U(x_1, x_2) = ax_1 + x_2 \) where \( a > 0 \) specifies the substitution rate. As we have seen earlier, any monotonic transformation of \( ax_1 + bx_2 \) e.g. \( U(x_1, x_2) = a^2x_1^2 + 2abx_1x_2 + b^2x_2^2 \), is also a utility function.

**Perfect complements**

Consider the utility of left shoes and right shoes. As the utility is determined by the number of pairs, extra left shoes or right shoes do not add utility. In cases like this, where two products complement each other, the utility can be represented as \( U(x_1, x_2) = \min\{ax_1, x_2\} \). An example indifference curve for perfect complements is shown in Figure 2.1(c). Please note that this function is not differentiable and is hard to work with directly. As we shall see in Chapter 4 we use a differential function to approximate perfect complements.

**Cobb-Douglas utility**

Cobb-Douglas utility is one of the most used utility functions. Its function form is \( U(x_1, x_2) = x_1^a x_2^{1-a} \) where \( 0 < a < 1 \). Compared to perfect substitutes and perfect complements which represent two extreme cases, Cobb-Douglas represents general cases as illustrated in Figure 2.1(a).

**CES utility**
Table 2.2: Commonly used cardinal utility function

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential utility</td>
<td>$U(q) = \frac{1-\exp(-aq)}{a}$</td>
<td>$a &gt; 0$</td>
</tr>
<tr>
<td>KPR utility</td>
<td>$U(q) = a \ln(1 + q)$</td>
<td>$a &gt; 0$</td>
</tr>
<tr>
<td>Cobb-Douglas utility</td>
<td>$U(q) = aq^\alpha$</td>
<td>$a &gt; 0, 0 &lt; \alpha &lt; 1$</td>
</tr>
</tbody>
</table>

CES, or Constant Elasticity of Substitution, takes the function form as $(ax_1^r + (1 - a)x_2^r)^\frac{1}{r}$ $0 < a < 1$. CES is rather generic. The above utility function can be viewed as special cases of CES. If $r = 1$, we get linear utility or perfect substitutes. if $r$ approaches 0, we get Cobb-Douglas utility; if $r$ approaches negative infinity, we get Leontief or perfect complements. Due to its flexibility, we adopted CES for multi-product utility modeling in Chapter 4.

So far we have been mainly concerned with ordinal utility functions. It is also important to consider cardinal utility functions when dealing with surplus. Among the many functional forms, three of them will be particularly useful for us. They are listed in Table 2.2. For a single item, utility $U(q)$ is a function of the consumed quantity $q$. If that item is indeed good, then more is better and the marginal utility is positive, i.e., $U'(q) > 0$. The Law Of Diminishing Marginal Utility states that there is a decline in the marginal utility a person derives from consuming each additional unit of the product, i.e., $U''(q) < 0$. For example, a hungry person may obtain a huge amount of
satisfaction when consuming the first slice of bread, but the increase in satisfaction per slice declines as she consumes more and more slices. The parameter $a > 0$ in Exponential Utility can be interpreted as the person’s absolute risk aversion, but here it will just represent how fast marginal utility decreases as consumption increases. The parameter $a > 0$ in KPR utility has a similar interpretation. Please note that KPR has the same curve shape for all products; in other words, the marginal utility for all products diminishes at the same rate. This is a rather restrictive assumption as products do vary in their diminishing rates of utility. In contrast, Cobb-Douglas controls the function shape through exponent $\alpha$. Thus, we can model $\alpha$ as a function depending on product.

All these utility functions have zero utility for zero consumption, i.e. $U(0) = 0$. We will regard all these functions as money metrics in the sense of Varian [164].

With those normalizations and interpretations, utility can be understood in monetary terms. $U(q)$ is the dollar value to the consumer of being able to consume $q$ units of the good in question, and $U'(q)$ is her Willingness To Pay (WTP) [56, 187], i.e., the maximum amount of money she would pay to acquire another unit of good. This enables us to align the utility in the same scale as price so as to calculate the surplus of consumers and producers [54].

### 2.3.5 Surplus

Consumer Surplus (CS) is the amount of utility that consumers experience beyond the amount that they pay (i.e., the price per unit times the number of units). Similarly, Producer Surplus (PS) is the amount of revenue that the producer earns
Figure 2.2: An intuitive explanation of surplus derived from marginal utility and marginal cost.

beyond the (variable) cost of producing those units.

The consumer and producer surpluses are indicated in Figure 2.2 where the demand curve is the marginal utility function $U'(q)$, which decreases according to the exposition in the previous section. The supply curve is the marginal cost $C'(q)$, which increases according to the Law of Diminishing Marginal Returns [134].

In a competitive market, the price $P$ is determined by the equilibrium (intersection) of the two curves. Typically the preferences of many small buyers and the costs of many small sellers lie behind the demand and supply curves of the whole market,
but for present purposes it is convenient to think of a single representative buyer and a single representative seller. Given the quantity of consumption \( q = q_c \), Consumer Surplus \( CS \) is obtained by integrating the marginal utility that exceeds the price at each unit of consumption until \( q_c \):

\[
CS = \int_0^{q_c} (U'(q) - P) \, dq = U(q_c) - Pq_c
\]  

(2.16)

and Producer Surplus \( PS \) is similarly determined by:

\[
PS = \int_0^{q_c} (P - C'(q)) \, dq = Pq_c - C(q_c).
\]  

(2.17)

Total Surplus \( TS \) is defined as the sum of the surplus gained by the consumer and producer, which is:

\[
TS = CS + PS = U(q_c) - C(q_c)
\]  

(2.18)

Moreover, the total surplus of an economic system is the sum of the surpluses for all parties involved in all the transactions of the system.

We see in Eq. (2.18) that the price component offsets and does not affect the total surplus in a single transaction. Of course, the same is true for any set of transactions, even if they occur at different prices. This is the source of an important insight in economics: the total surplus in a given set of transactions may be split more or less advantageously for buyer or for seller, but the only way to increase the total (potentially making both sides better off) is to change the set of transactions. Society is best served when social surplus is maximized, because this provides the largest possible “pie” to split among all participants.
Chapter 3

For producer: recommendation by personalized promotion

As we have seen earlier, price is a key factor in determining a consumer’s purchase decision and producer surplus. An important limitation of existing studies is that they assume that the properties of items (i.e. products) are static. However, an E-commerce company could tailor some properties of a product for a particular customer, and that could dramatically improve the effectiveness of a recommendation. This can be better understood by referring to the surplus generated by the market activities, as illustrated in Figure 2.2. As the market price of a product is the equilibrium price where the demand curve and supply curve intersects, there is consumer surplus for consumers whose WTP is above the market price. The consumer surplus can be captured as producer surplus if the price is set to the individual’s WTP. Similarly, for consumers whose WTP is below the market price, their consumer surplus can also be captured as
producer surplus if the price is set to their WTP. In this chapter, we argue that price is a controllable property that the recommender system should incorporate. Outside of the literature on recommender systems, the crucial role of pricing is widely recognized. Researchers in marketing, for example, have shown the importance of personalized promotion for increasing sales volume [66].

In this chapter, we introduce personalized promotion into E-commerce recommender systems. The objective is to improve the effectiveness of product recommendations through customizing product price on an individual basis. To achieve this goal, we create a novel auction/lottery mechanism to elicit consumer willingness to pay (WTP) for relevant products in an E-commerce setting. Using an online shopping website with products from Amazon, we recruit experimental subjects via Mechanical Turk and use responses elicited for some chosen products to predict an individual’s WTP on other products. The predicted WTP and the given production cost enable us to find profitable personalized prices. The data indicates that the new approach achieves nearly a 200% improvement in gross profit when compared with Amazon’s default pricing strategy.

Our contribution is threefold. First, to the best of our knowledge, our work is the first attempt to add personalized promotion to E-commerce recommender systems, and we measure recommendation performance with metrics of direct interest to industry. Second, we introduce a novel WTP elicitation procedure that is adapted to E-commerce systems. Most previous WTP elicitation studies are conducted in settings that are very different from an E-commerce website — typically only a handful of products in a narrow category are pre-selected by the experimenters — and so the applicability to
E-commerce is unclear. Third, we have several methodological observations that could be very useful for further research on personalized pricing in E-commerce.

3.1 Methods

We envision a recommender system that not only predicts whether a consumer likes a product, but also predicts a consumer’s willingness-to-pay (WTP) for it. WTP is the highest price the consumer is willing to pay for a product [164]. If the WTP is lower than the default product price, the system might give a personalized promotion to the consumer to increase the possibility of accepting the recommendation.

We propose that the E-commerce system run a lottery (related to the BDM mechanism just described in Section [3.5]) for customers to collect WTP for a small number of recommended products, and then use machine learning on each customer’s lottery data to build a WTP prediction model. The WTP predictions then allow the recommender system to set personalized promotion prices automatically, potentially enhancing customer satisfaction as well as seller profit.

The rest of this section details this approach.

3.1.1 Bidding & Lottery Procedures

Our procedure elicits WTP for $N$ products. To describe it clearly, we begin with the case of a single product ($N = 1$). The participant’s true WTP, denoted $y$, is unknown to us. We endow her with a large amount of cash $C$ that likely exceeds $y$.

\footnote{BDM for Becker-DeGroot-Marschak.}
and tell her that the mechanism will draw a random price $r$ uniformly from the range $[R_L, R_U]$, which is chosen to include all plausible values of her WTP. She is asked to state her actual WTP by entering a bid $y' \in [R_L, R_U]$, and told that the mechanism will sell her the product at price $r$ only if that price is less than her bid.

Using the symbol $P$ to denote probability, her payoff is

\[
M = \begin{cases} 
  C & \text{if } r > y', P = \frac{R_U - y'}{R_U - R_L}, \\
  C + y - r & \text{if } r \leq y', P = \frac{y' - R_L}{R_U - R_L}.
\end{cases}
\] (3.1)

That is, she keeps the cash if the random price $r$ exceeds her stated WTP $y'$, and otherwise she purchases (and gains true benefit $y$) at the random price, which is lower (and hence a better deal) than her her stated WTP $y'$.

To see that this BDM procedure is incentive compatible, first note that the expected payoff is:

\[
E[M|y', y] = P(r > y')C + P(r \leq y')E[C + y - r|r \leq y']
\] (3.2)

\[
= C + P(r \leq y')(y - E[r|r \leq y']).
\]

Use the convenient property of the uniform distribution that the last conditional expectation is $E[r|r \leq y'] = \frac{R_L + y'}{2}$ to simplify the equation to:

\[
E[M|y', y] = C + \frac{2yy' - y'^2 - 2R_Ly + R_L^2}{2(R_U - R_L)}
\] (3.3)

Equation 3.3 shows that the participant’s expected payoff is a quadratic function of her decision variable $y'$ whose unique global optimum is reached when $y' = y$. In other words, it is in the subject’s best interest to state her WTP truthfully.
Note for later reference that when the participant indeed sets $y' = y$, her expected payoff can be written as

$$E[M|y, y] = C + \frac{(y - R_L)^2}{2(R_U - R_L)} > C$$  \hspace{1cm} (3.4)

In our experiment we set $R_L = 0$ and $R_U = p$, where $p$ is the known outside (undiscounted) market price for the product. In this case,

$$E[M|y, y] = C + \frac{1}{2}k^2p$$  \hspace{1cm} (3.5)

where $y = k \cdot p$, and we refer to $k$ as the normalized bidding price.

What if the subject wants to bid above $R_U$ or below $R_L$? In principle, there is no problem; in the first case she is sure to obtain the object and reveals that her true WTP exceeds $R_U$, and in the second case she is sure to keep the cash and reveals that her true WTP is below $R_L$.

A potential problem does arise when the number of products $N > 1$. Running a separate BDM elicitation for several products that are substitutes for each other will motivate participants to underbid, since the probability of winning at least one of several bids is higher than winning a single bid. We eliminate this problem by having each participant enter a bid for each product, but only drawing a random bid for one of the products chosen randomly. That is, we conduct a lottery over which of the products will actually be available to the participant. The expected payoff (or $1/N$ of the expected payoff) is still maximized by truthfully reporting WTP for each product.

An extension of this lottery approach enables us to economize payments in the experiment. We can also conduct a lottery over which participants actually get the
cash C and perhaps one of the products. Again, that attenuates the expected payoff but doesn’t change where it is maximized.

### 3.1.2 Personalized Promotion

Our lottery/auction procedure gives us training data for predicting a consumer’s WTP on a range of products that might be recommended. Given the values of y elicited from consumer u for product i, we run the regression

\[ y_{ui} = b_0 + b_u + f(x_{ui}, w), \]  

(3.6)

where \( b_0 \) is the global bias and \( b_u \) is the user bias, \( x_{ui} \) is a feature vector representing information about consumer u, product i and their relationships. The functional form of the regression function \( f \) depends on the machine learning algorithm used, such as linear regression or gradient boosted trees. We used *linear regression* (LR) in our experiments.

Thus our model parameters are:

\[
(b_0, b_u, w^*) = \underset{b_0, b_u, w}{\text{argmin}} \sum_{u,i} L(y_{ui} - b_u - b_0 - f(x_{ui}, w))
\]

(3.7)

where in our implementation \( L \) is a quadratic loss function.

Given the model parameters learned from the training dataset, we use Equation 3.6 to predict WTP for any user u and item i pair. To capture the uncertainty in our estimation, we assume that the true WTP value follows a Gaussian distribution centered on the predicted WTP:

\[ Y_{ui} \sim \mathcal{N}(\mu_{ui}, \sigma^2) \]

(3.8)
where $\mu_{ui} = b_u + b_0 + f(x_{ui}, w)$. The parameter $\sigma^2$ could be estimated, but for simplicity we assume that is the same for all user item pairs and approximate it using the variance of $y$ on the training dataset in our experiments.

Based on the distribution of $Y_{ui}$, we can find the optimal price $t^*$ that maximizes the expected seller profit as follows:

$$t^* = \arg\max_t (t - c) P(Y_{ui} \geq t)$$

(3.9)

where $c$ is the production cost of product $i$ and

$$P(Y_{ui} \geq t) = \int_t^\infty \frac{1}{\sigma\sqrt{2\pi}} \exp\left(-\frac{(x-\mu_{ui})^2}{2\sigma^2}\right) dx$$

$$= \frac{1}{2} - \frac{1}{2} \text{erf}\left(\frac{t - \mu_{ui}}{\sqrt{2}\sigma}\right)$$

(3.10)

where $\text{erf}(x)$ is Gauss error function encountered in integrating the normal distribution. Equation 3.9 is solved numerically using standard optimization techniques.

### 3.2 Experimental procedures

Can the proposed lottery-auction mechanism and the prediction model actually work with actual E-commerce customers? Are those methods of practical value to sellers? To begin to answer these questions we ran an experiment as follows.

#### 3.2.1 Data collection

We first developed a website that links to Amazon.com, a leading online shopping website. Our website implements a full-fledged product search engine and displays
Figure 3.1: Overview of the experiment flow. The purpose of step 1 is to collect information about current user. The information will be used for later modeling.
the product information in a similar way to Amazon. The website hosts about 120,000 skin care products. We choose skin care products as they have short repurchase cycle, reducing problems that arise from unknown current holdings of the participants. The products are from Amazon.com and the product information is synchronized with Amazon.com at real time. For each product, Amazon provided both its list price and sales price.

Subjects recruited from Amazon Mechanical Turk were paid a participation fee of $0.50 for around 10 minutes to complete the experiment. Figure 3.1 is an overview of the procedure. First, the subject sees a set of recommended products produced by a standard recommendation algorithm. This step would be straightforward for a typical E-commerce system, which can find relevant products based on the subject’s past purchasing or click data. Since our custom website does not have the recruited subject’s purchasing history, we let each subject search and identify at least 5 products which he or she thinks are worth buying; these are referred to as best value products. The subject proceeds to next rank their best value products in decreasing order of interest. Next, the system recommends a list of products using Amazon’s “consumers who bought this also bought these” recommendations.

Having completed the steps labelled 1.1-1.3 in Figure 3.1, the recruited subject then participates in $N$ BDM lotteries. That is, she enters a bid on each of $N \geq 5$ products that she chooses from those recommended in the previous step, knowing that at most one of the products will be randomly selected to go through the BDM procedure. Finally, one of the subjects recruited that day is randomly selected as the lottery winner,
and one of her chosen $N$ products is randomly selected. If her bid on that product exceeds the random buyout price $r$, then she receives the product and $100$ minus $r$. Otherwise she gets $100$ cash.

### 3.2.2 Subjects’ training and selection

We showed earlier that truth telling (bidding one’s actual WTP) is the unique optimal strategy in BDM. However, earlier empirical research has shown that people may have misconceptions about the game and may not use the optimal bidding strategy \[30\]. Guided by the earlier research, we provided detailed explanations about the game rule and encouraged our subjects to practice with a bidding simulator to see how the outcome changes with different bids. Then each subject was required to take a quiz to check whether the participant understands the optimal bidding strategy. Only the 79 subjects who passed the quiz (out of 130 who responded initially) were allowed to participate in the game.

### 3.2.3 Data collection

To clean the data, records with normalized bidding prices either below 10% or more than two times higher than the Amazon sale price are filtered out, as are the bids of subjects who took less than 5 minutes to complete the experiment. After cleaning, we ended up with 339 product bids from 54 subjects. The bid price is normalized using the product’s Amazon sale price, as $k$ in Equation \[3.5\].

To construct $x_{ui}$, we used the 9 features described in Table \[3.1\]. The features
are based on information collected from each experiment step.

### 3.2.4 Evaluation Metrics

RMSE (Root Mean Square Error) is the most commonly used metric and is naturally adopted in our experiments. However, to understand the commercial value of personalized promotion based on the estimation of consumer’s WTP, we go beyond RMSE and introduce *seller profit* to measure the effectiveness of WTP prediction. Seller profit of a single product purchase is simply the purchase price minus the cost of producing the product. For the proposed WTP prediction method in Section 3.1.2, the profit is expected profit given pricing via Equation 3.9. Hence

\[
\text{Profit}_{ui} = \begin{cases} 
  t_{ui}^* - c_i & \text{if } y_{ui} \geq t_{ui}^* \\
  0 & \text{otherwise}
\end{cases}
\] (3.11)

where \(t_{ui}^*\) is the optimal personalized promotion price from Equation 3.9, \(y_{ui}\) is the consumer’s true WTP and \(c_i\) is the unit production cost of product \(i\).

### 3.3 Experimental Results

We compared the proposed approach with the Amazon sale price with 0, 10% and 20% discounts and ZeroR. The Amazon sale price methods serve as baselines. ZeroR algorithm is a simple learning algorithm which only relies on the target variable and ignores the predict variables for prediction. For classification problem, ZeroR uses the most frequent class label of the training samples as prediction for testing samples; for
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>list price</td>
<td>Amazon list price of the product</td>
<td>−0.0013</td>
</tr>
<tr>
<td>number of reviews</td>
<td>number of reviews on Amazon</td>
<td>−0.001</td>
</tr>
<tr>
<td>brand variety</td>
<td>the variety of the brands of consumer’s best value products, measured by entropy. The larger value of this feature, the more variety.</td>
<td>0.018</td>
</tr>
<tr>
<td>discount</td>
<td>Amazon promotional discount</td>
<td>0.399</td>
</tr>
<tr>
<td>Amazon recommendation rank</td>
<td>rank in Amazon product recommendation list</td>
<td>0.02</td>
</tr>
<tr>
<td>average rating</td>
<td>Amazon average rating</td>
<td>0.044</td>
</tr>
<tr>
<td>user rank</td>
<td>rank in consumer’s best value products</td>
<td>−0.0017</td>
</tr>
<tr>
<td>switch brand</td>
<td>whether product(s) of the same brand as the bidding product have been identified by consumer as best value products</td>
<td>−0.059</td>
</tr>
<tr>
<td>brand popularity</td>
<td>the number of times getting bided</td>
<td>0.054</td>
</tr>
<tr>
<td>intercept</td>
<td>intercept term of the LR model</td>
<td>−0.058</td>
</tr>
</tbody>
</table>

Table 3.1: The features used to predict WTP modeling, and their weight coefficients learned by Equation 3.7. Please note that the brand variety feature and switch brand feature might interact, as consumers who are loyal with one brand are less likely to switch to another brand at the bidding stage, and verse visa. In this paper, the small number of data samples limits us to linear regression models. In the future, it would be interesting to explore other models which can better handle feature interactions, e.g. decision trees.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RMSE</th>
<th>ZeroR</th>
<th>Linear Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Sale Price</td>
<td>0.4549</td>
<td>$2,387.02</td>
<td>$2,350.58</td>
</tr>
<tr>
<td>90% Original Sale Price</td>
<td>0.4012</td>
<td>$2,042.28</td>
<td>$1,701.90</td>
</tr>
<tr>
<td>80% Original Sale Price</td>
<td>0.3674</td>
<td>$1,046.57</td>
<td>$784.93</td>
</tr>
<tr>
<td>70% Original Sale Price</td>
<td>0.3591</td>
<td>$1,021.14</td>
<td>$680.76</td>
</tr>
<tr>
<td>60% Original Sale Price</td>
<td>0.3782</td>
<td>$1,021.14</td>
<td>$680.76</td>
</tr>
<tr>
<td>50% Original Sale Price</td>
<td>0.4207</td>
<td>$924.63</td>
<td>$462.32</td>
</tr>
<tr>
<td>40% Original Sale Price</td>
<td>0.4807</td>
<td>$514.83</td>
<td>$0.00</td>
</tr>
<tr>
<td>30% Original Sale Price</td>
<td>0.5523</td>
<td>$575.69</td>
<td>$0.00</td>
</tr>
<tr>
<td>20% Original Sale Price</td>
<td>0.6317</td>
<td>$1,230.25</td>
<td>$615.13</td>
</tr>
<tr>
<td>10% Original Sale Price</td>
<td>0.7163</td>
<td>$675.54</td>
<td>$0.00</td>
</tr>
<tr>
<td>ZeroR</td>
<td>0.3586</td>
<td>$2,350.58</td>
<td>$2,023.66</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.2200</td>
<td>$2,734.14</td>
<td>$2,260.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Profit ($) w.r.t Production Cost in Terms of Percentage of Original Sale Price</th>
<th>None</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4549</td>
<td>$1,089.69</td>
<td>$980.72</td>
<td>$871.75</td>
<td>$762.78</td>
<td>$653.81</td>
<td>$544.84</td>
<td>$435.88</td>
<td>$326.91</td>
<td>$217.94</td>
<td>$108.97</td>
</tr>
<tr>
<td>0.4012</td>
<td>$1,583.74</td>
<td>$1,407.77</td>
<td>$1,231.80</td>
<td>$1,055.83</td>
<td>$879.86</td>
<td>$703.89</td>
<td>$527.91</td>
<td>$351.94</td>
<td>$175.97</td>
<td>$0.00</td>
</tr>
<tr>
<td>0.3674</td>
<td>$2,093.15</td>
<td>$1,831.50</td>
<td>$1,569.86</td>
<td>$1,308.22</td>
<td><strong>$1,046.57</strong></td>
<td>$784.93</td>
<td>$523.29</td>
<td>$261.64</td>
<td>$0.00</td>
<td>-$261.64</td>
</tr>
<tr>
<td>0.3591</td>
<td>$2,382.65</td>
<td><strong>$2,042.28</strong></td>
<td><strong>$1,701.90</strong></td>
<td><strong>$1,361.52</strong></td>
<td>$1,021.14</td>
<td>$680.76</td>
<td>$340.38</td>
<td>$0.00</td>
<td>-$340.38</td>
<td>-$680.76</td>
</tr>
<tr>
<td>0.3782</td>
<td><strong>$2,387.02</strong></td>
<td>$1,989.19</td>
<td>$1,591.35</td>
<td>$1,193.51</td>
<td>$795.67</td>
<td>$397.84</td>
<td>$0.00</td>
<td>-$397.84</td>
<td>-$795.67</td>
<td>-$1,193.51</td>
</tr>
<tr>
<td>0.4207</td>
<td>$2,311.58</td>
<td>$1,849.27</td>
<td>$1,386.95</td>
<td>$924.63</td>
<td>$462.32</td>
<td>$0.00</td>
<td>-$462.32</td>
<td>-$924.63</td>
<td>-$1,386.95</td>
<td>-$1,849.27</td>
</tr>
<tr>
<td>0.4807</td>
<td>$2,059.32</td>
<td>$1,544.49</td>
<td>$1,029.66</td>
<td>$514.83</td>
<td>$0.00</td>
<td>-$514.83</td>
<td>-$1,029.66</td>
<td>-$1,544.49</td>
<td>-$2,059.32</td>
<td>-$2,574.15</td>
</tr>
<tr>
<td>0.5523</td>
<td>$1,727.06</td>
<td>$1,151.38</td>
<td>$575.69</td>
<td>$0.00</td>
<td>-$575.69</td>
<td>-$1,151.38</td>
<td>-$1,727.06</td>
<td>-$2,302.75</td>
<td>-$2,878.44</td>
<td>-$3,454.13</td>
</tr>
<tr>
<td>0.6317</td>
<td>$1,230.25</td>
<td>$615.13</td>
<td>$0.00</td>
<td>-$615.13</td>
<td>-$1,230.25</td>
<td>-$1,845.38</td>
<td>-$2,460.51</td>
<td>-$3,075.63</td>
<td>-$3,690.76</td>
<td>-$4,305.88</td>
</tr>
<tr>
<td>0.7163</td>
<td>$675.54</td>
<td>$0.00</td>
<td>-$675.54</td>
<td>-$1,351.08</td>
<td>-$2,026.61</td>
<td>-$2,702.15</td>
<td>-$3,377.69</td>
<td>-$4,053.23</td>
<td>-$4,728.77</td>
<td>-$5,404.31</td>
</tr>
</tbody>
</table>

Table 3.2: Performance of baseline algorithms and our linear regression algorithm in 10-fold cross validation setting. The baseline algorithms are flat discount of original sale price at different rates. Profit is evaluated w.r.t different production cost assumptions. The production costs are expressed as percentage of original sale price. For each production cost assumption, the best result of the baseline algorithms is in bold.
regression problem such as our WTP prediction, ZeroR uses the mean value of the target variables of the training samples as prediction for testing samples. For example, if there are three training samples and their respective target variables (normalized bidding price) are 0.7, 0.5, 0.6, ZeroR predicts the normalized bidding price of the testing samples as $\frac{0.7+0.5+0.6}{3} = 0.6$. In our experiment, the normalized bidding price for product $i$ by ZeroR is 0.72 (i.e. the learned discount rate is 0.28). Our proposed algorithm $LR$ sets the price at the point where the expected profit is maximized (Equation 3.9). All algorithms are evaluated by 10 fold cross validation.

In our experiments, we do not know the production cost of each product. Because retail businesses commonly set prices using a fixed markup on cost, we assume that production cost is a certain percentage of the original sale price. We varied the percentage from 0 to 90% with an incremental step of 10%. Table 3.2 reports the corresponding profit for each algorithm at different production cost levels.

Table 3.2 shows that our proposed method (i.e. LR) outperforms Amazon’s pricing strategy and ZeroR. One-sided t-testing result on the profits by the baseline algorithm and linear regression algorithm shows that the improvements for all product cost levels are statistically significant. The $LR$ algorithm maximizes expected profit as in Equation 3.9 using $\sigma = 0.22$ based on the training dataset. It is important to model the uncertainty of WTP and set the price by maximizing the expected profit. We compared the proposed method with simply setting the price at the most likely WTP (i.e. $b_0 + b_i + f(x_{ui}, w))$, and we found the simple method to be statistically significantly worse.
3.3.1 Further Analysis

The feature weights of normalized bidding price $k$ in the LR model may be of interest. Table 3.1 indicates that:

**List price:** normalized WTP decreases slightly as product’s list price increases.

**Number of reviews:** normalized WTP decreases as the number of reviews increases. This is counter intuitive, as consumers presumably would tend to perceive goods with more reviews as more valuable. Of course, the expression is reduced form and for normalized (not direct) WTP, so future work may be able to find an explanation.

**Discount:** Products with larger Amazon discounts have higher normalized WTP. Like the list price impact, this effect probably also works mainly through the normalization (again recall Equation 3.5) but it is much stronger.

**Average rating:** Consumers are willing to pay more for products rated higher.

**User rank:** Not surprisingly, a consumer is willing to pay more for products she ranks more highly.

**Switch brand:** A consumer switching to a new brand tends to have lower WTP. This seems closely related to the *brand variety* effect, as variety seekers are more likely to switch brand than loyal customers.

**Brand popularity:** Not surprisingly, the more popular the brand, the more consumer is willing to pay.
3.4 Caveats

The analysis above noted many technical simplifications (e.g., normally distributed estimation errors for normalized WTP with constant variance), most of which can be relaxed in future work. This may be a good juncture to mention more general complications that we have put to the side.

- Most products have substitutes (and complements); we mostly sidestepped the resulting complications. As this line of research matures it may be useful to consider bundles of goods and sets of alternatives explicitly.

- Personalized discounts, if not properly framed, can provoke customer backlash. Large scale application of our suggestions must tread carefully to avoid causing resentment.

- Our profit metric only took into account unit production costs. These could easily include shipping and handling, and researchers with access to cost data should have no problem extending our approach. However, a different treatment would be required to account for the costs of running a recommender system, or the costs of eliciting WTP. Presumably these are an order of magnitude smaller than production costs but they still could be important.

- Our Mechanical Turk subjects were convenient and turned out to be quite useful. There is no reason to believe that naturally occurring E-commerce customers will behave in qualitatively different ways, but that remains an empirical question to
be tested by researchers with access to large numbers of such customers. True
A/B testing on that subject pool would be the gold standard.

3.5 Related Work

Most existing research in recommender systems overlooks a factor that is ex-
tremely important in a consumer’s decision making: the product price. One notable
exception is [34], which shows that price is a factor that is transferrable across categories
to help recommendation system predictions. Another exception, [168], explores price’s
marginal net utility role in E-commerce recommendation. However, these works still
assume price is given and focus on boosting recommendation prediction performance
with price as additional information; they do not treat prices as controllable factors
to influence user decisions.

Two recent pilot studies examine pricing strategies in recommendation sys-
tems. Backhaus et al. [14] ask consumers questions over the phone, cluster consumers
into different groups, used conjoint analysis to estimate customers’ WTP, and then use
the estimates to price a small set of intangible value-added services on B2B market when
making recommendations. Massoud and Abo-Rizka [113] propose a conceptual model of
personalized pricing recommender systems. However, no experiments have been done
to implement or study the proposed conceptual model. Kamishma and Akaho [73] go
a little further and proposed a method for adding price personalization to standard
recommendation algorithms based on customer preference data and purchasing history.
However, only artificially generated data (based on the MovieLens dataset) are used. It is not clear how the approaches proposed by these pilot studies can be applied in a real E-commerce system with a large and varied set of users and many products of different types, brands and price ranges.

There is an established literature in economics and marketing showing that personalized promotion is an important marketing tactic for increasing sales volume \cite{66}. Roughly speaking, there are four empirical approaches: estimating WTP from transactions data, direct surveys, indirect surveys or laboratory auctions. Transaction data is incentive compatible in that it represents actual purchase decisions. However, the transaction price is only the lower bound on WTP, and equally relevant non-purchase decisions are missing from transactions data. Direct surveys (see, e.g., \cite{157, 55}) estimate a consumer’s WTP by directly asking indicate their maximum acceptable price for a given product \cite{1}. However, as pointed out by Breidert et al. \cite{22}, direct surveys are not incentive compatible — the respondent is not motivated to reveal his or her true WTP, and often is motivated to understate it substantially. Indirect surveys offer respondents a list of alternative products (often hypothetical products with their properties varied independently) and ask them to either to rank them according to personal preference \cite{106} as in conjoint analysis, or simply to choose the most favored alternative as in choice-based conjoint analysis (CBC)\cite{99, 8, 9, 11, 12, 47, 51}. Similar to direct surveys, the conjoint analysis and CBC are not incentive compatible. To overcome this problem, Ding et al. in \cite{47} propose an ICBC - incentive aligned choice-based conjoint method, which applies the BDM mechanism to the WTP inferred from conjoint analysis. Dong
et al. in [51] propose ranking revealed products based on the WTP inferred from conjoint analysis data. The authors argue their proposed approach is incentive-aligned as subjects will receive top ranked products.

The remaining empirical approach is WTP elicitation via laboratory auction. The famous Vickrey auction [166] requires each bidder to submit a sealed bid (not seen by other bidders); the bidder with the highest bid wins the auction and pays a price equal to the second highest bid. This procedure is incentive compatible. The intuition is that a person’s own bids only determine whether or not she wins the auction but never affects the price that she pays, and therefore she has no incentive to understate (or overstate) her WTP. Closely related to the Vickrey auction is the Becker-DeGroot-Marschak (BDM) mechanism to elicit WTP [19]. Under BDM, each bidder submits a bid to purchase a product. A sales price is randomly drawn from an interval which covers all plausible bids. If that sales price is lower than a participant’s bid, then she receives the product and pays the sales price. The BDM is theoretically incentive compatible for the same reason as the Vickrey auction; indeed (although it was invented independently) it is equivalent to a Vickrey auction with two bidders, one human and the other an automaton who bids randomly. Our own approach exploits the fact that BDM is easier to operate in an E-commerce setting since, unlike the Vickrey auction, it does not require gathering all participants’ bids in order to determine the winner.

Despite considerable research on WTP elicitation [117] and existing pilot research on pricing strategies when recommending, we still face several challenges when adapting existing approaches to real world E-commerce settings. Existing approaches
often require an artificial laboratory setting with only a handful of products preselected by researchers, and/or with product data generated artificially. In E-commerce systems, however, consumers are exposed to a much larger number of products of different types and price ranges, and the system needs to estimate WTP for products that might be of interest to an individual user. The gaps between the settings make it unclear whether the conclusions derived from laboratory experiments generalize to E-commerce settings.

3.6 Summary

This chapter proposes to include personalized promotion in E-commerce recommender systems. We develop a lottery-auction mechanism to elicit consumers’ willingness to pay on a small subset of products, and a machine learning model to predict each consumer’s WTP on a wide range of other products. We demonstrate the feasibility of the proposed approach in an experiment with real world products from Amazon.com and subjects recruited from Amazon Mechanical Turk. The results suggest that personalized promotion leads to significantly higher profits for sellers compared to the baseline pricing.

Our work also shows the viability of doing E-commerce experiments via crowdsourcing; our Mechanical Turk subjects turn out to be quite useful. Besides recommender systems, the proposed approach also has practical implication for managerial marketing.

Our work is only first step; much remains to be done. First and foremost, per-
sonalized promotion and recommendation should be considered jointly within a unified framework, and not remain as separate problems. Second, we focus on seller’s profit as the evaluation metric. However, we believe it is crucial to include consumer surplus into the objective function and we see no conceptual obstacles in doing so. Finally, as alluded to in the caveats, it will be crucial to study the longer term effects on consumer satisfaction with personalized promotion. We hope that researchers in industry, with better access to normal E-commerce consumers, will be inspired to do so.
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Chapter 4

For consumer: Multi-product utility maximization based recommendation

It has been well recognized that products are related. Two products could be substitutes – buy A instead of B or complements – buy A together with B. Identifying and making use of such relationships is useful for recommendation systems. For example, knowing a consumer’s recent purchase of a digital camera, the recommender system should avoid recommending more digital cameras and instead recommend matching lenses or photography books. Another example is to recommend a shower faucet and a matching valve at the same time.

In economics, utility is used to measure the value of a product perceived by the consumer, and it is fundamental for describing and predicting consumer choices. With a utility metric, a good recommendation should be product(s) with the biggest utility for a given consumer. The existence of inter-product relationships makes modeling
product utility a non-trivial task. For example, how much utility will an additional camera provide versus a complementary lens? The task becomes even harder when the relationship is less obvious – e.g. what is the utility of the camera if the consumer already owns an iPhone 6S with a built in camera? To answer these questions, a principled approach is needed to quantitatively measure the total utility of two or more products.

In this chapter, we propose to measure the total utilities for multiple products and recommend by Multi-Product Utility Maximization (MPUM). We first propose to derive two utility functions given their Marginal Rate of Substitution (MRS) specification. Our derivation approach can naturally lead to the well-known Constant Elasticity of Substitution (CES) utility function; then we extend the pairwise utility function to more than two products. We assume users make choices to maximize multi-product utility and use a multinomial consumer choice model for that; then the multi-product utility model can be learned to maximize the likelihood of observed user data.

The rest of the chapter is organized as follows: we introduce some basic definitions and concepts that form the basis of this work in Section 4.1; we then propose our MPUM framework as well as the personalized transaction-based recommendation strategy in Section 4.2 and Section 4.3, respectively. In Section 4.4, we present extensive experimental results based on two different real-world datasets. We review the related work in Section 4.5 and conclude this work with some future research directions in Section 4.6.
4.1 Basic Components

In this section, we design some of the key components for our model, and these components will be further integrated into our Multi-Product Utility Maximization (MPUM) framework later.

![Indifference Curves](image1)

(a) General case  (b) Perfect substitutional products  (c) Perfect complementary products

Figure 4.1: Illustrative indifference curves for common pairs, perfect substitutional pairs, and perfect complementary pairs. The utilities of the three illustrative curves satisfy $I_1 < I_2 < I_3$.

4.1.1 Indifference Curves

In economics, *indifference curves* are used to describe the relationship between two arbitrary products. More specifically, economists are interested in knowing how one product can be substituted by the other product. As illustrated in Figure 4.1, each indifference curve represents the compositions of two given products that give the same utility. Indifference curves should possess the following properties:

- Any two points of the same curve give the same utility.
- Curves do not intersect.
The tangent of any point on the curve is negative, meaning the increment of the consumed quantity of one product requires the decrease of the other product so that the utility remains unchanged.

Let \( q_j, q_k \) denote the consumed quantity of product \( j \) and product \( k \) respectively. Since points of the same curve have the same utility, the total derivative at any point should be 0, we have:

\[
dU(q_j, q_k) = \frac{\partial U}{\partial q_j} dq_j + \frac{\partial U}{\partial q_k} dq_k = 0
\]

Let \( h(q_j, q_k) = \frac{dq_j}{dq_k} \) denote the Marginal Rate of Substitution (MRS) at point \( (q_j, q_k) \), we have,

\[
h(q_j, q_k) = \frac{dq_j}{dq_k} = -\frac{U'_k}{U'_j}
\]

Intuitively, the larger \( |h(q_j, q_k)| \), the more consumption of product \( j \) is needed to compensate the decrease of the consumption of product \( k \). As a matter of fact, MRS can fully capture the relationship between two products. To understand this, it might be helpful to look at the three indifference curve patterns as illustrated in Figure 4.1. Each pattern represents a typical product relationship. Figure 4.1(a) corresponds to the generic case where MRS transits smoothly; Figure 4.1(b) corresponds to perfect substitutes where the MRS is a constant. In other words, two products can be exchanged at a fixed rate at any time. This can happen when two products are interchangeable, e.g. pens that differ only in color and consumer is indifferent about color. Figure 4.1(c) corresponds to perfect complements where the utility is determined by the minimum of
the two product quantity. One might understand this by thinking about the utility of left and right shoes – given a certain quantity of left shoes, the utility will not change by having more right shoes than left shoes and vice versa. Compared to Figure 4.1(a) and 4.1(b) the MRS of perfect complements is more tricky: it changes from infinity to zero at a certain point. So far, it can be seen that MRS can indicate whether two products are substitutes or complements.

4.2 Multiple Product Utility Maximization Framework

In this section, we provide detailed formal treatment of the whole framework by putting the aforementioned essentials together.

4.2.1 Modeling Marginal Rate of Substitution

First, our goal is to find a proper utility functional form for $U(q_j, q_k)$ so that it can capture all possible product relationships as shown in Figure 4.1. However, the right functional form for the utility function is not obvious, and it is not practical for us to try all possible alternatives of $U(q_j, q_k)$ by testing them against the cases in Figure 4.1 to see how well the utility function can model substitutional and complementary products. Since product substitute and complementary relationships are better illustrated by MRS, we propose to find a proper functional form for MRS, based on which we recover the utility function by solving partial differential equations.

As MRS can be derived from the indifference curve (i.e. $U(q_j, q_k) =$ const.), we can alternatively express $q_j$ as a function of $q_k$, i.e., $q_j = f(q_k)$. The MRS defined
Table 4.1: Choices of \( h(q_j, q_k) \) and its respective utility function. \( z(\cdot) \) denotes any monotonic function. Please refer to text for more details.

<table>
<thead>
<tr>
<th>( h(q_j, q_k) )</th>
<th>Polynomial</th>
<th>Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-\frac{a}{1-a} (\frac{q_j}{q_k})^b)</td>
<td>(-\frac{a}{1-a} e^{b(q_j-q_k)})</td>
<td></td>
</tr>
<tr>
<td>( 0 &lt; a &lt; 1, b &gt; 0 )</td>
<td>( 0 &lt; a &lt; 1, b &gt; 0 )</td>
<td></td>
</tr>
</tbody>
</table>

\( U(q_j, q_k) \)
\( z (aq_j^{1-b} + (1-a)q_k^{1-b}) \)
\( z (ae^{-bq_k} + (1-a)e^{-bq_j}) \)

in Eq. {4.2} becomes,

\[
\frac{dq_j}{dq_k} = f'(q_k) = h(q_j, q_k)
\] (4.3)

where \( h \) is the MRS function that we need to decide.

When choosing \( h \), we are mainly concerned about two aspects: mathematical convenience and flexibility. Thus we propose to consider two choices listed in Tab 4.1: polynomial functional form and exponential functional form.

Regardless of the specific form of \( h \), the problem of recovering \( U(q_j, q_k) \), or \( f(q_k) \), boils down to solving the differential function as Eq. 4.3 for \( f \). We can see the results for each alternative of \( h \) in Tab. 4.1.

4.2.1.1 Polynomial Function

We first take a brief look at \( h \) to see whether it is expressive enough, i.e., whether it can describe the three cases shown in Figure 4.1. The answer is positive. When \( b = 1 \), the resulted MRS is constant \( \frac{a}{1-a} \), which is for the case of perfect substi-
tutes; when $b$ goes to very large ($+\infty$), $h$ is large when $\frac{q_j}{q_k} > 1$ and immediately drops to near 0 when $\frac{q_j}{q_k} < 1$, corresponding to the perfect complements case; when $0 < b < 1$, the resulted MRS is for the general case shown in Figure 4.1(a).

After applying some differential equation tricks to Eq. (4.3), we reach the following equation,

$$\left(a q_j^{1-b} + (1 - a) q_k^{1-b}\right) = \text{const.} \quad (4.4)$$

Remember that MRS is defined when utility is set to an unknown constant. The above equation suggests that the utility function might be some monotonic function of the left side of the above equation, namely,

$$U(q_j, q_k) = z\left(a q_j^{1-b} + (1 - a) q_k^{1-b}\right) \quad (4.5)$$

where $z()$ is any monotonic function such as log and power. In particular, when $z(x) = x^{\frac{1}{1-b}}$, it results in the well known Constant Elasticity Substitution (CES) utility function in Economics, and $s = \frac{1}{b}$ is called the Elasticity of Substitution, which denotes the degree of substitutability/complementarity between a pair of products. Specifically, the utility function models (perfect) substitutional product pairs when $s$ is sufficiently large (towards $+\infty$ in extreme cases), and (perfect) complementary pairs when $s$ is sufficiently small (towards 0 in extreme cases).

### 4.2.1.2 Exponential Function

Similarly, we examine the exponential function form (Tab. 4.1) for different values of $b$. When $b = 0$, the resulted MRS is constant $\frac{a}{1-a}$; when $b$ goes to $\infty$, the
resulted MRS goes to infinity when \( q_j > q_k \), and drops to zero when \( q_j < q_k \). These suggest that the exponential functional form can capture complements and substitutes.

Solving the differential equation Eq. \( 4.3 \) yields:

\[
 ae^{-bq_k} + (1-a)e^{-bq_j} = \text{const.}
\]

(4.6)

The corresponding utility function is,

\[
 U(q_j, q_k) = z \left( ae^{-bq_k} + (1-a)e^{-bq_j} \right)
\]

(4.7)

### 4.2.2 Multi-product Utility Modeling

In practice, it is very common that there are more than two products in a single transaction/order and it is desirable for us to represent the utility of an arbitrary number of products. Let \( \Omega_{it} \) be the set of products purchased by user \( i \) at time \( t \). We consider the utility of \( \Omega_{it} \) as the sum of the utility of all product pairs within \( \Omega_{it} \), namely,

\[
 U(\Omega_{it}) = \frac{1}{|\Omega_{it}|-1} \sum_{j,k \in \Omega_{it}, j \neq k} U(q_j, q_k)
\]

(4.8)

where \( a_{ij} \) and \( b_{ij} \) are product pair specific parameters, \( |\Omega_{it}| \) is the number of products in set \( \Omega_{it} \), and \( U(q_j, q_k) \) is the utility of two products described in the previous subsection.
4.2.3 CF-based Reparameterization

As seen in Eq. (4.8), there are two unknown parameters $a_{jk}, b_{jk}$ for product $j$ and $k$. Inspired by Matrix Factorization (MF) based Collaborative Filtering (CF) as shown in Equation 2.6, we propose to model the parameters as below,

$$a_{jk} = \sigma(\alpha + \beta_j + \beta_k + \vec{x}_j^T \vec{x}_k) \quad (4.9)$$

$$b_{jk} = \exp(\mu + \gamma_j + \gamma_k + \vec{p}_j^T \vec{p}_k) \quad (4.10)$$

$\vec{x}_j, \vec{p}_j \in \mathbb{R}^d, \beta_j, \gamma_j, \alpha, \mu \in \mathbb{R}$

where $\sigma(\cdot)$ is a Sigmoid function that ensures $0 < a_{jk} < 1$ and an exponential function that ensures $b_{ij} > 0$. The parameters now are,

$$\Theta = \{ \vec{x}_j, \vec{p}_j, \beta_j, \gamma_j, \alpha, \mu \} \quad (4.11)$$

4.2.4 Discrete Choice Modeling

In economics, discrete choice models characterize and predict consumer’s choices between two or more alternatives, such as buying Coke or Pepsi, or choosing between different hotels for traveling. In practice, for a given consumer, we only observe the products that the consumer purchases at a moment $t$. These products are represented by a set $\Omega_{it}$ where $i$ is consumer index and $t$ is time. Please note that each element of $\Omega_{it}$ is a product with quantity information attached. When a consumer is deciding which products to purchase, it is typical that the consumers have multiple purchase alternatives under consideration. In theory, any subset of the universe of the products could be a purchasing alternative for $\Omega_{it}$. However, for computational efficiency, it is
feasible to consider a small number of purchase alternatives. This requires a sampling
procedure that generates the alternatives for Ω_{it}. We denote such generation procedure
as a function \( g(\Omega_{it}) \), that is, for any purchased products \( \Omega_{it} \), the function will generate
a certain number of purchase alternatives and each alternative is a set of products. As
each element of \( g(\Omega_{it}) \) is an alternative that is considered but not purchased by the
consumer, \( g(\Omega_{it}) \) can be understood as a set of negative samples and \( \Omega_{it} \) is the posi-
tive sample. Let \( \Pi_{it} = \Omega_{it} \cup g(\Omega_{it}) \) to represent all samples for user \( i \) at time \( t \). The
\( k \)-th sample of \( \Pi_{it} \) is denoted as \( \Pi_{it}^k \). For convenience, we assume \( \Pi_{it}^1 \) is the positive
sample \( \Omega_{it} \), and \( \Pi_{it}^k \) is chosen over the negative samples \( \Pi_{it}^k, k > 1 \) by the consumer.
Each element of \( \Pi_{it} \) represents a choice for the consumer and economists have developed
random utility models (RUMs) for the discrete choice problem\[116\], that is, models for
characterizing \( \Pi_{it}^1 \) is chosen over \( \Pi_{it}^k, k > 1 \). RUMs attach a random utility to each
choice,

\[
U_i(\Pi_{it}^k) = U_i(\Pi_{it}^1) + \epsilon_k
\]  

(4.12)

where \( \epsilon_k \) is a random variable that follows a certain probability distribution. The
probability that a consumer chooses \( \Pi_{it}^1 \) (i.e. \( \Omega_{it} \)) over other alternatives is:

\[
P \left( U_i(\Pi_{it}^1) > U_i(\Pi_{it}^k) \right) = P \left( \epsilon_k - \epsilon_1 < U_i(\Pi_{it}^1) - U_i(\Pi_{it}^k) \right)
\]  

(4.13)

where \( k = 2, \ldots, |\Pi_{it}| \). If \( \epsilon_1 \) and \( \epsilon_k \) follow iid Gumbel distribution, it can be shown that
the probability of choosing \( \Pi_{it}^1 \) is the following multinomial logistic model (MNL):

\[
P( y_{it} = 1 ) = \frac{\exp \left( U_i(\Pi_{it}^1) \right)}{\sum_{k=1}^{||\Pi_{it}||} \exp \left( U_i(\Pi_{it}^k) \right)}
\]  

(4.14)
Alternatively, if $\epsilon_k$ follows a Gaussian distribution, $P(y_{it})$ becomes a Probit models. In the rest of this chapter, we will use multinomial logistic regression.

### 4.2.5 Budget Constraint

The theory of consumer choice in microeconomics is concerned with how consumers maximize the utility of their consumption subject to their budget constraint. The utility of consumption is determined by consumers’ preferences and their corresponding utility mode as explained in Section 4.2.2. In economics, the budget is usually included as constraint for consumer choice optimization. Here, for simplicity, we include budget in an implicit manner. Remember we introduced the purchase alternative generation function $g(\Omega_{it})$ in previous section, but have not mentioned how it is specified. In fact, function $g$ is implemented through the budget constraint. More specifically, for any $\Omega_{it}$, we first derive the consumer’s budget as the sum of the expense for each product in $\Omega_{it}$. With the same products as in $\Omega_{it}$ and the same budget, we then generate different quantity assignments for the products. Each quantity assignment is an purchase alternative for $\Omega_{it}$. So each element of $g(\Omega_{it})$ differs from $\Omega_{it}$ only by the product quantities.

### 4.2.6 Model Parameter Learning

Given the observed transactions/orders and the consumer discrete choice modeling framework, the model parameters $\Theta$ can be optimized by minimizing the *Negative*
Log-Likelihood (NNL) of the training data:

$$\argmin_{\Theta} \text{NLL}(D; \Theta)$$

$$= - \sum_{i,t: I_{i,t} = 1} \log (P(y_{it} = 1)) + \eta ||\Theta||^2$$

(4.15)

where $D$ is the training dataset. $I_{it} = 1$ if user $i$ places an order at time $t$. $P(y_{it})$ is the multinomial logistic regression model described in Section 4.14. $\eta \in \mathbb{R}^+$ is regularization coefficient which is determined using cross validation. $\Theta$ is the model parameters as defined in Equation 4.11.

The optimal model parameters can be found using gradient based methods such as stochastic gradient descent.

4.3 Multi-product Recommendation

The objective of our recommendation algorithm is to recommend a set of products that give the maximum utility. It is very challenging to recommend a set of items to the consumer without knowing what products the consumer already has. To avoid such situation, we assume that the consumer already has a few products in the shopping list and the recommender systems need to recommend more products for the same list. Let $\Gamma_{it} \in \Omega_{it}$ be the items in the shopping list. The goal of recommendation is to identify a set of items that brings the most utility gain if the items are added to the existing product list. Let $\Gamma'_{it}$ be the recommendations and the size of $\Gamma'_{it}$ is $K$. The
The recommendation task can be formally expressed as,

$$\arg\max_{\Gamma'_{it}} U(\Gamma_{it} \cup \Gamma'_{it})$$

(4.16)

where $|\Gamma'_{it}| = K$ and $\Gamma'_{it} \cap \Gamma_{it} = \emptyset$. Due to the large number of products in the system, it would be computationally expensive to evaluating all $\Gamma'_{it}$ in an exhaustive manner, especially when $K$ is large. For computational efficiency, we construct $\Gamma'_{it}$ in a greedy manner. The procedure is described in Algorithm 1.

**Algorithm 1: Multiple-product Recommendation by Greedy Matching**

<table>
<thead>
<tr>
<th>Data: Initial product list $\Gamma_{it}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: Recommendations: $\Gamma'_{it}$</td>
</tr>
</tbody>
</table>

1. $\Gamma'_{it} = \emptyset$;

2. for $step \leftarrow 1$ to $K$ do

3. // Find a product that gives the most utility gain

4. $\arg\max_{j \notin \Gamma_{it}} U(\Gamma_{it} \cup \{j\})$;

5. // $j$ is the solution of the above objective function

6. $\Gamma'_{it} = \Gamma'_{it} \cup \{j\}$;

7. $\Gamma_{it} = \Gamma_{it} \cup \{j\}$;

8. end
4.4 Experiment

We studied the proposed framework based on two real world E-commerce datasets. The experimental design and results are reported in this section.

4.4.1 Dataset Description

The following two real-world datasets are used in our experiments:

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Transactions</th>
<th>#Products</th>
<th>Average Size</th>
<th>Train/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>shop.com</td>
<td>86k</td>
<td>370k</td>
<td>~ 8</td>
<td>80%/20%</td>
</tr>
<tr>
<td>Amazon</td>
<td>7.8k</td>
<td>18k</td>
<td>~ 12</td>
<td></td>
</tr>
</tbody>
</table>

*shop.com Data*[^1]: This is a dataset from shop.com, which is an E-commerce website. This dataset is proprietary and is not publicly available. Each record in the dataset is a purchasing transaction with consumer ID, product price, product quantity and purchasing time. We treat each transaction as a positive training data point for Equation 4.14. The key data statistics are summarized in Table 4.3. As we are focusing on multiple products, we processed the dataset by removing transactions with less than two products.

*Amazon Baby Registry Data*[^2]: Amazon’s Baby Registry[^2] allows consumer to add and

[^1]: http://shop.com
[^2]: https://www.amazon.com/babyregistry
Table 4.2: Evaluation results for Top-$K$ recommendation performance on Precision, Recall, and $F_1$-measure. The baseline algorithms are *Bayesian Personalized Ranking* (BPR) and *Matrix Factorization* based *Collaborative Filtering* (CF) as shown in Equation 2.6. Please refer to Section 4.4.3 for more information about BPR.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Amazon Baby Registry Transactions</th>
<th>shop.com Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>@K</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>CF</td>
<td>BPR</td>
</tr>
<tr>
<td>Precision (%)</td>
<td>0.092</td>
<td>0.117</td>
</tr>
<tr>
<td>Recall (%)</td>
<td>0.074</td>
<td><strong>0.112</strong></td>
</tr>
<tr>
<td>$F_1$-measure</td>
<td>0.082</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>@K</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Method</td>
<td>CF</td>
<td>BPR</td>
</tr>
<tr>
<td>Precision (%)</td>
<td>0.022</td>
<td>0.076</td>
</tr>
<tr>
<td>Recall (%)</td>
<td>0.017</td>
<td>0.003</td>
</tr>
<tr>
<td>$F_1$-measure</td>
<td>0.019</td>
<td>0.006</td>
</tr>
</tbody>
</table>

manage products for babies. Each registry is like a wishlist which contains a list of products the list owner wants to purchase or receive. As the lists are publicly available,
we crawled the lists and their products to generate this data set. Each product comes with title, price, brand, category information. Some of the key statistics of the dataset are summarized in Table 4.3. We treat each wish list as a positive training point for Equation 4.14.

Each dataset involved can be viewed as a collection of transactions. Each transaction holds a set of products a consumer purchased or wanted at a certain time. The transactions are randomly split into two subsets - 80% of them are used for model training and the other 20% for testing. For each testing transaction, a small portion (20%) of the products are randomly masked and predicted by the recommendation algorithm based on other observed products in the same transaction.

For each training transaction, negative samples (purchase alternatives not chosen by the user) are generated, as they are required in Equation 4.14. For computational efficiency, we only generate negative product sets closer to the target positive chosen set. Given a chosen product set (an order or a wishlist), we assume the budget is the total cost of the products in the set. We keep the products unchanged and enumerate all quantity combinations that are subject to the same budget) constraint. Each quantity combination acts as a purchasing alternative. For computational efficiency, we further limit the size of $\Pi_u$ to be 10 by randomly sampling from $g(\Omega_u)$. 
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Table 4.4: Number of model parameters for each algorithm.

As our method represents item-item relationship, the resulted parameters is much fewer than other baseline algorithms.

<table>
<thead>
<tr>
<th></th>
<th>MPUM</th>
<th>BPR</th>
<th>CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of parameters</td>
<td>$N \times D$</td>
<td>$(M + N) \times D$</td>
<td>$(M + N) \times D$</td>
</tr>
</tbody>
</table>

$M$: Number of users, $N$: Number of items, $D$: Latent vector dimension

4.4.2 Evaluation Metric

Precision and recall at top-$K$ are used for evaluation, as they are the most widely used ranking evaluation metrics in existing literature. Let $\Gamma_i$ be the masked items in the $i$-th testing transaction and $\Gamma'_i$ is a list of recommended items by the recommendation algorithm under consideration. The metrics are defined as follows:

$$
\text{Precision}@K = \frac{1}{N} \sum_{i=1}^{T} \frac{|\Gamma'_i \cap \Gamma_i|}{K}
$$

$$
\text{Recall}@K = \frac{1}{N} \sum_{i=1}^{T} \frac{|\Gamma'_i \cap \Gamma_i|}{|\Gamma_i|}
$$

$$
F_1\text{-measure}@K = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
$$

(4.17)

where $K$ is the length of the recommendation list.

4.4.3 Experimental Results

We investigated the performance of our MPUM framework for the task of product recommendation for a transaction. For performance comparison, we considered the
Matrix Factorization based Collaborative Filtering (CF) algorithm described in Equation 2.6 and Bayesian Personalized Ranking (BPR) \[127\] as the baseline algorithms. BPR optimizes item ranking at individual level. Like MF based CF algorithm, BPR also represents user and item by latent vectors. It works by sampling non-purchased items and constructing preference pairs by pairing purchased items and non-purchased items. For example, if a user purchases product A and the algorithm samples product B which is not purchased by the user, a preference pair can be formed as $A \succ B$. BPR then represents each preference pair by a sigmoid function. The learning objective of BPR is to fitting the ranking pairs generated from the training dataset. Please refer to the paper for more details\[127\]. Both CF and BPR recommend by predicting the purchasing quantities directly. $|\Pi_d|$ in Eq. (4.14) is set to 10 and SGD learning rate is set to 0.01. For fair comparison, shared parameters of different models are set to be the same: the latent factor size is set to 10 and the regularization coefficient $\eta$ is set to 0.01.

The evaluation results on Amazon and shop.com datasets are reported in Table 4.2 and the largest value on each dataset and for each evaluation measure is significant at the 0.01 level.

It can be seen from the results that our proposed MPUM algorithm outperforms the baseline algorithms in nearly all the cases, and in particular, the performance advantage is more pronounced on the shop.com dataset. A possible reason is that the shop.com dataset has much lower density (0.00205%) than the Amazon dataset (0.0655%). Compared to baseline algorithms, our method is less sensitive to low den-
sity. This is because the CF and BPR approaches introduce latent vectors for users (i.e., transactions in our problem) and products, and then learn the vectors through user-product interaction pairs, while our MPUM algorithm only concerns product-product relationships and models the transactions indirectly through its products without the need to consider the vastly sparse user-product pairs. As a result, our MPUM requires much less model parameters than the baseline algorithms. Please refer to Table 4.4 for the number of parameters for each algorithm.

4.4.4 Further Analysis: Empirical Study of Economic Intuition

We conducted some further analysis to investigate the economic intuition of our approach in terms of learned utility functions. In our analysis, we focus on the CES utility function in Eq.(4.5), because by examining the Elasticity of Substitution (ES) for real-world products learned by our model, we hope to find intuitive explanations for our principled economic-driven approach in practical applications.

We also compute the average ES for each product in the Amazon Baby Registry dataset by averaging its estimated ES with all other products. We find that the popularity of a product in the dataset is highly negatively correlated with the corresponding ES. This means popular products have relatively smaller ES values, which suggests popular items tend to be more complementary with other products.

More specifically, Figure 4.2 shows the logarithm of popularity of a product (y axis) against the average ES of the product (x axis). The correlation between log(popularity) and ES values is -0.916 for these products. Because we care more about
the product ranking lists for recommendation rather than the absolute ES values in practice, we further rank the products according to ES and investigate the relation between \( \log(\text{popularity}) \) and the rankings (Figure 4.2 right). The correlation is -0.931. Further analysis shows that the products with small average ES values in Figure 4.2 are mostly baby care necessities (e.g., pacifier, plug cover, and teether) that are complementary with many products, which makes them generally popular in most of the transactions.

These findings are encouraging and suggest that our proposed utility maximization approach conforms with human intuitions. It makes it possible to discover product substitutional/complementary relationships from real-world transaction data automatically, based on combining machine learning techniques with principled economic theories.

### 4.5 Related Work

Most existing recommendation methods predict an individual product score for each user and rank products accordingly, without considering relationships between the recommended items. One major problem is that the top ranked recommendations might be very similar or even duplicates, which usually is not desirable. To address this issue, researchers proposed to diversify the recommendation results\cite{71,124,188,98}. As the potential benefits of diversity to individual users and business are huge, the diversity problem has been heavily studied, mainly on other datasets such as news, movies.
Figure 4.2: Scattered relations of the product popularity v.s. the average Elasticity of Substitution (ES) of the corresponding product as well as the the ranking of ES values.

and music [31][4]. Diversity is used either at recommendation candidates selection, at the item score prediction stage, or at the top-N product re-ranking/filtering stage after individual item scores have been predicted. A typical approach is to introduce certain diversity measures such as the number of categories/singers, relative share of recommendations above or below a certain popularity rank percentile [24], or measure over product graph [4]. Another approach is to use measures that will achieve diversity indirectly, such as the risk of a user portfolio of multiple products [149]. Although diversity
is not the focus of this chapter, the proposed method will lead to diversity naturally as the result of Diminishing Marginal Utility. How to trade off diversity and accuracy, and how to diversify differently for different product categories will be inferred from the utility model learned from consumer choice data.

The most related work to ours is [114]. This study focuses on the category of clothes and assumes products purchased together are complements and products viewed together are substitutes. They showed that the co-viewed and co-purchased product relationships could be discovered based on the visual appearance of the clothes. However, relationships exist for different reasons for different products, and the visual methods will not generalize to all other product categories. In contrast, our approach is very general and directly leads to many different product recommendation results.

Another line of research related to this chapter is work about the next basket recommendation problem, which models the sequential pattern of user purchases and recommends a set of items for the user’s next visit based on previous purchases. A series of methods have been developed for next basket recommendation [129] [172] [59] [40] [173], among which the Hierarchical Representation Model (HRM) [173] represents state of the art. HRM combines general taste by conventional CF and information from previous transaction aggregated by a nonlinear function. Although this chapter is not focused for the next basket recommendation problem, the proposed multi-product utility model can be applied to solve this problem. Assuming products the user has purchased before are already in the set and fixed, the system just needs to find and recommend more products to optimize the total utility for the user.
In recent years, there have been some efforts in bringing economic principles into E-commerce recommendation systems. In [169], the authors propose to adopt the law of diminishing marginal utility at the individual product level so that perishable and durable products are treated differently. In [187], a mechanism is developed to estimate consumer’s willingness-to-pay (WTP) in the E-commerce setting and the estimated WTP is used to price products at the individual level so that seller’s profit is maximized. In [186], a total surplus based recommendation framework is proposed to match producer and consumer so that the total benefit is maximized. Our research falls into this category and tries to handle the multi product recommendation problem based on solid economics principles and practical recommendation techniques.

In particular, recognition of product substitutability and complementarity has been considered important for the study of how the demand of one product is affected by other products [25, 139, 140, 150]. Our proposed research is motivated by these existing economic studies.

### 4.6 Summary and Future Work

Utility is commonly used by economists to characterize consumer preference over alternatives and it serves as the cornerstone for consumer choice theory [56]. Motivated by existing research in economics, we introduced a general utility based framework for multiple products recommendation. Starting with Marginal Rate of Substitution defined over the products indifference curve, we derived several candidate utility functional
forms that can model both substitutes and complements. The model parameters are learned based on existing consumer data. Recommendations of multiple products are generated by maximizing the learned utility model. Experimental results on both Amazon and shop.com e-commerce data sets demonstrated the effectiveness of the proposed approach for recommendation. Further analysis also shows complements and substitutes found by the model look reasonable.

Modeling the relationships between products is a fundamental problem for various recommendation tasks, such as package recommendation, next basket recommendation and top K product recommendation. Although our experiments are about top K products recommendation, the proposed framework can be applied to other usage scenarios in the future. We expect the proposed framework to complement some very different existing methods that implicitly capture product relationships, such as list-wise CF or list-wise learning to rank, and it would be interesting to compare them in the future. This is a first toward multi-product utility modeling and there is much room to further improve the techniques. For example, the functional form of MRS could be adjusted to capture other product relationships besides complements and substitutes. We can also introduce product features and user features into this framework. In Section 4.3, we used a greedy method to generate a set of recommendations. We admit that the greedy approach is a simple treatment due to the computational efficiency consideration. In the future, it is worthwhile to look into other more principled approach.
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Chapter 5

For platform: Total Surplus

Maximization based recommendation

In Chapter 3, we propose to maximize producer profit, or producer surplus, through customizing promotion rate at individual level. In Chapter 4, we propose to recommend products to consumers by maximizing consumer utility which can potentially lead to consumer surplus if the consumer utility becomes cardinal utility. So far, we have studied how product recommender systems might be designed to optimize one side’s benefit but we have not discussed how recommender systems could improve the benefit of the entire market. In welfare economics, total surplus, as defined by Equation 2.18, is used to indicate whether or not a market is efficient. If the total surplus resulted from all sales in the market is maximized, market efficiency is achieved. The opposite of market efficiency is market failure. In this chapter, we focus on designing product recommender systems that optimizes the well-being of the platform based on
Figure 5.1: Illustration of total surplus for free market where the price is the equilibrium price. The total surplus is the sum of the consumer surplus and producer surplus.

total surplus maximization.

Why should we care about market efficiency? To answer this, let us consider the simplest market which comprises one product and three consumers. The quantity of the product is 2. The cost of the product is 10$ and the consumer’s WTP is 15$, 20$, 25$. Each consumer only needs 1 product. There are 3 ways to allocate the product to the consumers and each allocation results different total surplus. Clearly, when the product is allocated to the two consumers of the highest WTP, it results the most total surplus – 25$. Maximized total surplus is desirable, as it means the goods or services have been allocated to consumers who value them mostly. Efficient allocation is especially important when the resources are limited.

We have seen how seen the significance of total surplus in a hypothetical setting. As the objective of this Chapter is to propose a recommendation framework that
is based on optimizing total welfare of the market, it is necessary for us to know whether or not a free market is efficient. Consider the demand and supply of one product in the market. Figure 5.4 illustrates how demand and supply changes with the product price. The demand curve is downwards sloped which can be explained by *diminishing marginal utility* theory. For providers who produce the products, supply curve is used to describe the relationship between the quantity the providers want to produce and the price the product sells. The supply curve is upwards sloped which can be explained by the *diminishing marginal product* theory for production. Given the demand curve and supply curve, the product price has the tendency to move to the equilibrium point where demand and supply equal. As shown in Figure 5.4, the total surplus for market in equilibrium is the area between the demand curve and supply curve up to the equilibrium pricing point. In order to answer the question about whether the free market earlier, we need to study the total surplus for different prices, e.g. price below or above equilibrium price. It can be shown that the total surplus is maximized at the equilibrium price [56]. That being said, free market is efficient, or more precisely, Competitive Equilibrium is efficient absent externalities, in a complete information setting. Externalities refer to the impact one party have on others in ways that are not captured by the market price. For example, if production emits pollution, it potentially impacts many people and it imposes the society costs which are not taken into account by the producer until some other party imposes the costs on the producer. Our study of free market efficiency so far assumes the absence of externalities and complete information. Though both consumers and producers are self-interested and neither of them cares about whether the market
is efficient, surprisingly, they are together led by an invisible hand to an equilibrium where the market efficiency is achieved [2].

The above analysis seemingly suggests that since free market already maximizes total surplus, no extra effort is needed for matching products to consumers. However, this is not the case as the above analysis is based on very simplistic setting. For example, only one product is considered and the analysis studies how demand and supply is influenced by price, assuming other factors, e.g., consumer income, substitute products, are constant. The analysis of total surplus for real-world market, especially E-commerce, is much more complicated than the above one product market setting.

Online applications and services have grown tremendously in recent years. Consumers find products on E-commerce websites like Amazon or via social networks like Facebook, borrowers and lenders find each other via P2P lending services like Prosper, and freelancing websites like Amazon Mechanical Turk and Upwork match short term workers with employers. We call this matching between producers and consumers as Online Service Allocation (OSA). OSA seems destined to grow rapidly in the years ahead.

Because consumers typically have the right and the ability to choose freely among available online services, an enforced allocation is usually impractical. Service allocation therefore is typically performed online via search [23] and recommendation [132] systems. Search engines, such as Google or Amazon product search, leverage knowledge about consumers’ intentions, while many recommender systems for products or social networks try to infer consumer needs without explicit user queries.
By its nature, service allocation is a two-sided matching activity, e.g., of consumers with producers. Economists since Adam Smith (1776) [2] have taken a balanced view of service allocation. The key insight is that maximizing total surplus – the sum of producers’ profit and consumers’ net benefit – is in the best interest of society, and potentially enables both sides to be better off than they would be if that maximum is not achieved.

Existing recommendation systems in online service matching platforms typically lack this balanced perspective. Most are designed with a focus on the benefits to only one side, while the benefits of the other side are ignored or even sacrificed, because there is always a potential conflict of interest between consumers and producers [56]. For example, the widely adopted Collaborative Filtering (CF) [132, 158] approach for recommendation is based on the preferences of consumers, and the benefits of producers play little role. Some online P2P lending systems focus on improving the revenue of lenders, while neglecting the surplus of borrowers. Such an imbalance is problematic because if one side does not gain much benefit, it may do better elsewhere and leave the platform.

The purpose of this chapter is to illustrate how to operationalize the economists’ insight in online service allocation into personalized recommendation systems to solve the problem for better social good of the online society. We propose a Total Surplus Maximization (TSM) framework to integrate both consumer surplus and producer surplus into recommendation systems. By TSM, the system creates a bigger pie (total surplus) for consumers and producers to divide. There is a large gap between the
traditional application of the economists’ insight (a competitive market for a uniform commodity, with lots of small producers and consumers) and online allocation of very personalized and heterogeneous services. To fill the gap, we develop surplus-oriented metrics for personalized recommendations for heterogeneous products, and illustrate their use in several online markets.

We will offer evidence that the TSM framework can improve performance to the benefit of both sides. Indeed, our analysis and results for three real-world datasets (E-commerce, P2P lending, online freelancing) conclude that TSM-based recommendation performs better than standard recommendation techniques on traditional metrics. Furthermore, society as a whole is better off in terms of total surplus when better satisfying the needs of both the consumers and the producers.

The rest of this chapter is organized as follows. Section 5.1 presents the Total Surplus Maximization (TSM) framework for Online Service Allocation (OSA), and Section 5.2 tailors it for three typical applications. Results from fitting the models appear in Section 5.3. Section 5.4 notes connections to related work, and Section 5.6 offers concluding remarks.

5.1 The Framework for OSA

In this section, we propose our Total Surplus Maximization (TSM) framework for the problem of Online Service Allocation (OSA). For clarity in organization and easy understanding, we introduce the key components in a logical order, and then unify
these components to present the whole framework.

5.1.1 Problem Formalization

We consider the problem of providing online services, i.e., distributing goods among given users as an analogy, so that the total surplus is maximized during this process. The problem takes as given a finite set of consumers \( i = 1, ..., m \) with preferences not yet specified, and goods \( j = 1, ..., n \), each of which is produced by a single producer \( k(j) \in \{1, ..., r\} \).

Each good is available in limited quantity; \( M_j \geq 0 \) is the total amount of good \( j \) that its producer can supply to the system. For example, \( M_j = 1 \) in online freelancing networks because each job can only be provided once to only one freelancer; in P2P lending networks like Prosper, we have \( 0 < M_j < \infty \), which is the amount of money requested by each loan; for E-commerce websites like Amazon, however, we can treat

<table>
<thead>
<tr>
<th>Application</th>
<th>E-commerce</th>
<th>P2P Lending</th>
<th>Freelancing</th>
</tr>
</thead>
<tbody>
<tr>
<td>( CS_{ij}(Q_{ij}) )</td>
<td>( \hat{a}<em>{ij} \ln(1 + Q</em>{ij}) - P_j Q_{ij} )</td>
<td>( (r_j - \hat{r})Q_{ij} )</td>
<td>( h(\hat{r}<em>{ij})s_j Q</em>{ij} )</td>
</tr>
<tr>
<td>( PS_{ij}(Q_{ij}) )</td>
<td>( (P_j - c_j)Q_{ij} )</td>
<td>( (r_{j}^{\text{max}} - r_j)Q_{ij} )</td>
<td>( h(\hat{r}<em>{kj})s_j Q</em>{ij} )</td>
</tr>
<tr>
<td>( S )</td>
<td>( \mathbb{N} )</td>
<td>( \mathbb{R}_+ )</td>
<td>( {0,1} )</td>
</tr>
<tr>
<td>( M )</td>
<td>( M_j = \infty )</td>
<td>( 0 &lt; M_j &lt; \infty )</td>
<td>( M_j = 1 )</td>
</tr>
<tr>
<td>( p(Q_{ij}) )</td>
<td>( p(Q_{ij} = q) = \lambda_{ij}^q e^{-\lambda_{ij}} / q! \log(Q_{ij}) \sim \mathcal{N}(\mu_{ij}, \sigma_{ij}) )</td>
<td>( p(Q_{ij} = 1) = \alpha_{ij}, P(Q_{ij} = 0) = 1 - \alpha_{ij} )</td>
<td></td>
</tr>
<tr>
<td>( \bar{Q}_{ij} )</td>
<td>( \lambda_{ij} )</td>
<td>( \mu_{ij} )</td>
<td>( I_{\alpha_{ij}} = \max{\alpha_{ij}}^m_{\nu=1} )</td>
</tr>
</tbody>
</table>

Table 5.1: Specifications for three exemplary applications of the Total Surplus Maximization framework.
\( M_j = \infty \) because for most normal goods, the producer can replenish the stock in case of an increasing market demand.

The Online Service Allocation (OSA) problem thus aims to find an Allocation Matrix \( Q = [Q_{ij}]_{m \times n} \), where \( Q_{ij} \geq 0 \) is the quantity that consumer \( i \in 1 \ldots M \) is provided with good \( j \in 1 \ldots N \).

The capacity vector \( M = [M_1, M_2, \cdots, M_n] \) leads to the feasibility constraint \( \sum_i Q_{ij} \leq M_j \) for each good \( j \), i.e., \( 1^T Q \leq M \), where 1 is a column vector of 1’s. In different real-world application scenarios we may apply extra constraints on \( Q \) to meet specific task characteristics. For example, \( Q_{ij} \in \mathbb{N} \) for E-commerce goods, or \( Q_{ij} \in \{0, 1\} \) for online freelancing services.

The problem of OSA widely exists and finds its instantiation in a lot of online services or mobile applications wherever there is service consumption. Besides E-commerce, P2P lending, and freelancing services as we showed here, other applications include riding services such as Uber and Lyft, group purchase services such as Groupon, or even lodging services such as Airbnb.

### 5.1.2 Personalized Utility

Different consumers may experience different utility even from the same quantity of the same good. On E-commerce websites, for example, one consumer who owns an SLR camera may obtain a high consumer surplus when supplied with an SLR lens; however, the surplus may be extremely low when a lens is provided to someone without a camera. For P2P lending, similarly, the same amount of money could mean a huge
surplus to someone that has an urgent need (thus willing to accept a higher interest rate), while the surplus may be lower for those who are not that desperate for money (thus insists on lower interest rates).

This ‘personalized’ feature of utility makes up the inherent driving power for service allocation, which makes it reasonable for us to match the appropriate good with the appropriate consumer so as to maximize the potential total surplus in the whole system. This process can come in the form of personalized recommendation or intelligent marketing assistance to decision makers in practical applications.

In Section 2.3.1, we have already seen some of the commonly used utility functions. In the E-commerce application, we adopt the KPR utility function for personalized utility $U_{ij}(q)$ on a consumer-to-good level, namely:

$$U_{ij}(q) = a_{ij} \ln(1 + q)$$  \hspace{1cm} (5.1)

where $U_{ij}(q)$ indicates the utility when supplying a quantity $q$ of good $j$ to consumer $i$, which is parameterized by the personalized shape parameter $a_{ij}$.

The estimation procedure for $a_{ij}$ varies with the availability of data and the applicable economic theory. For example, we adopt the Law of Zero Surplus for the Last Unit [54] for the inference of $a_{ij}$ in E-commerce, while the property of percentage surplus is applied in freelancing. We will exposit in more details in the Model Specification section below.

\[1\text{King-Plosser-Rebelo}\]
5.1.3 Total Surplus Maximization

Given perfect information on the personalized utilities $U_{ij}(q)$ and the cost function $C_j(q)$ for each good $j$, the TSM approach for online service allocation would seek an exact allocation matrix $Q$ so as to maximize the total social surplus subject to the relevant constraints:

$$\text{maximize} \quad \sum_i \sum_j \left( U_{ij}(Q_{ij}) - C_j(Q_{ij}) \right)$$

$$\text{s.t.} \quad 1^TQ \leq M, \quad Q_{ij} \in S$$

(5.2)

where $S$ is the set of feasible values for a specific application, e.g., $S = \mathbb{N}$ for E-commerce and $S = \{0, 1\}$ for online freelancing.

However, in practical applications we have only estimates of utilities and costs, and consumers may not always choose what appear to be the optimal quantities of goods. To account for measurement error (or decision error by consumers), we regard observed consumer choice as stochastic. That is, the elements $Q_{ij}$ in allocation matrix $Q$ are random variables with a probability distribution. The choice of probability distribution of $Q$, namely, $p(Q_{ij})$, depends on the application. Please refer to Table 5.1 for the distribution used for the applications investigated in this work. We pose the service allocation problem as maximizing expected total surplus:

$$\text{maximize} \quad \sum_i \sum_j \int \left( U_{ij}(Q_{ij}) - C_j(Q_{ij}) \right)p(Q_{ij})dQ_{ij}$$

$$\text{s.t.} \quad 1^T \int Qp(Q)dQ \leq M, \quad Q_{ij} \text{ is a random variable}$$

(5.3)

where $p(Q_{ij})$ is the probability density function of each quantity $Q_{ij}$, $p(Q) = [p(Q_{ij})]_{m \times n}$, and the integral on $Q$ is per element wise. Here $\Theta$ are the model parameters by which
the probability distribution $p(Q)$ can be determined. For example, in our E-commerce example, $\Theta$ are the user and item latent vectors for the Collaborative Filtering (CF) modeling on the arrival rate parameter $\lambda_{ij}$ of the Poisson distribution defined in Equation 5.1. Please note that Equation 5.3 could reduce to optimizing w.r.t the mean value of the probability distribution of $Q$ if $Q$ can be separated out from $U_{ij}(Q_{ij})$. This is the case for the P2P lending example as shown in Equation 5.16. However, without loss of generality, we reserve this probability notation.

The model produces the optimal density functions $p(Q)$ as the final output, and we take the expectation $\bar{Q} = \int Qp(Q)dQ$ as the final allocation matrix to make system decisions. This probabilistic interpretation simplifies the computation in some applications, as explained in the next section.

5.2 Model Specification

We now discuss how to implement our TSM framework for online service allocation for three different online applications. Table 5.1 summarizes key specifications.

5.2.1 E-commerce

We first estimate personalized utility $U_{ij}(q)$ from consumer purchasing records. Although $U_{ij}(q)$ is not directly observed in the data, it is subject to the Law of Zero Surplus for the Last Unit [54]: as suggested in Figure 2.2, a rational consumer $i$ will purchase quantity $q_{ij}$ on good $j$ because each unit up to that point brings additional satisfaction worth more than the price, but additional units beyond $q_{ij}$ are not worth
the price. To spell it out, let $CS_{ij}(q_{ij}) = U_{ij}(q_{ij}) - P_{j}q_{ij}$ be the Consumer Surplus (CS) obtained from such a purchasing behavior, where $P_{j}$ is the price of product $j$. Then the law of zero surplus gives us the following constraints:

$$\Delta CS_{ij}(q_{ij}) = CS_{ij}(q_{ij}) - CS_{ij}(q_{ij} - 1) \geq 0$$

$$\Delta CS_{ij}(q_{ij} + 1) = CS_{ij}(q_{ij} + 1) - CS_{ij}(q_{ij}) < 0$$

(5.4)

In the spirit of collaborative filtering as described in Section 2.1.1, we model the personalized parameter in Eq.(5.1) as $a_{ij} = \alpha + \beta_{i} + \gamma_{j} + \vec{x}_{i}^{T}\vec{y}_{j}$, where $\vec{x}_{i}$ is the $K$-dimensional consumer latent factor of consumer $i$, and $\vec{y}_{j}$ is similarly the latent factor corresponding to good $j$. Hence, the shape parameters $a_{ij}$ become intermediate parameters that can be derived from the actual parameters $\Theta = \{\alpha, \beta_{i}, \gamma_{j}, \vec{x}_{i}, \vec{y}_{j}\}$ in model optimization. Based on this, we minimize the following Negative Log-Likelihood (NLL) of the observed purchasing records:

$$\min_{\Theta} -\log p(D) + \text{Regularization on } \Theta$$

$$= -\sum_{i=1}^{m} \sum_{j \in B_{i}} \log \left( Pr(\Delta CS_{ij}(q_{ij}) \geq 0) Pr(\Delta CS_{ij}(q_{ij} + 1) < 0) \right)$$

$$+ \lambda(\alpha^{2} + \sum_{i=1}^{m} \beta_{i}^{2} + \sum_{j=1}^{n} \gamma_{j}^{2} + \sum_{i=1}^{m} \|\vec{x}_{i}\|^{2} + \sum_{j=1}^{n} \|\vec{y}_{j}\|^{2})$$

(5.5)

s.t. $\vec{x}_{i}, \vec{y}_{j} \geq 0$, $\forall 1 \leq i \leq m$, $1 \leq j \leq n$

where $B_{i}$ represents the products purchased by user $i$. Please note that in our current implementation, as we only consider the purchased products, but it would be interesting to include some non-purchased products in the objective function. We leave this as future work. The regularizer with coefficient $\lambda > 0$ is used to prevent model overfitting. We apply the commonly used non-negative constraints [91, 90] on the latent
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factors $\{x_i\}_{i=1}^{m}$ and $\{y_j\}_{j=1}^{n}$, and adopt the sigmoid function to model the probabilities, which are

$$Pr(\Delta CS_{ij}(q_{ij}) \geq 0) = \frac{1}{1 + \exp(-\Delta CS_{ij}(q_{ij}))} \quad (5.6)$$

and

$$Pr(\Delta CS_{ij}(q_{ij} + 1) < 0) = 1 - Pr(\Delta CS_{ij}(q_{ij} + 1) \geq 0). \quad (5.7)$$

An optimal solution of Eq.(5.5) can be obtained by gradient descent, which involves the computation of the gradients on the shape parameter $a_{ij}$. To simplify the computation and make it possible for model estimation, we adopt the KPR utility function $U_{ij}(q) = a_{ij} \ln(1 + q)$. After the above model fitting process, we have the parameter estimates to compute the shape parameters $\hat{a}_{ij}$. These in turn give us the personalized utility functions $U_{ij}(q)$

$$U_{ij}(q) = \hat{a}_{ij} \ln(1 + q) = (\alpha + \beta_i + \gamma_j + \bar{x}_i^T \bar{y}_j) \ln(1 + q). \quad (5.8)$$

To obtain producer surplus we assume constant marginal cost of selling E-commerce goods. The (variable) cost function then is $C(q) = c_j q$, where $c_j$ is the cost of a unit service of good $j$. Because $Q_{ij} \in \mathbb{N}$, we assume that the elements $Q_{ij}$ in the allocation matrix $Q$ of Eq.(5.3) follow a Poisson distribution, i.e.,

$$p(Q_{ij} = q) = \lambda_{ij}^q e^{-\lambda_{ij}} / q! \quad (5.9)$$

where the $\lambda_{ij}$’s are the distribution parameters. Finally, the framework for OSA based on total surplus maximization in Eq.(5.3) can be specified to the following optimization
problem:

$$\min_{\Theta'} - \sum_{i=1}^{M} \sum_{j \in B_i} \sum_{q=0}^{\infty} \frac{\lambda_{ij}^q e^{-\lambda_{ij}}}{q!} (\hat{a}_{ij} \ln(1 + q) - c_j q)$$

$$+ \eta \sum_{i=1}^{M} \sum_{j \in B_i} (\lambda_{ij} - q_{ij})^2$$

(5.10)

where \(\Lambda = [\lambda_{ij}]_{m \times n}\) are the distribution parameters of the Poisson distribution for the quantity matrix \(Q\), \(\eta > 0\) is regularizer coefficient, \(B_i\) is the set of products purchased by user \(i\), and \(q_{ij}\) is the actual purchasing quantity. The quantity constraints are left out because \(M_j = \infty\). As \((\hat{a}_{ij} \ln(1 + q) - c_j q)\) is nonlinear function w.r.t \(q\), the summation over \(q\) in Equation (5.10) cannot be eliminated. Please note that \(\Lambda\) should be viewed as intermediate parameters, as in fact they are resulted by applying Collaborative Filtering (CF) approach defined in Equation (2.6) to user \(i\) and product \(j\), that is,

$$\lambda_{ij} = \vec{x}_i^T \vec{y}_j' + \alpha_i' + \beta_j' + \gamma'$$

(5.11)

where \(\vec{x}_i, \vec{y}_j\) \(\in \mathbb{R}^D\), \(\alpha_i', \beta_j', \gamma' \in \mathbb{R}\). So the model parameters \(\Theta' = \{\vec{x}_i, \vec{y}_j', \alpha_i', \beta_j', \gamma'\}\). In practice, it is sufficient for us to sum only the first few terms for evaluating the expectation w.r.t Poisson distribution when \(\lambda_{ij}\) is small. For our E-commerce experiment, as the purchase quantities \(q_{ij}\) are small numbers, summing \(q\) from 0 to 10 gives us good approximation of the true value.

The minimization of both Eq.(5.5) and Eq.(5.10) can be conducted based on gradient descent. Once the distribution parameters \(\Lambda\) are obtained from Eq.(5.10), we have the expected allocation matrix \(\bar{Q}\) as:

$$\bar{Q}_{ij} = \sum_{q=0}^{\infty} q \cdot \frac{\lambda_{ij}^q e^{-\lambda_{ij}}}{q!} = \sum_{q=0}^{\infty} \frac{\lambda_{ij}^q e^{-\lambda_{ij}}}{(q - 1)!} = \lambda_{ij}$$

(5.12)
which we take for service allocation and product recommendation. Note that in the regularizer of Eq. (5.10), $\lambda_{ij}$ is actually the expectation of quantity $Q_{ij}$ according to the nature of Poisson distribution (Eq. (5.12)). As a result, the regularization component applies a guidance to the learning process, so that the estimated allocation quantities for those observed transactions in the training dataset would be close to their actual values.

### 5.2.2 Online Peer-to-Peer Lending

In P2P lending services like Prosper, the borrowers are loan request producers, since the loan requests can be viewed as financial products. The lenders are consumers of these financial products. Here the OSA problem is how the lenders (i.e., consumers) should distribute their assets among the loan requests (i.e., determining the allocation matrix $Q$), so that total surplus in the system is maximized.

In a standard online lending process, the borrower (request producer) $k$ initiates a loan request $j$ by specifying two features: the size of the loan $M_j$, and its maximal interest rate $r_{j}^{\text{max}}$ that she is willing to offer. Once a request is generated, the lenders (request consumers) $i$ bid the request by providing the amount of money they would like to lend and the interest rates they ask for, which should be lower than or equal to $r_{j}^{\text{max}}$. When the total amount of money in bid exceeds the request in a given time period, the loan request then makes a deal, and the top bidders (those with the lowest interest rates) whose money amounts to the request win the bid. The highest interest rate among the winners is set as the final interest rate $r_j$ for the loan $j$. 
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The consumer surplus for the lenders is the interest they obtain from this loan $r_j Q_{ij}$, less the opportunity cost $\hat{r} Q_{ij}$ of investing the money in other ways. In practice, the opportunity cost should be individual specific and nontrivial to track. In this work, we simply treat the opportunity cost as some risk-free interest investment. We understand this assumption is rather restrictive and is hardly viable in practice. In Section 5.5 we will discuss more feasible alternative ways of opportunity cost modeling. Even still, please be aware that as P2P lending is essentially an investment problem from the lender’s perspective, it requires a plethora of investment theory and statistical modeling. We are interested to delve deeper in this direction in the future. As we view the opportunity cost of all people as saving money in bank, the Consumer Surplus (CS) is,

$$CS_{ij}(Q_{ij}) = (r_j - \hat{r})Q_{ij} \quad (5.13)$$

where $\hat{r}$ is the saving interest. Similarly, the producer surplus (PS) for the borrowers is the interest they would be willing to pay $r_{j}^{max} Q_{ij}$, less the actual interest they have to pay $r_j Q_{ij}$, namely,

$$PS_{ij}(Q_{ij}) = (r_{j}^{max} - r_j)Q_{ij} \quad (5.14)$$

Thus the total surplus is:

$$TS_{ij}(Q_{ij}) = CS_{ij}(Q_{ij}) + PS_{ij}(Q_{ij}) = (r_{j}^{max} - \hat{r})Q_{ij} \quad (5.15)$$

Because $Q_{ij}$ represents a quantity of money that is a non-negative continuous variable, we can apply a probability distribution defined on non-negative random variable. For example, a log-normal distribution could be adopted for $Q_{ij}$, namely,
\[
\log(Q_{ij}) \sim \mathcal{N}(\mu_{ij}, \sigma_{ij}).
\]
However, as \(Q_{ij}\) in Equation 5.15 is linear w.r.t \(p(Q_{ij})\), regardless of whatever probability distribution used for \(Q_{ij}\), the expected total surplus maximization in Equation 5.3 can be simplified as,

\[
\max_U \sum_i \sum_j \mu_{ij} (r_j^{\text{max}} - \hat{r})
\]

\text{s.t. } 1^T U \leq M, \quad \mu_{ij} \in \mathbb{R}_+
\]

(5.16)

where \(U\) are the model parameters, \(\mu_{ij}\) is the mean of the probability distribution \(p(Q_{ij})\) and \(M_j\) is the total money lender \(j\) holds. The optimal solution of Equation 5.16 can be found by linear programming. Finally, we take the expected quantity under Gaussian distribution as the allocation matrix, i.e.,

\[
\bar{Q}_{ij} = \mu_{ij}
\]

(5.17)

This result is interesting in that it allows us to allocate the investments in a greedy manner according to the per capita surplus \((r_j^{\text{max}} - \hat{r})\) of each loan request, which is an intuitional rule for investment in practice and easily applicable in real-world systems.

### 5.2.3 Online Freelancing Platforms

In online freelancing networks like Mturk and Upwork, the employer (job producer) \(k\) posts job \(j\) online, and the freelancers (job consumers) \(i\) apply for the jobs that they are willing to take. Because a job can only be assigned to a single freelancer and a freelancer can only decide to take a job or not, rather than take part of a job, the elements \(Q_{ij}\) in allocation matrix \(Q\) can only be binary values in \(\{0, 1\}\).
The employer and freelancer negotiate to decide the salary $s_j$ for job $j$. After the job is accomplished, they rate each other, indicating their satisfaction about the other side. We denote the rating given by freelancer $i$ and employer $k$ about the job $j$ as $r_{ij}$ and $r_{kj}$, respectively, which are integers in a specific rating scale.

To estimate the consumer and producer surplus experienced on a given job, we adopt the economic assumption that the percentage surplus against the price that the consumer pays or the producer obtains is proportional to the normalized ratings that they cast on each other \cite{54, 187}, i.e., a higher rating implies a higher percentage surplus.

To do so, we predict the freelancer-job ratings $\hat{r}_{ij}$ and employer-job ratings $\hat{r}_{kj}$, respectively, based on the Collaborative Filtering (CF) approach of Eq.\eqref{eq:2.4} introduced in section \ref{sec:2.1.1}. By the sigmoid function $h(x) = \frac{2}{1+\exp(-x)} - 1$, we further model the percentage surplus for freelancers as:

$$
\frac{U_{ij}(Q_{ij}) - s_j}{s_j} = h(\hat{r}_{ij})Q_{ij} = \left(\frac{2}{1 + e^{-\hat{r}_{ij}}} - 1\right) Q_{ij}
$$

and the percentage producer surplus as:

$$
\frac{s_j - C_j(Q_{ij})}{s_j} = h(\hat{r}_{kj})Q_{ij} = \left(\frac{2}{1 + e^{-\hat{r}_{kj}}} - 1\right) Q_{ij}
$$

where $Q_{ij} \in \{0, 1\}$ can be viewed as a binary indicator that whether or not a job is assigned, so that a surplus can be obtained for consumers and producers in Eq.\eqref{eq:5.18} and \eqref{eq:5.19}.

As a result, the consumer, producer, and total surpluses implied in a specific
job assignment \( i \) to \( j \) are:

\[
CS_{ij}(Q_{ij}) = U_{ij}(Q_{ij}) - s_j = h(\hat{r}_{ij})s_jQ_{ij}
\]

\[
PS_{ij}(Q_{ij}) = s_j - C_j(Q_{ij}) = h(\hat{r}_{kj})s_jQ_{ij}
\]

\[
TS_{ij}(Q_{ij}) = (h(\hat{r}_{ij}) + h(\hat{r}_{kj}))s_jQ_{ij}
\]

(5.20)

On considering that \( Q_{ij} \) is binary valued, we apply a Bernoulli distribution to model its probabilistic nature, i.e.:

\[
p(Q_{ij} = 1) = \alpha_{ij}, P(Q_{ij} = 0) = 1 - \alpha_{ij}
\]

(5.21)

where \( 0 \leq \alpha_{ij} \leq 1 \). Let \( A = [\alpha_{ij}]_{m \times n} \) be the parameter set, and let \( M_j = \sum_i \alpha_{ij} = 1 \) because each individual job is by nature provided only once. The OSA problem for online freelancing services is thus specified as:

\[
\text{maximize } A \sum_i \sum_j (h(\hat{r}_{ij}) + h(\hat{r}_{kj}))s_j\alpha_{ij}
\]

\[
s.t. \ 1^T A \leq 1, \ 0 \leq \alpha_{ij} \leq 1
\]

(5.22)

The solution of Equation (5.22) can be obtained by assigning job \( j \) to freelancer that gives the most total surplus, namely,

\[
A_{ij} = \begin{cases} 
1, & \text{if } i = \max\{h(\hat{r}_{i'j}) + h(\hat{r}_{kj})\}_{i'=1}^m \\
0, & \text{otherwise}
\end{cases}
\]

(5.23)

Equation 5.23 is actually a specification of the direct non-probabilistic framework in Eq.(5.2). Furthermore, this can be viewed as a surplus-augmented version of the traditional CF-based personalized recommendation algorithms, which will be discussed in the following together with the previous specifications.
5.2.4 Remarks

It is worthwhile to compare and contrast our framework with some traditional recommendation algorithms.

In the case of unlimited quantity where \( M_j = \infty \), the quantity constraint \( 1^T \int Qp(Q)dQ \leq M \) in Eq.(5.3) can be removed and we obtain an unconstrained optimization function, just as shown in Eq.(5.10). In this case, the total surplus related to each consumer is independent from those of the others, and the optimal allocations for each consumer is independently isolated from each other. In the E-commerce application for example, the allocation for a given consumer \( i \) can be obtained with the following equation:

\[
\begin{align*}
\text{minimize}_\Theta \quad & - \sum_{i=1}^{M} \sum_{j \in B_i} \sum_{q=0}^{\infty} \frac{\lambda_{ij} e^{-\lambda_{ij}}}{q!} \left( \hat{a}_{ij} \ln(1 + q) - c_j q \right) \\
& \quad + \eta \sum_{i=1}^{M} \sum_{j \in B_i} (\lambda_{ij} - q_{ij})^2 \\
\end{align*}
\]

(5.24)

This is similar to traditional Personalized Recommender System (PRS) [132] algorithms, where we consider the preferences of each targeted user and aim to provide the most relevant recommendations. In fact, Equation 5.24 can be interpreted as Collaborative Filtering (CF) on purchasing quantity with total surplus term as regularization, as opposed to conventional CF where the regularization term is L2 norm as below,

\[
\begin{align*}
\text{minimize}_\Theta \quad & \sum_{i=1}^{M} \sum_{j \in B_i} (\lambda_{ij} - q_{ij})^2 + \eta \| \Theta' \|^2 \\
\end{align*}
\]

(5.25)
As total surplus regularization considers personalized utility on products and it implicitly enforce constraints to the quantity assignment $\lambda_{ij}$ through the law of zero surplus for the last unit, it is much better than generic $L2$ regularization term. This is main reason why the TSM based method as Equation [5.24] outperforms CF baseline algorithm as Equation [5.25]. We acknowledge that the TSM algorithm might no longer be superior if it is compared to stronger baseline algorithm, e.g. a baseline algorithm considering product features, temporal factors and product repurchase cycle. If this is the case, our TSM based method also needs to be improved. For example, one of the biggest improvement might be changing the modeling of personalized utility $U_{ij}(Q_{ij})$ to more flexible utility function. For example, we can adopt Cobb-Douglas function which allows different curve shapes for different products. Such change can more accurately model purchase quantity $\lambda_{ij}$ than KRP utility function used in this chapter.

Similarly for online freelancing application denoted in Eq.(5.22), we see that for a given target job $j$, the employer-job rating $h(\hat{r}_{kj})$ (predicted by CF) and the hourly salary $s_j$ would be known values. As a result, the greedy weight $(h(\hat{r}_{ij}) + h(\hat{r}_{kj}))s_j$ will only depend on the freelancer $i$. In this sense, we are actually assigning the job $j$ to the freelancer $i$ of the maximized $h(\hat{r}_{ij})s_j$. This is actually a generalization of CF-based algorithms that recommend job $j$ to the freelancer $i$ of the maximum predicted rating $\hat{r}_{ij}$, where the only difference is that we further take the hourly salary $s_j$ into consideration for a maximized total surplus that is measured on a basis of money.

Another interesting yet intuitive conclusion from the existence of a non-infinity solution to Eq.(5.24) is that, a larger quantity of products that the producers sell is not
necessarily preferred by the system, although we assume the quantities that producers can supply are unlimited. This results from the diminishing marginal utility experienced by consumers.

However, when the constraint on quantity exists, the consumer surpluses are correlated with each other, so that the allocation matrix that gains a globally maximized total surplus does not necessarily imply a maximized surplus for each consumer or producer.

5.3 Results

In this section, we take our framework to the data, and perform the traditional tasks of purchase prediction and personalized recommendation, as well as the new task of total surplus maximization. We first present a more detailed description of the E-commerce application, which we think is one of the most representative and easy-to-understand application scenarios that match the economic theories. Then we briefly sketch results on P2P lending and online freelancing applications, to illustrate the scope of our framework.

5.3.1 E-commerce Dataset Description

We adopt the consumer purchasing records dataset from Shop.com\footnote{\url{http://www.shop.com}} for model evaluation, because an important information source leveraged in our framework is the quantity of product that a consumer purchases in each transaction, which is absent
in many of the public datasets. In the Shop.com dataset, however, we have both the product price information and the quantity that a consumer purchased in each record.

To avoid the problem of cold-start [95, 185], and to focus on our key research target of total surplus maximization, we select those consumers and products with at least five purchasing records, which is a frequently adopted pre-processing method in previous work [95, 93, 158]. Some statistics of our dataset are summarized in Table 5.2.

Table 5.2: Statistics of the Shop.com dataset.

<table>
<thead>
<tr>
<th>#Consumers</th>
<th>#Products</th>
<th>#Purchasing Records</th>
<th>Density</th>
<th>Train/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>34,099</td>
<td>42,691</td>
<td>400,215</td>
<td>0.03%</td>
<td>75%/25%</td>
</tr>
</tbody>
</table>

We see that the dataset is extremely sparse with a density of only 0.03%, which is similar to previously seen recommendation tasks. Furthermore, we randomly select 75% of the transactions from each consumer to construct the training set for model learning, and the rest 25% are used for testing. These amount to roughly 100,000 purchasing records by 34,000 consumers on 30,000 products in the testing dataset.

5.3.2 Parameter Selection and Estimation

The personalized KPR utility function $U_{ij}(q)$ indicated in Eq. (5.8) is parameterized solely by parameter $a_{ij}$, and the estimation of $a_{ij}$ boils down to the inference of consumer and product biases and latent factors by optimizing Eq. (5.5).

In the estimates, we set the hyper-parameter $K$ (i.e., the dimensions of $\vec{x}_i$ and $\vec{y}_j$ in Equation (5.5)), $\lambda$ involved in Eq. (5.5) and $\eta$ in Eq. (5.10) based on cross validation.
Table 5.3: Evaluation on Conversion Rate (CR@N) and Total Surplus (TS@N) for Top-N recommendation, where $TSM^*$ stands for our TSM approach with regularization coefficient $\eta = *$ in Eq. (5.10).

<table>
<thead>
<tr>
<th>N</th>
<th>5</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method</td>
<td>CF</td>
<td>$TSM^{0.1}$</td>
<td>$TSM^1$</td>
</tr>
<tr>
<td></td>
<td>CR (%)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>TS ($)</td>
<td>33.05</td>
<td>1009.45</td>
<td>1009.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>10</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method</td>
<td>CF</td>
<td>$TSM^{0.1}$</td>
<td>$TSM^1$</td>
</tr>
<tr>
<td></td>
<td>CR (%)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>TS ($)</td>
<td>57.89</td>
<td>2278.36</td>
<td>2208.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>20</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method</td>
<td>CF</td>
<td>$TSM^{0.1}$</td>
<td>$TSM^1$</td>
</tr>
<tr>
<td></td>
<td>CR (%)</td>
<td>0.20</td>
<td>0.30</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>TS ($)</td>
<td>98.09</td>
<td>2892.03</td>
<td>3135.35</td>
</tr>
</tbody>
</table>
on the training dataset, and they are usually set as $K = 20$, $\lambda = 0.05$ and $\eta = 5$, unless we tune these parameters to investigate their influences on model performance.

Once the estimated $\hat{a}_{ij}$'s are obtained with Eq.(5.5), we are able to evaluate the utility $U_{ij}(q)$ of an arbitrary consumer-product pair, which allows us to learn the average allocation quantities $\lambda_{ij}$ in Eq.(5.10). Recognizing that $\lambda_{ij}$ is consumer-product specific similar to $a_{ij}$, we once again parameterize it in a CF manner with $\lambda_{ij} = \alpha' + \beta'_i + \gamma'_j + \bar{x}_i^T \bar{y}_j$, and thus $\lambda_{ij}$ can be estimated as an intermedia parameter by gradient descend on $\Theta' = \{\alpha', \beta'_i, \gamma'_j, \bar{x}_i, \bar{y}_j\}$.

For simplicity, we set the cost $c_j = 0.5P_j$ for all the products in the dataset, where $P_j$ is the price of a product $j$. The cost ratio 0.5 is an average estimation based on the surveys of 100 producers from different product categories. In fact, we evaluated our framework using various costs and find that the performance of our framework is not sensitive to different cost ratios in a reasonable range.

Please note that when the regularization term $\eta$ in Eq.(5.10) is set sufficiently large, the effect of total surplus component will vanish and the equation turns into a mere CF problem to predict $q_{ij}$, which serves a baseline algorithm in our later comparative study.

The procedure ends up with the estimated values of $\lambda_{ij}$ for any given consumer-product pair in our dataset. As suggested by Eq.(5.12), a product recommendation list is thus provided to consumer $i$ by ranking the products in descending order of $\lambda_{ij}$. For easy reference, the values of the involved hyper parameters are shown in Table 5.4.
Table 5.4: Summary of parameters. The number of latent factors $K$ and the CF regularization coefficient $\lambda$ are identified by cross validation, and are fixed throughout the reported results; $\eta$ varies so as to examine its influence; $c_j$ is the marginal cost of product $j$.

<table>
<thead>
<tr>
<th>#Latent factors $K$</th>
<th>$\lambda$ in Eq. (5.5)</th>
<th>$\eta$ in Eq. (5.10)</th>
<th>$c_j$ in Eq. (5.10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.05</td>
<td>5</td>
<td>$0.5P_j$</td>
</tr>
</tbody>
</table>

5.3.3 Purchase Prediction and Recommendation

We investigated the performance of our TSM framework for the task of personalized purchase prediction and recommendation. For performance comparison, we adopt the widely used CF algorithm in Eq. (2.4) and (2.6) to predict the purchasing quantities directly, which are integer values ranging from 1 to 20. For fair comparison, the hyper-parameters $K$ and $\lambda$ are set the same as those in Table 5.4.

Similar to our TSM framework, once the predicted quantities are obtained, we construct the top-$N$ recommendation list for a consumer from the testing set in descending order of the quantities. We adopt the measure Conversion-Rate@N (CR@N) for performance evaluation on top-$N$ recommendation, which is a typical metric widely adopted in real-world E-commerce systems [33].

For a given number of testing consumers and the recommendation lists of length $N$ for each of them, CR@N is the percentage of lists that ‘hit’ the purchase records in testing set for the target consumer. In our exercise, $N$ runs from 1 up to 100. For each consumer in the testing set, there are as many as 30,000 candidate products for recommendation, and all the candidate products are present in the training dataset.
For computational efficiency in evaluation, we randomly select 1000 users to evaluate average CR at each time, and the CR performance of 30 testing rounds are averaged to provide the final evaluation results.

We use Collaborative Filtering (CF), which is described in Equation 5.25, as the baseline algorithm. Please refer to Section 5.2.4 for the discussion about the difference and connection between TSM framework and the baseline algorithm. The results for CF and our TSM framework with different choices of regularization coefficient $\eta = 0, 20, 40, 60, 80, 100$ are shown in Figure 5.2.

![Figure 5.2: Comparison of the recommendation performance for CF and TSM$^\eta$. The y-axis is the conversion rate, and the x-axis is the length $N$ of each recommendation list.](image)
0.1, 1, 5, 10 with recommendation length \( N = 5, 10, 20 \) are presented in Table 5.3. More complete results for \( N \) from 1 to 100 can be seen in Figure 5.2. The bolded improvements in Table 5.3 are significant at a 0.05 level.

The results show that our TSM framework outperforms CF for most choices of regularization coefficient \( \eta \) and recommendation length \( N \). An interesting observation is that the performance of TSM generally degrades with the increase of \( \eta \) on relatively long recommendation lists, all the way towards the performance given by the baseline algorithm of \textit{Collaborative Filtering} (CF). This is actually reasonable as stated before, because when \( \eta \to \infty \), TSM literally degenerates to CF and its performance will also converge to CF. This observation further emphasizes the importance of our surplus maximization component, and it suggests that maximizing with total surplus could be beneficial to the consumer experience on personalized recommendations.

Besides, the results also suggest that the choice of \( \eta \) should not be too small either, which would dismiss the quantity guidance of the observed purchases, especially for top precisions in shorter recommendation lists. One possible reason can be that without the quantity guidance, \( \lambda_{ij} \) would mostly depend on the personalized KPR utility \( U_{ij} \). As KPR utility function is rather limited in terms of shape flexibility, it could fail to describe the actual consumer utility for some products. We in fact confirmed this by predicting the purchase quantities using the constraints in Eq. (5.4) directly, and the predictions turned out rather inaccurate with larger \textit{root mean squared error} (RMSE) than that by CF. In summary, \( \eta \) influences the performance by balancing the importance between total surplus and quantity guidance, and it should be properly
selected in practical applications.

5.3.4 Evaluation on Total Surplus

In this section, we closely examine the performance of our framework under the total surplus metric, which is a core notion of this work. The evaluation is carried out based on the recommendation results from the above section. Similar to the Top-N conversion rate, we are interested in calculating the accumulated total surplus of a Top-N recommendation list for each user, which is defined as,

$$TS_{@N} = \frac{1}{M} \sum_{i=1}^{M} \sum_{j \in \Pi_{i,N}} (\hat{a}_{ij} \ln(1 + \lambda_{ij}) - c_j \lambda_{ij})$$

(5.26)

where $i$ and $M$ are the index and the total number of testing consumers, respectively, $N$ is the length of recommendation list, and $\Pi_{i,N}$ is the length-$N$ personalized recommendation list for the $i$-th consumer.

Similarly, the results of $TS_{@N}$ are reported in Table 5.3 and a full scope report under comprehensive choices of $N$ can be found in Figure 5.3.

It can be seen from the results that our TSM approach consistently outperforms the CF method. This result is actually not surprising because our TSM framework is by nature able to maximize the total surplus by Eq.(5.10). Besides, we find that the smaller $\eta$ is, the more total surplus our TSM approach gains. This observation on the influence of $\eta$ further verifies the effects of the surplus maximization component and the quantity guidance in Eq.(5.10).

More interestingly, when combining this result with that on recommendation
in the previous section, we find that our TSM framework can achieve decent results in terms of both total surplus and conversion rate when $\eta$ is properly set. This is exciting because our framework is able to benefit the social good on total surplus, and at the same time improves the consumer experience in personalized recommendations.
5.3.5 P2P Lending Networks

To investigate the performance on Peer-to-Peer loan networks, we use the datasets from the well-known P2P lending website Prosper\[^{32}\]. Beginning in the third quarter in 2009, Prosper introduced an automatic bidding mechanism that bids the listings (i.e., loan requests) on behalf of the lenders automatically once a listing is created. However, as we intend to investigate the behavior of consumers and producers in an economic system, we prefer the decisions be made directly by the consumers, instead of indirectly by the algorithms. As a result, we adopt those listing and bidding records before this mechanism is launched, which covers the period from November 9th 2005 to May 8th 2009.

As we do not consider risk control in our current model, we select those successfully funded listings whose status are not Defaulted, Cancelled or Charge-off from the dataset, because these listings are meant to be ruled out from the system by the intelligent risk control mechanisms. Finally, our dataset involves those funded listings of the status Current, Late, Payoff in Progress, or Paid, which correspond to 46,680 listings, 1,814,503 bids, and a total amount of $157,845,684 fundings. Some statistics of these records are summarized in Table 5.3.

To calculate the total surplus reached by an arbitrary allocation \( Q = [Q_{ij}]_{m \times n} \), we take the yearly average bank deposit interest rate \( \hat{r} = 0.01 \) as the risk-free interest\[^{3}\].
Table 5.5: Statistics of the selected Prosper dataset, where ‘rate’ represents the interest rate of a loan.

<table>
<thead>
<tr>
<th>#Listings</th>
<th>#Lenders</th>
<th>#Bids</th>
<th>TotalAmount</th>
</tr>
</thead>
<tbody>
<tr>
<td>46,680</td>
<td>49,631</td>
<td>1,814,503</td>
<td>$157,845,684</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MinimumRate</th>
<th>MaximumRate</th>
<th>AverageRate</th>
<th>Amount/Listing</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.4975</td>
<td>0.1662</td>
<td>$3,381.44</td>
</tr>
</tbody>
</table>

rate, and the TS for P2P lending can be calculated as:

\[ TS_{P2P} = \sum_i \sum_j Q_{ij} (r_{ij}^{max} - \hat{r}) \] (5.27)

Based on this, the results on total surplus for the actual allocations (Actual) and our Total Surplus Maximization (TSM) framework are shown as follows:

Table 5.6: Results on total surplus with and without our Total Surplus Maximization (TSM) framework.

<table>
<thead>
<tr>
<th></th>
<th>TS($)</th>
<th>TS/Listing($)</th>
<th>TS/capita($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>25,174,131</td>
<td>539.29</td>
<td>0.1595</td>
</tr>
<tr>
<td>TSM</td>
<td>33,838,364</td>
<td>724.90</td>
<td>0.2144</td>
</tr>
</tbody>
</table>

The estimates indicate that the TSM framework achieves 34.42% higher total and per listing/capita surplus, from $0.16 per capita to $0.21 per capita, which is a major improvement in efficiency for the online lending systems. Based on two-tailed \( t \)-test on the large amount of listings, the improvements are significant at a 0.01 level.

Please note that the TSM algorithm would not have improved over actual total
surplus if all the lists are fully funded. This can be easily recognized by reorganizing
the right hand side of Equation 5.27 as,

\[ TSP_{2P} = \sum_j M'_j (r'^{\text{max}}_j - \hat{r}) \]  

(5.28)

where \( M'_j = \sum_i Q_{ij} \) is the amount of money invested to list \( j \). Clearly, given any fixed
amount of money, it should be invested to the most profitable list, namely, the list with
the highest \( r'^{\text{max}}_j - \hat{r} \), and the remaining money goes to the second most profitable list,
third most profitable list... This process continues until all money is invested. If all lists
are fully funded, the total surplus by Equation 5.27 is the same for any assignment of
\( Q \). For the data used in the experiment, we verified that some of the lists indeed are not
fully invested. We must admit that our current TSM based approach for P2P problem
is very limited and can hardly be adopted in practice. The purpose of this algorithm is
just to illustrate how TSM might be applied to P2P problem.

The improvement on total surplus is not surprising because our framework
intends to achieve a maximized surplus among all the possible allocations. However, we
should further verify that our allocations are acceptable to the lenders in practice. As a
result, we calculate the Percentage of Paid (PoP) listings among all the funded listings
in our dataset, which indicates the safety factor of a funding allocation.

Results show that the PoP among all the listings in our selected dataset is
69.37%, while the PoP among the funded listings of our TSM allocation is 73.32%,
which is no lower than the actual PoP. This suggests that our TSM framework is able
to improve efficiency without impairing the safety of the system.
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5.3.6 Online Freelancing

We used the dataset from Zhubajie (ZBJ) for empirical verification of online freelancing applications. ZBJ is a well-known Chinese online marketplace website that includes online jobs across various categories. Each employment record includes the employer, freelancer, and job IDs, hourly salary, and employer-job and freelancer-job ratings, which are integers ranging from 0 to 5. Some of the basic statistics of the dataset we collected are summarized in Table 5.7.

Table 5.7: Some key statistics of the ZBJ dataset.

<table>
<thead>
<tr>
<th></th>
<th>#Employers</th>
<th>#Freelancers</th>
<th>#Jobs</th>
<th>AverageSalary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40,228</td>
<td>46,856</td>
<td>296,453</td>
<td>¥21.68/hr</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>#Employer Ratings</th>
<th>#Freelancer Ratings</th>
<th>Average Employer Rating</th>
<th>Average Freeloancer Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>276,103</td>
<td>241,638</td>
<td>2.336</td>
<td>2.405</td>
</tr>
</tbody>
</table>

Similar to our E-commerce application, we make job recommendations to freelancers based on the allocation matrix produced by our framework, then verify the performance on this task. To do so, we take all the freelancer-job ratings, and conduct personalized recommendations based on Collaborative Filtering (CF). In CF, a job $j$ is assigned to freelancer $i$ who has the highest predicted rating $\hat{r}_{ij}$, while in our Total Surplus Maximization (TSM) framework, it is assigned to the freelancer where $Q_{ij} = 1$.
according to Eq.(5.23).

We conduct five-fold cross-validation for both methods, and we still adopt the Conversion Rate (CR) for performance evaluation, which is the percentage of properly assigned jobs in the testing dataset. Results of TSM and CF methods are presented in Table 5.8 under different choices of the number of latent factors $K$ used for rating prediction (see Eq.(2.4)).

Table 5.8: Conversion rate on job recommendation.

<table>
<thead>
<tr>
<th>$K$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF(%)</td>
<td>0.165</td>
<td>0.216</td>
<td>0.244</td>
<td>0.258</td>
<td>0.262</td>
<td>0.266</td>
</tr>
<tr>
<td>TSM(%)</td>
<td>0.384</td>
<td>0.421</td>
<td>0.453</td>
<td>0.486</td>
<td>0.507</td>
<td>0.512</td>
</tr>
</tbody>
</table>

Results show that our TSM framework gains consistently better performance on conversion rate for job recommendation. The improvements are significant at 0.01 level for all choices of latent factors $K$. According to the discussions in Section 5.2.4, the improvement comes from the inherent consideration of salary rate in our model, which implies that the salary could be an extremely important factor when freelancers seek for jobs. Besides, we see that the results tend to be stable when $K \geq 40$ for both methods, which means that a dimensionality of 40 could be sufficiently enough to describe the factors considered by freelancers.

We further calculate the total surplus for the allocations given by CF and TSM under different choices of $K$’s. Once an arbitrary allocation $Q = [Q_{ij}]_{m \times n}$ is realized in
practice, we obtain the total surplus as:

$$TS_{Fr} = \sum_{i} \sum_{j} (h(\hat{r}_{ij}) + h(\hat{r}_{kj})) s_j Q_{ij}$$  \hspace{1cm} (5.29)$$

We calculate the total surplus for each of the five testing folds, where there are 59,291 job allocations on average in each fold. Finally, the averaged total surplus among the five folds are shown in Table 5.9 where the surplus is measured in CNY (¥) and ‘m’ is for ‘million’.

Table 5.9: Total surplus of online freelancing job allocations under typical choices of latent factor $K$.

<table>
<thead>
<tr>
<th>$K$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>ActualAllocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF(¥)</td>
<td>1.562m</td>
<td>1.758m</td>
<td>1.824m</td>
<td>1.860m</td>
<td>2,593,618</td>
</tr>
<tr>
<td>TSM(¥)</td>
<td>3.235m</td>
<td>3.862m</td>
<td>4.270m</td>
<td>4.336m</td>
<td></td>
</tr>
</tbody>
</table>

The improvements on total surplus are significant at 0.001 level for all choices of $K$. We see that our TSM framework consistently gains more surplus than CF. It even leads to more surplus than the actual surplus of the testing dataset. The TSM framework gains a total surplus of ¥73.13/job on a job-level when $K = 30$, while that for the CF approach and the actual allocation are ¥31.37/job and ¥43.74/job, respectively.

The fact that the total surplus of the actual allocation is less than that gained by our TSM approach implies the failure of market equilibrium, which is frequently observed by economists in the research of antitrust and market regulations. For online freelancing as an example, this comes from the problem of information asymmetry between freelancers and employers, because it is impossible for freelancers to browse
millions of jobs to make a final decision. This further stresses the importance of personalized recommendation techniques in service allocation, which help to push appropriate jobs to freelancers, to overcome the problem of information overload.

When putting the evaluation results on total surplus and recommendation together, we find it extremely exciting because our TSM framework leads to better market efficiency than even the practical market of the system, while at the same time benefiting the freelancers with more acceptable job recommendations. This means that our allocation solution may well be applied in practice for a better online markets compared with currently adopted recommendation techniques.

5.4 Related Work

In mainstream economics, economic surplus [56, 45, 16], also known as total welfare or Marshallian surplus [107] (named after Alfred Marshall), refers to three closely related quantities: consumer surplus, producer surplus, and social/total surplus, where social surplus is the sum of surpluses experienced by both consumers and producers. The research of surplus has had quite a long history in the progress of economical theories, dating back to as early as the 19th century with the initial understandings of Surplus Values [108, 109], when the gigantic increase in wealth and population brought by the First and Second Industrial Revolution drove economists to investigate the nature of economical increase [137].

In modern economics, the concept of social surplus has been widely adopted
by economists for economic system analysis and mechanism design, usually as a direct measure of social good to benefit the good of our human society [56, 111, 20]. However, although the Web has formed itself as a virtual society by continuously integrating the human activities from offline to online, the research community has seldom investigated the surplus nature of the Web as a social system.

In fact, a large number of Web-based services can be formalized as consumer-producer interaction systems, including the most commonly used E-commerce websites [104, 144], online financing [102, 32], crowd-sourcing systems [49, 26], and even social networks [135, 74], where consumers consume normal goods, financial products, freelancing jobs, or information from corresponding producers.

These applications raise the practical problem of matching services from producers to consumers. Perhaps the most closely related tasks for such matching processes are Personalized Recommendation [53, 132, 81] and Search [23, 105, 61], which feed the implicit or explicit needs of the users with recommendations and search results.

However, current approaches for such tasks mainly focus on the benefits of one side without explicitly modeling the benefits of the Web system as a whole. For example, the widely adopted Collaborative Filtering (CF) [53, 83, 159, 143, 130, 141, 182] techniques for personalized recommendation inherently focus on the maximization of consumer satisfaction based on consumer preferences. Although the satisfaction of consumers intuitively benefits the surplus of producers by improving the potential of user clicks, there is no direct guarantee that such a single-side oriented modeling can benefit both sides.
In this work, however, we view the Web as a virtual society and propose to maximize the social surplus directly, based on well-developed and widely-accepted economic concepts and conclusions, which, to the best of our knowledge, is the first time to do so in the context of web-based applications.

5.5 Discussion

The P2P lending modeling is based on two assumptions: 1) the borrower and lenders arrive at the same time and the match or money allocation is performed between all borrowers and lenders. 2) the opportunity cost is a flat risk-free interest rate for all lenders. In the following, we will briefly discuss some ideas on relaxing such assumptions so that our method can be applied to real world problem.

5.5.1 Temporal Factor

Before the discussion, we would like to recap the process of the P2P lending problem. In a typical P2P lending network such as Prosper, a loan list gets funded through the following steps,

1. The borrower posts a loan request, specifying the amount, the maximum acceptable interest rate and the expiration date.

2. Lenders who are interested in the loan start to bid on the loan. The bid includes the amount of money the lender want to lend and the acceptable interest rate (lower than the borrower’s interest rate).
Figure 5.4: P2P lending problem considering temporal factor. In the graph, $t_1$ and $t_2$ denote two different time points. At each time point, a set of active loan requests and their potential lenders are identified. The relationship between loans and lenders can be described by a bipartite graph in which the nodes are loans and lenders and an edge is placed between a loan and lender if the lender is likely to invest the loan.

3. The bidding continues until the loan is fully funded by the bids or time expires for funding the loan. The interest rate of the loan is set as the highest of interest rates of the bids.\(^5\)

The above process implies several important facts. First, loan requests are posted at different time and the lenders join the system at different time, meaning the loans are seen by different groups of lenders. Second, after seeing a loan request, lenders who are

interested in the loan bid at different time, meaning their bidding amount and interest rate is affected by the existing biddings. Third, at any moment, a lender usually faces a set of loan requests and need to decide allocating his or her money among the requests. Considering these facts, we need to modify our current model in the following ways,

• Given a time point, identify the active loan requests and for each loan request, find a set of potential lenders. Active loan requests refer to the unexpired and partially funded requests. Identifying potential lenders for a given loan request can be accomplished by using standard recommendation algorithm such as collaborative filtering. We ended up with a set of active loans and a set of lenders. As shown in Figure 5.4, the link between a loan and a lender means the lender might invest the loan. Having the links is not enough. Our objective is to figure out the amount of money is attached to each link/investment so that the total surplus is maximized. It is worth noting that compared to our current treatment of P2P problem which involve all loans and lenders, the TSM at a particular time point such as \( t_1 \) involves only a few number of loans and lenders and it can be solved efficiently.

• When bidding a request, the lender needs to decide the interest rate strategically. The decision depends on several factors. The first important factor is lender’s opportunity cost. We will discuss more on this factor in the next section. Beside opportunity cost, another important factor is estimating the interest rate other lenders will bid – clearly, the lender can win the bidding by set a very low interest rate, but the gain is much less; or the lender can gain more by specifying a higher
rate, but the chance of winning the bid will be smaller. An interesting research question would be what is the lender’s optimal bidding strategy and how such bidding/auction process is related to other well-known action mechanisms such as second-price auction.

5.5.2 Opportunity Cost

We assume that all lenders have the same opportunity cost as risk-free bank saving. This assumption is quite restricted and should be relaxed for real world application. In this section, we discuss possible alternatives for opportunity cost modeling. From lender’s perspective, choosing which list to lend is essentially an investment problem. When it comes to investment, there are two important factors: risk and return. The investor, lender here, is characterized by risk aversion. The objective of investment is about how to achieve good return while keeping the risk minimum. This objective is usually achieved by diversifying an investment portfolio\cite{62}. In the P2P lending problem, each lender has a certain amount of money and he or she can split the money into multiple loan listings, and for each listing, the risk and return needs to be accessed. Though a full integration of investment theory will benefit our modeling, we choose to focus on obtaining a better way than risk-free bank saving to model opportunity cost at individual level.

Of cause, the opportunity cost differs lender by lender. The difference is attributed to factors such as experience and risk aversion. For example, more experienced lenders are more likely to gain more than less experienced lenders; lenders who are less
risk sensitive tend to invest high return listings and gain more than risk sensitive lenders who prefer low return and low risk listings. If we explicitly express all these factors in the model, it is quite a challenge. Instead, we take a model-less approach – deriving each lender’s opportunity cost from the lender’s investment history. There are a wide range of ways to do this, from simple averaging to more sophisticated machine learning techniques. As an elaborate modeling of opportunity cost might deserve a full scoped paper, we here just study the simplistic modeling – averaging the lender’s historical returns for each lender.

We inherit the same symbols used in Section 5.2.2. For each lender $i$, the corresponding opportunity cost at time $t$ is,

$$
\hat{r}_{it} = \frac{\sum_{t'=t-W}^{t-1} L'_{it'}}{\sum_{t'=t-W}^{t-1} L_{it'}} - 1
$$

(5.30)

where $t$ denotes $t$-th lending event for the lender, $W$ is size of history window, $L_{it'}$ and $L'_{it'}$ are the lender investment and return at time $t'$, respectively. The purpose of $W$ is to capture the situation where the lender’s opportunity cost changes overtime, e.g. getting more and more experienced through investments. $W$ is a global parameter and can be decided by cross validation. Equation 5.30 predicts the lender’s opportunity cost (expected interested rate) as the average of previous investment return.

We are able to obtain each lender’s opportunity cost at time $t$. In order to perform the matching between lenders and listings, we need to predict the final interest rate $r_j$ for listing $j$. In Section 5.2.2, we did not bother to calculate $r_j$ explicitly, as it is safe to assume $r_j$ is always above $\hat{r}$ – bank saving. However, for personalized
opportunity cost $\hat{r}_{it}$, we should no longer adopt the same assumption. We propose the following matching criteria. Assume $r_j$ is available, we consider the expected return of loan $j$ as,

$$\tau_j = r_j \times \text{Probability of the borrower paying the loan} \quad (5.31)$$

Lender $i$ is a matching candidate of loan $j$ only when the expected return $\tau_j$ is no smaller than the lender $i$’s opportunity cost by Equation 5.30. It is essential to evaluate the probability of borrower paying the loan, or in other words, the riskiness of the borrower. Otherwise, if we simply assume the borrower will pay the loan, the expected return for the lender might be less than the promised return unless the lender is insured. To adopt the expected return based matching strategy, we need to model both the $r_j$ and the borrower’s riskiness and we leave this as our future work.

5.6 Summary

Most existing literature on recommender systems focuses on developing new algorithms for standard evaluation metric such as RMSE, conversion rate or click through rate. There is little research on some fundamental questions, such as what metrics should be used to evaluate recommender systems and to what extent do the metrics reflect the goals of users, producers, platform providers, and the overall Web economy.

This chapter is our first step towards finding principled answers to these questions based on established economic theory. Considering a recommender system as an information agent to support two-sided matching tasks, we introduce established eco-
nomic surplus theory into recommender systems and meld it with recent data-driven algorithmic approaches. Our proposed Total Surplus Maximization framework integrates the goals of users and suppliers, which can be a good metric to optimize for platform providers as it better reflects the overall economic value of the online system. We have illustrated how to realize this framework for different recommendation systems. The empirical results for several sets of industry data demonstrated the effectiveness of the proposed framework.

This paper focuses on the broadest metric of efficiency, or maximization of total surplus, and this inherent principle is not restricted to recommendation tasks that we primarily investigated, but applicable to the whole research effort of web intelligence for social good. In the future, we will also examine performance metrics about its two major components: producer surplus and consumer surplus. We can also try the ideas on new datasets, compare different functional form and specifications of utilities and profits. We will implement these ideas both in static (one-time) and dynamic (multi-period/session/page) recommendation or search settings, and evaluate with real users to see the short term and long term impact of the total surplus based framework.

Please note that maximizing total surplus is only one of the important problems economics concerns about. Total surplus maximization, or market efficiency, is always phrased as creating a bigger pie[56]. Another closely related and equally important problem is how to divide the pie. Given a fixed total surplus as Equation 2.18 the consumer and producer divide the total surplus by Equation 2.16 and 2.17. Price is the magic factor that determines how the pie is divided. It is our interest to explore how
to balance the consumer surplus and producer surplus in the future.
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In this chapter, we conclude this dissertation by recapping our contributions, revealing the limitations of our methods and discussing several directions for future work.

6.1 Contribution

Product recommendation has become increasingly important in order to meet consumers’ need to find the right products from the massive amount of online product information. Recommender systems have attracted attention from both academia and industry and a number of algorithms have been developed in the past decades. Recommender systems have a wide range of applications, including movie, music, news and E-commerce recommendation. Existing recommendation algorithms tend to formalize the recommendation task as a rating prediction and learn individual characteristics by fitting a collaborative filtering-based model. However, we argue that existing rec-
ommendation algorithms are insufficient for product recommendation for three main reasons. First, price needs to be considered explicitly for product recommendation, as it is a key factor determining consumers’ shopping decisions. However, as price has little importance for movie, news, and music applications, it is usually ignored. Second, for product recommendation, existing evaluation metrics such as RMSE might not reflect how consumer or producer benefit from the recommendation. In economics, consumers and producers are motivated to maximize their own benefit and the benefit has concrete economic significance. It is worth considering economics based metrics for evaluation. Third, existing algorithms usually recommend based on optimizing one side’s benefit. However, we argue that a recommender system should be viewed as an ecosystem. In order to keep the ecosystem operating healthily, it is necessary to take both sides’ benefit into consideration. The main contributions of the dissertation are summarized in the following sections.

6.1.1 General contributions

The major contributions of this dissertation are introducing economics-based principles into product recommendation and building recommendation frameworks by combining machine learning and economics theory. The proposed work comprises three major components:

- A framework emphasizing producer benefit. In a market, as producers are profit driven, it is their nature to do their best to get the most profit from selling. In economics and marketing study, price discrimination, especially personalized
pricing, has been known to be an important marketing strategy for the sellers to capture more consumer surplus\[163\]. WTP elicitation is considered to be the key of implementing personalized pricing. As consumers are heterogeneous, it is a nontrivial task to elicit WTP on the individual basis. In this dissertation we are motivated to introduce personalized pricing to product recommendation by devising a WTP elicitation mechanism that is applicable to the E-commerce scale.

- **A framework emphasizing consumer benefit.** In economics, consumers are utility-maximization driven, that is, at any moment, they seek to purchase the set of products that give the most desirability given their limitations on their expenditure. Consumer choice theory has been well studied in economics literature, but to the best of our knowledge, it is relatively unstudied in the E-commerce setting. It is well known that products are related in certain way, and the inter-product relationship determines the utility of multiple products as a whole. In this dissertation, we are motivated to embed product recommendation in a consumer utility maximization framework. Our main contributions include a theoretical approach of deriving the utility function of two products and a data-driven approach to learn the representation of inter-product relationships.

- **A framework emphasizing platform benefit.** Recommender systems have long been used as a means of optimizing one side’s benefit. In this dissertation, we propose to view recommender systems as an ecosystem and the objective of
recommendation is maximizing the total benefits of all parties through recommendation. We are mainly inspired by matching theory developed in economics 122 44 46. Our contributions in this direction include introducing total surplus as an optimization objective to product recommendation and proposing a generic recommendation framework for several typical applications, including E-commerce, P2P lending and online freelancing.

6.1.2 Specific contributions

Each of the above components represents a high leveled view of our contributions to product recommendation. In particular, we develop specific techniques to achieve the objective defined by each component. We implement the respective techniques and demonstrate their effectiveness by evaluating them on real world datasets. We summarize the significance of the key techniques as below:

- We propose an incentive-compatible mechanism for eliciting WTP in the E-commerce setting. WTP elicitation is considered essential for dynamic pricing (or first degree price discrimination) in economics and a number of methods have been developed for this task. Though existing methods have been shown to be quite successful in some application scenarios, they face challenges when being applied to the E-commerce setting. In this dissertation, we propose a WTP elicitation mechanism for the E-commerce setting. The major contribution of our proposed mechanism is its applicability in E-commerce setting. In addition, our mechanism can complement existing WTP elicitation methods and could become a useful reference
for marketing practitioners.

- We propose to introduce personalized promotion to E-commerce recommender systems and implement a machine learning based method that can predict individual’s WTP. Furthermore, we propose a principled way to find the optimal price by solving Equation 3.9. We proposed to evaluate the performance of recommendation by producer’s profit and demonstrate the effectiveness of personalized promotion.

- In Chapter 4 we propose a general method to derive the utility function for any given marginal rate of substitution (MRS). Our method is mathematically sound and generic. More importantly, it provides important guidance for us to find the desired utility function. For example, the well known constant elasticity of substitution (CES) utility function is a natural result of our method when an exponential function is chosen for MRS. It is possible for us to obtain other interesting utility function alternatives by examining different choices of MRS function.

- We propose to recommend by maximizing multi-product utility for consumers.

We adopt multi-product utility for both model learning and evaluation. For a fair comparison, our approach is compared to other baseline recommendation algorithms under top-K precision and recall metric defined in Section 2.2.3. The empirical results on two real-world E-commerce datasets show that our approach outperforms baseline recommendation algorithms.
In Equation 5.8, we show model personalized utility through the widely used collaborative filtering technique. We also explore specific formalization for E-commerce, P2P lending and freelancing marketing, as shown in Equation 5.10, Equation 5.16 and Equation 5.22. Though our formalizations sometimes make restrictive assumptions, they capture the most important characteristics of each application and can serve as good basis for future extension.

We propose a Total Surplus Maximization (TSM) framework for recommendation. We evaluate our proposed framework in real datasets. The experimental results demonstrate that TSM-based recommendation performs better than standard recommendation techniques.

6.2 Limitations and Future Work

Although this dissertation demonstrates how economic principles can benefit product recommendation, we believe there is still a lot to do in order to make our methods perform better in practical settings. Here we focus on several major limitations of our methods and discuss how they could be resolved in future work.

6.2.1 On WTP elicitation

In Chapter 3, we propose to elicit consumers’ WTP through BDM auction. Though we are able to collect meaningful data through educating users about the mechanism of BDM and the optimum strategy, direct application of BDM to real world setting
is still limited in several ways. First, BDM is not intuitive and might be hard to understand for a general audience without proper training. In our experiments, a significant number of users failed the quiz even after the training. Second, it is not clear how BDM will be accepted in real E-commerce websites. In our experiments, the users are from a crowdsourcing platform and are motivated to finish the experiment for the task bonus. Real E-commerce consumers might have very different motivations and objectives, and whether they will accept BDM is unknown. Third, in Chapter 3 we estimate personalized promotion and predict the seller’s profit generated from personalized promotion, but our profit prediction is not derived from real recommendation results. In order to get more convincing results, it is necessary to add a recommendation step after the auction step. To demonstrate the effectiveness of personalize promotion, the evaluation is then about comparing the respective profit from recommendation with and without personalized promotion.

In future work, it would be interesting to explore other WTP elicitation methods that do not need consumers’ explicit action such as participating in a BDM auction. Ideally, we expect the elicitation process to naturally fit into a typical E-commerce shopping process without intruding on the consumer’s shopping experience. For example, we can present the items in an adaptive manner, that is, the system learns the consumer’s preference based on consumer’s previous feedback (e.g. click, browse) and adjusts the displayed items based on the learned results. Such adaptive process can help us to get a more and more refined profile about the consumer and hence achieve a more accurate estimation of that consumer’s WTP.
Another interesting question is how the personalized pricing should be implemented. Showing different discount rates or prices of the same product to different people might cause problems, as personalized pricing has reportedly caused issues [125]. Thus, it is worth more in-depth discussion on how personalization should be implemented.

6.2.2 On multi-product utility modeling

In Chapter 4, we adopt CES utility function as a representation of two products’ utility. CES has some nice properties. For example, it can easily degenerate into perfect substitutes, perfect complements and Cobb-Douglas by changing its elasticity of substitution (ES) variable. However, on the flip side, CES has its limitations - it is actually difficult to model perfect complements as it requires that the ES variable approach zero. Such a requirement cannot be achieved in practice. It is worth exploring other utility function alternatives. Finding a better utility function will contribute to both the recommendation community and economics community.

In Section 4.2.5, we would need to generate negative candidate sets in order to construct the RUM choice model. As the product space is usually very large, it is not possible (and probably not necessary) to consider all candidate sets given the budget constraint. In Chapter 4, we simply generate the negative samples by varying the quantity of products observed in the transaction. In the future, we might want to expand the sampling space by including other products which are relevant but not observed in the transaction. For example, in [114], the authors propose to classify
product relationship links using information from an Amazon.com dataset. It is possible for us to use their product relation graph as a guidance for negative candidate sets sampling.

Our multi-product utility modeling in Equation 4.8 is based on pairwise utility terms. This is also a limitation of our approach, as in practice it is common to have more than two products co-occurring frequently. For example, pumpkins, candy and costumes are purchased together at Halloween, so given pumpkins and candy, the next thing a consumer considers might be costumes. Our current multi-utility modeling, however, might not capture this, as it might end up recommending a cucumber or chocolate as these co-occur frequently with pumpkin and candy. Therefore, it is necessary to go beyond the pairwise utility basis.

Our proposed MPUM is based on an ordinal utility function. As we have seen in Section 2.3.1, ordinal utility is sufficient for representing consumer preferences. In Chapter 3, we show how personalized promotion at the single product basis can help sellers to gain higher profit. It would be useful to be able to estimate the cardinal utility of multiple products at the individual basis, as this will allow us to personalize price for a product bundle. In future work, we can transform ordinal utility to cardinal utility by integrating more constraints, e.g. law of zero surplus for last unit [54] which is used in Equation 5.4.
6.2.3 On personalized utility modeling and total surplus maximization

The E-commerce application of our TSM framework as described in Chapter 5 uses KPR utility function to represent how utility changes with the consumption quantity at the individual level. Though KPR has diminishing marginal utility property, its curve shape lacks flexibility and cannot provide a product specific diminishing rate. For example, the curve shapes for perishable products such as milk should be different from those durable products such as laptop computers. It is worth exploring other utility functions such as the Cobb-Douglas utility of the form \( U(q_j) = a_i q_j^{\gamma_j} \). If more flexible utility function is adopted, there are more model parameters to fit. This eventually requires us to integrate more information in order to get reliable estimation. For example, it is possible to incorporate product meta information, especially category information, to constrain the model parameters.

For the P2P application of TSM framework, we specify the lender’s opportunity cost as a risk free investment such as bank savings. However, the estimation of a lender’s opportunity cost could be much more complicated, depending on the lender’s personal characteristics. For example, experienced lenders are more likely to gain more profit from investing than less experienced lenders, so they have higher opportunity costs. Another important aspect of investing is risk, which is not considered in our model. Risk aversion is also a personal characteristics and should be accounted for in the investment opportunity evaluation. For example, some lenders might be more aggressive and it is better to match them to high return and high risk loans. Generally, considering both
risk and return jointly is an interesting topic in the future work of TSM.

In our TSM framework, the product price is not manipulated. As we learn from our personalized promotion work in Chapter 3, price is a major influence on consumer’s purchase decision, or it influences how products and consumers are matched. An interesting research question would be: can we manipulate the prices of the products in the system so that maximum total surplus can be achieved? We are aware that multi-product pricing has been used as a marketing tool for revenue maximization [67, 68, 5]. In future work, we are interested in studying how multi-product pricing can be adopted for total surplus maximization and how it will impact the platform.
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