Title
Intermittency of the Malliavin Derivatives and Regularity of the Densities for a Stochastic Heat Equation

Permalink
https://escholarship.org/uc/item/9zc7t81k

Author
Mahboubi, Pejman

Publication Date
2012

Peer reviewed|Thesis/dissertation
Intermittency of the Malliavin Derivatives and Regularity of the Densities for a Stochastic Heat Equation

A dissertation submitted in partial satisfaction
of the requirements for the degree
Doctor of Philosophy in Mathematics

by

Pejman Mahboubi

2012
Abstract of the Dissertation

Intermittency of the Malliavin Derivatives and Regularity of the Densities for a Stochastic Heat Equation

by

Pejman Mahboubi

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2012

Professor Thomas Liggett, Chair
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In this thesis, we study nonlinear SPDEs of the form $\partial_t u(t, x) = \mathcal{L} u(t, x) + \sigma(u(t, x)) \dot{w}$ with a periodic boundary condition on a torus, where $\mathcal{L}$ is the generator of a Lévy process on the torus. We used the technique of Malliavin calculus to show that when $\sigma$ is smooth, under a mild condition on $\mathcal{L}$, the law of the solution has a density with respect to Lebesgue measure for all $t > 0$ and $x \in \mathbb{T}$. It turns out that the density of $u(t, x)$ has an upper bound that is independent of $x$. We also prove that the Malliavin derivatives grow in time with an exponential rate. This result, in certain cases, extends to the weak intermittency of the random field of the Malliavin derivatives.
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CHAPTER 1

Introduction and main results

Let \( \{ \dot{w}(t, x) \} \) denote space-time white noise on the torus \( \mathbb{T} \), and let \( \sigma : \mathbb{R} \to \mathbb{R} \) be a nice function. For every \( T \in [0, \infty] \), we define \( E_T := [0, T] \times \mathbb{T} \), and let \( E \) denote \( E_\infty := \bigcup_{T>0} E_T \). We study the parabolic stochastic partial differential equation (SPDE)

\[
\begin{align*}
\partial_t u(t, x) &= Lu(t, x) + \sigma(u(t, x)) \dot{w} \quad (t, x) \in E, \\
u(t, 0) &= u(t, 2\pi) \quad t \geq 0, \\
u(0, x) &= u_0(x) \quad x \in \mathbb{T},
\end{align*}
\]

where \( L \) is the \( L^2(\mathbb{T}) \)-generator of a Lévy process \( X := \{ X_t \} \), and acts only on the variable \( x \), and \( u_0 \) is a bounded, measurable real function on \( \mathbb{T} \). We denote by \( C^\infty_0(\mathbb{R}) \) the space of all smooth functions on \( \mathbb{R} \) with bounded derivatives of all orders. Note that we do not require \( \sigma \) to be bounded, however, the bound on \( |\sigma'| \) requires \( \sigma \) to be Lipschitz. Let \( \Phi : \mathbb{Z} \to \mathbb{C} \) denote the characteristic exponent of \( X \) normalized so that \( \mathbb{E} \exp(i n X_t) = \exp(-t \Phi(n)) \) for all \( n \in \mathbb{Z} \) and \( t > 0 \). In other words, \( \Phi \) is the Fourier multiplier of \( L \) and \( \hat{L}(n) = -\Phi(-n) \) holds for all \( n \in \mathbb{Z} \); see section 2.1 for details.

We show that (1.1) has a well-defined and unique solution and let \( u \) denote this solution. The idea for the existence and uniqueness of the solutions to (1.1) come from [24] and [23]. A linearized version of (1.1) on \( \mathbb{R} \), with vanishing initial data, in which the noise is additive; i.e.,

\[
\begin{align*}
\partial_t u(t, x) &= Lu(t, x) + \dot{w}, \\
u(0, x) &= 0,
\end{align*}
\]

is studied by Foondun et al. in [24]. They have shown a one-to-one correspondence between the existence of a unique random field solution to (1.2) and the existence of the local times
for the symmetrized underlying Lévy process $Y$, where

$$\bar{Y}_t = Y_t - Y'_t \quad \forall t \geq 0,$$

and $Y' = \{Y'_t\}_{t \geq 0}$ is an independent copy of $Y$. Their result is the following:

**Theorem 1.0.1** (Foondun-Khoshnevisan). *The stochastic heat equation (1.2) has random field solutions if and only if the symmetric Lévy process $Y$ has local times.*

In [23], the authors consider a multiplicative white noise and study the existence and uniqueness of the mild solution to the equation

$$\begin{cases}
\partial_t u = \mathcal{L}u + \sigma(u)\dot{w} & t \geq 0, x \in \mathbb{R}, \\
u(x, 0) = u_0(x) & x \in \mathbb{R},
\end{cases}$$

with a nonnegative initial data $u_0$. In this paper, Foondun and Khoshnevisan combine the existence result of [24] with a result of Hawkes (see Theorem 2.1.1 below) to show that (1.4) has a strong solution, whenever $\nu(\beta) < \infty$, for some $\beta > 0$ where

$$\nu(\beta) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{d\xi}{\beta + 2\text{Re} \phi(\xi)},$$

where $\phi$ denotes the characteristic exponent of $Y$. Therefore, it is natural to consider a solution to equation (1.1) under a similar hypothesis. We define

$$\Upsilon(\beta) := \frac{1}{4\pi} \sum_{n} \frac{1}{\beta + 2\text{Re} \Phi(n)}.$$

Theorem 2.2.7, Lemma 2.2.4 and Lemma 2.2.5 deal with the existence and uniqueness of the solution to Eq. (1.1). In Hypothesis H1 below, we will discuss briefly how the existence of a mild solution imposes a restriction on the underlying Lévy process $X$ and the corresponding gauge function $\Upsilon(\beta)$.

Let $\{f(t, x)\}_{t \geq 0, x \in \mathbb{T}}$ be a predictable random field. For each $\beta > 0$ and $p \geq 2$ define a family of seminorms via

$$\|f\|_{\beta, p} := \left\{ \sup_{(t,x) \in \mathbb{R}_+ \times \mathbb{T}} e^{-\beta t} \mathbb{E}(|f(t, x)|^p) \right\}^{1/p},$$

(1.5)
and let $D_{\beta,p} = \{ f = f(t,x) : \| f \|_{\beta,p} < \infty \}$. Let $L^{k,p}$ be the collection of all random fields $f \in D_{\beta,p}$ such that $f(t,x) \in D^{k,p}$ for all $t \geq 0$ and $x \in T$. Define $\Gamma_{t,x}^k f := \| D^k f(t,x) \|_{L^2(T^k)}$ and let

$$D_{k,\beta,p} := \{ f \in L^{k,p} : \| \Gamma^k f \|_{\beta,p} < \infty \}. \quad (1.6)$$

Here $D^{k,p}$ and the $D^k$ operator denote a Malliavin Sobolev space and the Malliavin derivative operator of $k$th order respectively; for precise definitions see Chapter 2.3.

Fix $p \geq 1$, we will show that, for any $k$, there is $\beta = \beta(k)$ so that $\beta(k) \geq \beta(k-1)$ and $u \in D_{k,\beta,p}$. This property of $u$, when interpreted as a rate of growth for the Malliavin derivatives with time, translates into the existence of an upper bound for the Liapounov exponents for the field $D^k u$. We will show that, when $u_0$ is sufficiently large, under some conditions on $\sigma$, the Malliavin derivatives are intermittent. This property of the random filed describes the pronounced spatial structure of the field; for the precise definition and more details we refer to Chapter 5. When $\sigma$ is linear, this result holds for the derivatives of all orders. For the general $\sigma$ we will prove the intermittency for the Malliavin derivative of the first and second order. To be more precise, let us define the upper $p$th-moment Liapounov exponent $\bar{\gamma}^k(p)$ of $D^k u(t,x)$ by

$$\bar{\gamma}^k(p) = \limsup_{t \to \infty} \frac{1}{t} \ln \left( \mathbb{E}\| D^k u(t,x) \|_{H^{\otimes k}}^p \right) \quad \text{for all } p \in (0, \infty), \quad (1.7)$$

where $H = L^2((0, \infty) \times T))$. We say that $D^k u$ is weakly intermittent if

$$\bar{\gamma}^k(2) > 0 \quad \text{and} \quad \bar{\gamma}^k(p) < \infty \quad \text{for all } p > 2. \quad (1.8)$$

If we interpret the Malliavin derivatives as derivatives with respect to $\omega$, then intermittency implies an unusually big derivative with respect to path $\omega$. In this context, the following two theorems show the sensitivity of $u(t,x)$ to the change of paths.

**Theorem 1.0.1.** Let $u = u(t,x)$ be the solution of (1.1). If $\sigma \in C_b^\infty(\mathbb{R})$, then $u \in D^{k,p}$ for all $k \geq 1$ and $p \geq 1$, and

$$\bar{\gamma}^k(p) < \infty. \quad (1.9)$$

For the following theorem, we assume that $u_0 \geq 0$ is sufficiently large.
Theorem 1.0.2. 1. When \( \sigma(x) = \lambda x \), then (1.8) holds for all \( k \geq 1 \).

2. Furthermore, assume \( q_0 := \lim \inf_{x \neq 0} |\sigma(x)/x| > 0 \). Then

(a) If \( \sigma \) is differentiable with a bounded derivative, then (1.8) holds for \( k = 1 \).

(b) If \( \sigma \) is twice differentiable with bounded derivatives and \( \inf_x |\sigma'(x)| > 0 \), then (1.8) holds for \( k = 1, 2 \).

Chapter 5 of this thesis is devoted to the proof of the existence of the Liapounov exponents and the intermittency of the Malliavin derivatives \( D^k u \). These results can be interpreted as an indication of a “chaotic” behavior of the system defined by (1.1). We also establish sufficient conditions for the existence of a smooth density for \( u(t, x) \); see Theorem 1.0.2.

By replacing \( \sigma \) with \( \lambda \sigma \), where \( \lambda > 0 \), we compare the dependencies of the upper and lower bounds of the Liapounov exponents on \( \lambda \). We note that the upper and lower bounds have the same forms of dependency on \( \lambda \). More precisely, we have

\[
\Upsilon^{-1}\left(\frac{1}{c_0^2 \lambda^2}\right) \leq \gamma^1(p) \leq \frac{p}{2} \Upsilon^{-1}\left(\frac{1}{2 \lambda^2 \sup \sigma' \|2(1 + z_p^2)}\right),
\]

where \( \Upsilon^{-1} \) is the pseudo inverse of \( \Upsilon \), and defined by

\[
\Upsilon^{-1}(\theta) := \inf\{\beta > 0 : \Upsilon(\beta) < \theta\},
\]

\( c_0 \in (0, q_0) \) and \( z_p \) is the optimal constant in Burkholder-Davis-Gundy inequality; see [23] and the references therein for more details on the optimal constants \( z_p \).

The most common application of the Malliavin calculus is the investigation of the existence of the densities. The following result is in this direction.

**Theorem 1.0.2.** Let \( u \) be the mild solution to the equation (1.1), where \( \sigma \in C_0^\infty(\mathbb{R}) \) and suppose that there is a \( \kappa > 0 \) such that \( \inf_x \sigma(x) \geq \kappa > 0 \). Assume that there exist finite constants \( c, C \geq 0 \) and \( 1 < \alpha \leq \beta \leq 2 \), such that

\[
c|n|^\alpha \leq \text{Re } \Phi(n) \leq C|n|^\beta,
\]

(1.10)
for all \( n \geq 1 \). If \( \alpha \geq 2\beta/(\beta + 1) \), then \( u(t, x) \) has a smooth density \( p_t(x) \) at every \( t > 0 \) and \( x \in T \). This holds, in particular when
\[
c n^{\frac{4}{3} + \epsilon} \leq \text{Re} \Phi(n) \quad \forall n \geq 1,
\]
where \( 0 < \epsilon < \frac{2}{3} \).

We would like to remark that when (1.1) is linear, and \( \alpha, \beta \leq 1 \), a solution does not exist. This observation might explain why in the nonlinear case of (1.1) we considered \( \alpha > 1 \); see Theorem 1.0.2.

Some variants of this result can be found in the literature. For example the case of \( \mathcal{L} = \Delta \), Laplacian, which is the well-known Stochastic Heat Equation (SHE), is treated in [4]. In that article, the authors considered the Neumann boundary condition and showed that, if \( \sigma \) is infinitely differentiable with bounded derivatives, then the law of any vector \((u(t_1, x), \ldots, u(t_n, x))\) has a smooth and strictly positive density with respect to Lebesgue measure on the set \( \{\sigma > 0\}^d \). In [50] the authors studied (1.1), for \( \mathcal{L} = \Delta \) on the interval \([0, 1]\), with Dirichlet boundary conditions. They showed that if \( \sigma \) is Lipschitz, then the following holds true.

**Theorem 1.0.3.** Let \((t, x) \in (0, \infty) \times (0, 1)\). The law of \( u(t, x) \) is absolutely continuous with respect to Lebesgue measure if there exists \( x_0 \in [0, 1] \) such that \( \sigma(u_0(x_0)) \neq 0 \).

The regularity of the density, under the condition \( \sigma(u_0(x_0)) \neq 0 \) for some \( x_0 \), is an open problem [15, page 99]. For the same equation the smoothness of the density was proved by Muller and Nualart [43]. They assumed that \( \sigma \) is infinitely differentiable with bounded derivatives. We also name [53, 33] as examples of Malliavin calculus for the SHEs on \( \mathbb{R}^d \) with colored noise. In [33], Hu, Nualart and Song considered the solution to (1.1) in which \( \dot{w}(t, x) \) denotes a colored noise with covariance function \( \text{E} \dot{w}(t, x) \dot{w}(s, y) = t \wedge q(x, y) \), for a \( \gamma_0 \)-Hölder continuous function \( q \) that satisfies \( |q(x_1, x_2)| \leq C(1 + |x_1|^\beta + |x_2|^\beta) \), for some \( \beta \in [0, 2) \). They further assumed that there is some \( \gamma > -1 \) such that for each \( t \geq 0 \),
\[
\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^{2d}} p_t(x, z_1)p_t(x, z_2)q(z_2, z_2)dz_2dz_2 \geq Ct^\gamma.
\]
They proved the following result.

**Theorem 1.0.4.** Suppose there is \( x_0 \in \mathbb{R} \) such that \( u_0(x_0) \neq 0 \), and \( q(x_0, x_0) \neq 0 \), where \( u_0 \) is a bounded Hölder continuous function. The following holds true: If \( \sigma \) is infinitely differentiable with bounded derivatives of all orders, then for any \( t > 0 \) and \( x \in \mathbb{R}^d \), the probability law of \( u(t, x) \) has a smooth density with respect to Lebesgue measure.

To the best of our knowledge, the case of the SHE with multiplicative white noise on \( \mathbb{R} \) is not studied yet. See section 6.0.1 for more details.

**Proposition 4.2.1** below, allows us to find a bound for density in Theorem 1.0.2. To state the result we define the following quantities. Let \( C = 2C_\alpha/c_1/\alpha \), where \( c_1 \) is defined in (1.10) (also defined as \( C_1 \) in Hypothesis \( H2 \) below), and \( C_\alpha = \int_0^\infty \frac{dx}{1+x^\alpha} = \pi/\alpha \csc(\pi/\alpha) \). Define \( \nu \), \( d \), and \( b \) by

\[
\nu = \frac{2\alpha - 1}{\alpha - 1}, \quad b > \frac{2\text{Lip}_\sigma^2}{\pi} \vee \left( \frac{2\text{Lip}_\sigma^2C_1}{\pi} \right)^{\frac{\alpha}{\alpha - 1}}, \quad d = \frac{1 - \nu}{4(b\nu)^{1/(\nu-1)}}.
\]

(1.11)

Note that \( d < 0 \), as \( \nu > 2 \).

**Corollary 1.0.5.** Let \( p_{t,y}(x) \) denote the density of \( u(t, y) \) and let \( b \) and \( \nu \) be defined as above. There are \( K > 0 \) and \( \beta_0 > 0 \) such that

\[
p_{t,y}(x) \leq K \exp(\beta_0 t + \Lambda(t, x)),
\]

(1.12)

where \( \Lambda(t, x) \leq 0 \) uniformly in \( t > 0 \) and \( x \in \mathbb{R} \), and is defined by

\[
\Lambda(t, x) = \begin{cases} 
    d t^{-1/(\nu-1)} (\ln(|x|/m))^{\nu/(\nu-1)} & |x| \geq m, \\
    0 & |x| \leq m,
\end{cases}
\]

(1.13)

and \( m = 2\sup_{x \in \mathcal{T}} |u_0(x)| + 2|\sigma(0)/\text{Lip}_\sigma| \).

**Remark 1.0.6.** Since \( \nu > 1 \), we have \( \Lambda(t, x) < 0 \). We can also define \( b > \frac{\text{Lip}_\sigma^2}{(1-\epsilon)\pi} \vee \left( \frac{\text{Lip}_\sigma^2C_1}{\epsilon^\pi} \right)^{\frac{\alpha}{\alpha - 1}}, \) for any \( \epsilon \in (0, 1) \).

The proof of this corollary is in Chapter 4. The global nature of this estimate makes it different from similar results in [17, 18, 20, 19]. In [17, 18], Dalang, Khoshnevisan and
Nualart study the stochastic heat equation with additive and multiplicative white noise respectively. They find a Gaussian upper bound, which works only for $t$ and $y$ in compact subsets of $\mathbb{R}_+ \times (0,1)$. This is in contrast with our result which holds for all $t > 0$ and $y \in [0,1]$. In [20], Dalang and Sanz-Solé investigate the hitting probability of a stochastic wave equation with colored noise.

The Kardar-Parisi-Zhang (KPZ) equation [35, 5], \[ \partial_t h = -\partial_x^2 h + \partial_x^2 h + \dot{w}, \] which is a standard model for random interface growth, is related to (1.1). KPZ is ill-posed. However, if we apply the Hopf-Cole nonlinear transformation [7], \[ u(t,x) := \exp\{-h(t,x)\}, \] then $u$ solves the well-posed SHE \[ \partial_t u = \partial_x^2 u + uu. \] This is a special case of (1.1), in which $\mathcal{L} = \partial_x^2$ and $\sigma(x) = x$. The Hopf-Cole transformation suggests that we can define the solution $h$ to KPZ via the well-defined random field $u$ by

\[ h(t,x) := -\log u(t,x). \] \quad (1.14)

For more details we refer to [7, 28]. If we start with $u_0(x) > 0$ for all $x \in T$, then $u(t,x) > 0$ for all $(t,x) \in E$ by the Mueller’s comparison theorem; see [15, Theorem 5.1] or [42, section 3]. Intuitively, when $u$ is small, $u(t,x)\dot{w}$ is small. Therefore, when $u \ll 1$, the effect of noise become negligible and the equation behaves like the nonrandom heat equation.

One important feature of the KPZ equation is its scaling limit behavior and universality [1, 3, 22, 25]. A growth model which has a long time behavior similar to that of KPZ is in KPZ universality class. Physicists employed the renormalization group method and computed the dynamic scaling exponent $z = 3/2$; see [26, 5, 35]. This means that, under the rescaling $h_\epsilon(t,x) = \epsilon^{1/2}h(\epsilon^{-z}t,\epsilon^{-1}x)$, we have a nontrivial limit, as $\epsilon \downarrow 0$. For a brief introduction to KPZ, we refer to the unpublished survey [14].

Corollary 1.0.5 implies that a similar bound for the density of the KPZ equation might hold true. Although, our result is not directly applicable to $\sigma(x) = x$, it certainly covers the case of $\sigma(x) = x + \epsilon$, for all $\epsilon > 0$. This solution converges to the the Hopf-Cole solution of KPZ as $\epsilon \downarrow 0$.

To elaborate more, let $u^\epsilon(t,y)$ and $p^\epsilon_{t,y}(x)$ denote the solution and density of the perturbed
equation respectively. We also let \( \sup_{x \in \mathbf{T}} |u_0(x)| \) be a small positive number. If \( \epsilon > 0 \) is sufficiently small, then we have \( m < 1 \), and by Remark 1.0.6, \( b = 1 \) is admissible. In particular, we find an upper bound for \( p_{t,y}^\epsilon(x) \), which is independent of \( \epsilon \),

\[
p_{t,y}^\epsilon(x) \leq K \exp \left[ \beta_0 t - c \frac{(\ln |x|)^{3/2}}{\sqrt{t}} \right],
\]

(1.15)

where \( c = (12\sqrt{3})^{-1} \). As \( \epsilon \downarrow 0 \), we expect \( \Pr(u_\epsilon^\epsilon(t,x) \leq -e^{-x}) \downarrow 0 \), by the Mueller’s comparison theorem. Therefore,

\[
\frac{d}{dx} \Pr(- \log |u^\epsilon(t,x)| \leq x) = \frac{d}{dx} \Pr(u^\epsilon(t,x) \geq e^{-x}) + \frac{d}{dx} \Pr(u^\epsilon(t,x) \geq e^{-x})
\approx -\frac{d}{dx} \Pr(u^\epsilon(t,x) \leq e^{-x}) \leq K \exp \left[ \beta_0 t - c \left( \frac{|x|^{3/2}}{\sqrt{t}} + x \right) \mathbf{1}_{|x| \geq 1} \right].
\]

Since the right-hand-side is independent of \( \epsilon \), one might be able to take the limit as \( \epsilon \downarrow 0 \), and show that the density \( \bar{p}_{t,y}(x) \) of KPZ satisfies

\[
\bar{p}_{t,y}(x) \leq K \exp \left[ \beta_0 t - c \left( \frac{|x|^{3/2}}{\sqrt{t}} + x \right) \mathbf{1}_{|x| \geq 1} \right],
\]

for any bounded \( u_0(x) \).

The technique of Malliavin calculus is normally implemented in two steps:

**Step 1** is to prove that the solution is smooth; i.e., the existence of the Malliavin derivatives of all orders, and

**Step 2** is the proof of the nondegeneracy of the Malliavin matrix; i.e., the study of the corresponding Malliavin matrix and existence of the negative moments.

In “Step 1” we offer a new method, which, in contrast to the other works [4, 50], does not rely on the approximations that use the detailed features of the transition probabilities of the Lévy process. This feature of our proof has enabled us to prove the Malliavin differentiability of the solution for all Lévy processes for which the existence of the mild solution is proved. To emphasize, we mention that, in this step we only require that Hypothesis \( \text{H1} \) holds.
In “Step 2” we followed carefully [15, pages 97-98], and could find an “ε-room” to extend the results from Brownian motion to a large group of Lévy processes, characterized by the rate of the growth of their Lévy exponents.

The rest of this thesis is organized as follows. In chapter 2 we collect some results about Lévy processes that are relevant to our study. We also discuss briefly the Walsh method of integration. This discussion includes the result about the existence and uniqueness of the solution to Eq (1.1). In Chapter 2, we also reviewed some elements of Malliavin calculus as economically as possible. In Chapter 3 we show that the Malliavin derivative of $u$ of all order exists, i.e., the solution to (1.1) is smooth. In Chapter 4 we give a proof for Theorem 1.0.2 and its corollary, Corollary 1.0.5. Chapter 5 start with a short introduction to intermittency. The proof of Theorem 1.0.2 is in this chapter. Finally, Chapter 6 is about the continuation of this project.
2.1 Lévy processes on a torus

In this section we review some results about Lévy processes. This material will be used in the sequel. Let \( \{Y_t\} \) be a Lévy process on \( \mathbb{R} \). This means that

1. \( Y_0 = 0 \) a.s.
2. \( Y \) has independent and stationary increments.
3. It is stochastically continuous; i.e., for all \( \epsilon > 0 \) and for all \( s \geq 0 \),
   \[
   \lim_{t \to s} P(|Y_t - Y_s| > \epsilon) = 0.
   \]
4. There is \( \Omega_0 \in \mathcal{F} \) with \( P(\Omega) = 1 \) such that, for every \( \omega \in \Omega \), \( Y_t(\omega) \) is right-continuous in \( t \geq 0 \) and has left limits in \( t > 0 \).

Let \( \varphi \) denote the characteristic exponent of \( Y \); i.e,
\[
E e^{i\lambda(Y_{s+t} - Y_s)} = e^{-t\varphi(\lambda)}, \quad s, t \geq 0, \lambda \in \mathbb{R}.
\] (2.1)

The existence of the characteristic exponents for the rational numbers is a result of the stationary and independent increments (property 2.) of the Lévy process. It extends to the real numbers by the \textit{càdlàg} property (property 4) of the paths.

As we discussed before — see the paragraph before (1.3)— we assume the following:

**H 1.** Let \( \bar{Y}_t = Y_t - Y'_t \), where \( Y' \) is an independent copy of \( Y \). \( \bar{Y}_t \) has local times.
Combining Theorem 1.0.1 with the following theorem from [32] and the fact that $Y_t$ is a Lévy process with characteristic exponent $2 \Re \varphi$ imply that $\Upsilon(\beta) < \infty$, for all $\beta > 0$.

**Theorem 2.1.1** (Hawkes [32]). Let $X$ be a Lévy process having exponent $\varphi$. Then a local time exists if and only if

$$\Re \left( \frac{1}{1 + \varphi} \right) \in L^1(\mathbb{R}).$$

(2.2)

Lemma 8.1 in [24] tells us that under hypothesis $H_1$ process $Y_t$ has transition densities $\{p_t(x,y)\}$ such that $\int_{\mathbb{T}} p_t(x,y)^2 \, dy < \infty$ for all $x \in \mathbb{T}$. More precisely,

**Theorem 2.1.2** (Foondun-Khoshnevisan-Nualart). If (1.2) has a random-field solution, then the process $Y$ has a jointly measurable transition density $\{p_t(x)\}_{t>0, x \in \mathbb{R}}$ that satisfies the following: For all $\eta > 0$ there exists a constant $C := C_\eta \in (0, \infty)$ such that for all $t > 0$,

$$\int_0^t \|p_s\|^2_{L^2(\mathbb{R})} \, ds \leq C e^{\eta t}.$$  

(2.3)

Let $T := [0, 2\pi)$. Define a process $X_t$ on $T$, via $Y_t$, by

$$X_t := Y_t - 2n\pi \quad \text{when} \quad 2n\pi \leq Y_t < 2(n + 1)\pi.$$  

(2.4)

Let $\{q_t(x, \cdot)\}_{x \in \mathbb{T}}$ denote the transition probability densities for the process $X$. A simple calculation shows that the transition densities of $X$ are given by

$$q_t(x,y) = \sum_{n=-\infty}^{\infty} p_t(x,y + 2n\pi) \quad \forall x, y \in \mathbb{T}. $$  

(2.5)

Let us introduce a function $\Phi : \mathbb{Z} \rightarrow \mathbb{C}$ by

$$\Phi(n) = \varphi(n) \quad n \in \mathbb{Z}. $$  

(2.6)

As is shown below, $\Phi$ is the characteristic exponent of the process $X$. It is clear from the definition of $\Phi$ that $\Upsilon(\beta) < \infty$ for all $\beta > 0$, when Hypothesis $H_2$ below holds; i.e., $H_2$ implies $H_1$. The function $\Upsilon$ continues to have a crucial role in “Step 1” above. The convergence of all Picard iterations relies on the fact that $\Upsilon(\beta) \rightarrow 0$ as $\beta \rightarrow \infty$. 
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The $L^2$ generator of $X$ is defined via the concept of the Fourier Multiplier. To explain this, we start with the definition of the Fourier integrals. For every $g \in L^2(T)$ we have

$$g(x) = \sum_{n=-\infty}^{\infty} \hat{g}(n)e^{-inx},$$

where

$$\hat{g}(n) = \frac{1}{2\pi} \int_{T} e^{inx} g(x) dx.$$

Here the convergence of the series holds in $L^2(T)$. Since $q_t(x, y)$ is a function of $y - x$ for each $t \geq 0$, we occasionally abuse notation and write $q_t(y - x)$ instead of $q_t(x, y)$.

**Lemma 2.1.3.** Under Hypothesis $H1$, $q_t(x, \cdot) \in L^2(T)$ for all $x \in T$ and $t > 0$. Furthermore,

$$\hat{q}_t(x, n) = \frac{1}{2\pi} e^{inx} e^{-t\Phi(n)}, \quad \|q_t(\cdot)\|_{L^2(T)}^2 = \frac{1}{4\pi^2} \sum_{n=-\infty}^{\infty} e^{-2t\text{Re}\, \Phi(n)}, \quad (2.7)$$

and

$$q_t(x, y) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} e^{inx} e^{-t\Phi(n)} e^{-iny}. \quad (2.8)$$

**Proof.** In order to show that $q_t(x, \cdot) \in L^2([0, 2\pi])$ we need only to show that its Fourier coefficients are in $\ell^2(Z)$. We can write $\hat{q}_t$ in terms of $\Phi$ as follows:

$$\hat{q}_t(x, n) = \frac{1}{2\pi} \int_{T} e^{iny} q_t(y - x) dy = \frac{1}{2\pi} e^{inx} \int_{-\infty}^{\infty} e^{inz} p_t(z) dz = \frac{1}{2\pi} e^{inx} e^{-t\Phi(n)}. \quad (2.9)$$

Therefore, $\Phi$ is the characteristic exponent of the Lévy process $X_t$. To prove the second formula, we need only to show that the sum in (2.7) converges, because then this equation would be the Parseval identity. An application of Fubini and $H1$ imply that

$$\int_{0}^{\infty} \sum_{n=-\infty}^{\infty} e^{-(\beta t + 2t\text{Re}\, \Phi(n))} dt = 4\pi^2 \Upsilon(\beta) < \infty. \quad (2.10)$$

Therefore, by the continuity of the integrand,

$$\sum_{n=-\infty}^{\infty} e^{-(\beta t + 2t\text{Re}\, \Phi(n))} < \infty \quad \forall t > 0.$$

Therefore $\sum_{n=-\infty}^{\infty} e^{-2t\text{Re}\, \Phi(n)} < \infty$ for all $t > 0$. Finally, (2.8) is a consequence of the inversion formula. \qed
The transition densities $q_t$ induce a semigroup $T_t$ on $L^2(\mathbb{T})$ defined by

$$T_t f(x) = E^x f(X_t) := \int_{\mathbb{T}} f(y) q_t(x,y) dy.$$  \hfill (2.11)

**Lemma 2.1.4.** The semigroup operator defined in (2.11) is a convolution operator and

$$T_t f(x) = \sum_{n=-\infty}^{\infty} e^{-inx} e^{-t\Phi(-n)} \hat{f}(n).$$  \hfill (2.12)

**Proof.** Since

$$T_t f(x) = \int_{\mathbb{T}} f(y) \frac{1}{2\pi} \left( \sum_{n=-\infty}^{\infty} e^{inx} e^{-t\Phi(n)} e^{-iny} \right) dy,$$

an application of Fubini gives us the result. \qed

Let $\mathcal{L}$ be the generator of $X_t$ in $L^2$ sense. This means

$$\mathcal{L} f(x) = \lim_{t \to 0^+} \frac{T_t f(x) - f(x)}{t}$$

in $L^2(\mathbb{T})$, whenever the limit exists. It is natural to define

$$\text{Dom}[\mathcal{L}] := \left\{ \varphi \in L^2(\mathbb{T}) : \mathcal{L}(\varphi) := \lim_{t \to 0^+} \frac{T_t \varphi - \varphi}{t} \text{ exists in } L^2(\mathbb{T}) \right\}.$$  

Next, we characterize $\text{Dom}[\mathcal{L}]$ in terms of the characteristic exponent.

**Proposition 2.1.5.** We have

$$\text{Dom}[\mathcal{L}] = \left\{ f \in L^2(\mathbb{T}) : \sum_{n=-\infty}^{\infty} |\Phi(n)|^2 |\hat{f}(n)|^2 < \infty \right\}.$$  

**Proof.** From the definition and the continuity of the Fourier transform,

$$\hat{\mathcal{L} f}(n) = \lim_{t \to 0^+} \frac{T_t \hat{f}(n) - \hat{f}(n)}{t} = \hat{\mathcal{L} f}(n) = \hat{f}(n) \lim_{t \to 0^+} \frac{e^{-t\Phi(-n)} - 1}{t} = -\Phi(-n) \hat{f}(n).$$

Then $\Phi(n) \hat{f}(n) \in \ell^2(\mathbb{Z})$. Since $\Phi(-n) = \overline{\Phi(n)}$, this is equivalent to what we wanted to prove. \qed

Therefore $\mathcal{L}$ can be viewed as a convolution operator with Fourier multiplier $\hat{\mathcal{L}}(n) = -\Phi(-n)$. We state the result as follows.
Lemma 2.1.6. The $L^2(T)$ generator $L$ of $T_t$ can be written as

$$Lu_0(x) = - \sum_{n=-\infty}^{\infty} e^{inx} \Phi(-n) \hat{u}_0(n) \quad x \in [0, 2\pi), \quad (2.13)$$

for all $u_0 \in L^2(T)$.

We borrow the following lemma from [23]; it plays a key role in the proof of the existence of Malliavin derivatives.

Lemma 2.1.7. For all $\beta > 0$,

$$\sup_{t > 0} e^{-\beta t} \int_0^t \|q_s\|_{L^2(T)}^2 ds \leq \int_0^\infty e^{-\beta s} \|q_s\|_{L^2(T)}^2 ds = \Upsilon(\beta). \quad (2.14)$$

Proof. Since $e^{-\beta t} \leq e^{-\beta s}$ for all $s \leq t$, then we have the inequality. The equality follows from (2.7) and (2.9),

$$\int_0^\infty e^{-\beta s} \|q_s\|_{L^2(T)}^2 ds = \int_0^\infty e^{-\beta s} \sum_{n=1}^\infty |\hat{q}_s(x, n)|^2 ds = \sum_{n=-\infty}^{\infty} \int_0^\infty e^{-\beta s} |\hat{q}_s(x, n)|^2 ds = \Upsilon(\beta).$$

This finishes the proof. \hfill \square

We refer the reader to [2, page 172] for further details. The following results are used in "Step 2" of our proof, that is the existence of negative moments.

Lemma 2.1.8. Let $1 < \alpha \leq 2$. There is $C \in (0, \infty)$ such that

$$\lim_{\lambda \to 0} \frac{1}{\lambda^\frac{1}{\alpha}} \sum_{n=1}^{\infty} e^{-n^\alpha \lambda} = C. \quad (2.15)$$

A proof for the special case of $\alpha = 2$ is given in [15, pages 34-35]. We extend the result to $1 < \alpha \leq 2$ by modifying the same idea. We start with the following lemma.

Lemma 2.1.9. There is $c < \infty$ depending only on $\alpha$ such that

$$n^\alpha - x^\alpha \leq cx^{\alpha-1}.$$ 

for every $x \in [n - 1, n]$ and for all $n \geq 1$. 
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Proof. Since \( n^\alpha - x^\alpha \leq n^\alpha - (n-1)^\alpha \), by an application of the mean value theorem,
\[
n^\alpha - x^\alpha \leq \alpha n^{\alpha-1}.
\]
Since \( \lim_{n \to \infty} \frac{n^{\alpha-1}}{(n-1)^{\alpha-1}} = 1 \), there is \( N \) such that \( n^{\alpha-1} \leq 2(n-1)^{\alpha-1} \) for all \( n \geq N \). But for every \( n \leq N \), there is \( C_n \) such that
\[
n^{\alpha-1} \leq C_n(n-1)^{\alpha-1}.
\]
Then, if we let \( C = \max\{2, C_1, \ldots, C_n\} \), we get
\[
n^{\alpha-1} \leq C(n-1)^{\alpha-1} \quad \text{for } n \geq 1.
\]
Therefore, the inequality \( (n-1)^{\alpha-1} \leq x^{\alpha-1} \) completes the proof. \( \square \)

Proof of Lemma 2.1.8. Let \( \int_0^{\infty} e^{-x^\alpha} dx = C \). Then \( \int_0^{\infty} e^{c x^\alpha} dx \frac{C}{\lambda^{\frac{1}{\alpha}}} \). Let
\[
T = \int_2^{\infty} e^{-x^\alpha \lambda} dx - \sum_{n=3}^{\infty} e^{-\lambda n^\alpha} \geq 0. \tag{2.16}
\]
Since, \( 1 - e^{-\theta} \leq 1 \wedge \theta \),
\[
T = \sum_{n=3}^{\infty} \int_{n-1}^{n} e^{-x^\alpha \lambda} (1 - e^{-\lambda (n^\alpha - x^\alpha)}) dx \leq \sum_{n=3}^{\infty} \int_{n-1}^{n} e^{-x^\alpha \lambda} (1 \wedge \lambda (n^\alpha - x^\alpha)) dx.
\]
Then, by Lemma 2.1.9 followed by a change of variable,
\[
T \leq \int_0^{\infty} e^{-x^\alpha \lambda} (1 \wedge \lambda c x^{\alpha-1}) dx = \frac{1}{\lambda^{\frac{1}{\alpha}}} \int_0^{\infty} e^{-y^\alpha} (1 \wedge \lambda^{\frac{1}{\alpha}} y) dy.
\]
Therefore, \( 0 \leq \lambda^{\frac{1}{\alpha}} T \leq \int_0^{\infty} e^{-y^\alpha} (1 \wedge \lambda^{\frac{1}{\alpha}} y) dy. \) Since by the dominated convergence theorem
\[
\lim_{\lambda \to 0} \int_0^{\infty} e^{-y^\alpha} (1 \wedge \lambda^{\frac{1}{\alpha}} y) dy = 0,
\]
then by the squeeze theorem,
\[
\lim_{\lambda \to 0} \lambda^{\frac{1}{\alpha}} T = 0. \tag{2.17}
\]
Since \( \lim_{\lambda \to 0} \lambda^{\frac{1}{\alpha}} \int_2^{\infty} e^{-y^\alpha} dy = C > 0, \) (2.17) implies that
\[
\lim_{\lambda \to 0} \lambda^{\frac{1}{\alpha}} \sum_{n=1}^{\infty} e^{-n^\alpha \lambda} = C.
\]
\( \square \)
Next we introduce the second hypothesis.

**H 2.** There are $1 < \alpha < \beta \leq 2$ and $0 < C_1 < C_2$ such that

$$C_1|n|^{\alpha} \leq \text{Re} \, \Phi(n) \leq C_2|n|^{\beta} \quad \forall n \geq 1. \quad (2.18)$$

**Corollary 2.1.10.** Let $\Phi(n)$ denotes the Lévy exponent of a Lévy process with transition probability $q = q_t(x)$. If $\Phi$ satisfies Hypothesis **H2**, then, for $t \in [0, T]$, there are constants $0 < A_1 < A_2$ depending on $T$, such that

1. For all $t > 0$,
   $$A_1 t^{-\frac{1}{\beta}} \leq \|q_t\|_{L^2(T)}^2 \leq A_2 t^{-\frac{1}{\alpha}}; \quad (2.19)$$

2. For every $\delta \in (0, T)$,
   $$A_1 \delta^{1-\frac{1}{\beta}} \leq \int_{0}^{\delta} \|q_t\|_{L^2(T)}^2 dt \leq A_2 \delta^{1-\frac{1}{\alpha}}. \quad (2.20)$$

**Proof.** We prove only the first part; the second part follows from the first part by integration. It follows from (2.18) and (2.7) that

$$\sum_{n=-\infty}^{\infty} e^{-2tC_2|n|^{\beta}} \leq 4\pi^2 \|q_t\|_{L^2(T)}^2 \leq \sum_{n=-\infty}^{\infty} e^{-2tC_1|n|^{\alpha}}. \quad (2.21)$$

The first inequality in (2.21) implies that

$$t^{1/\beta} \|q_t\|_{L^2(T)}^2 \geq \frac{1}{(2C_2)^{1/\beta}4\pi^2} (2tC_2)^{1/\beta} \sum_{n=-\infty}^{\infty} e^{-2tC_2|n|^{\beta}}. \quad (2.22)$$

By (2.15) the right-hand-side of (2.22) converges to a number $B_1 > 0$. Therefore there is an $\epsilon_1 > 0$ such that

$$t^{1/\beta} \|q_t\|_{L^2(T)}^2 \geq B_1/2 \quad \forall t \in (0, \epsilon_1).$$

To extend the inequality to $t \in (0, T)$, we note that by (2.15), $q_t \neq 0$ and is continuous for $t > 0$. Therefore, there is $A_1 > 0$ such that

$$t^{1/\beta} \|q_t\|_{L^2(T)}^2 \geq A_1 \quad \forall t \in (0, T). \quad (2.23)$$

Similarly, the second inequality in (2.21) implies that there is $A_2$ such that

$$t^{1/\beta} \|q_t\|_{L^2(T)}^2 \leq A_2 \quad \forall t \in (0, T). \quad (2.24)$$

Inequalities (2.23) and (2.24) imply (2.19).

\[\square\]
2.2 A Stochastic Partial Differential Equation

Equation (1.1) is formal; we interpret it, in the Walsh sense, as the solution to the integral equation

$$u(t, x) = v(t, x) + \int_T \int_0^t \sigma(u(s, y))q_{t-s}(y-x)w(dsdy),$$

(2.25)

where $v(t, x) = T_t u(x)$, and the integral on the right-hand-side is with respect to white noise. The white noise also defines a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ via

$$\mathcal{F}_t = \sigma(\dot{w}([0, s] \times A), 0 \leq s \leq t, \text{and } A \in \mathcal{B}(T)),$$

where $\mathcal{B}(T)$ denotes the Borel $\sigma$-algebra on $T$ equipped with Lebesgue measure, normalized to have mass 1. In (2.25) a solution $u$ that satisfies (2.25) is called a mild solution to (1.1), if

$$\sup_{(t, x) \in [0, T] \times T} E(|u(t, x)|^2) < \infty \quad \text{for all } T < \infty;$$

see [23, page 4]. We assume $\mathcal{F}_t$ satisfies the usual condition for all $t \geq 0$. This means that $\mathcal{F}_t$ is right continuous and contains all the null sets[51, page 22].

To better understand what this equation represents, consider the following noninteracting particle system in a random environment. Particles are initially distributed on $T$ according to the initial density $u_0(x)$. At time $t = 0$ particles start a continuous time random walk on the torus. The motion of the particles is governed by the generator of the Lévy process. At each time-point $(t, x) \in E$, particles either multiply or die at a rate proportional to the amount of the noise at $(x, t)$. This branching mechanism is responsible for the term $\sigma(u(t, x))\dot{w}$ in (1.1). In this model the diffusive effect of the operator $\mathcal{L}$ competes with the white noise. While the diffusion is trying to flatten the solution, the noise roughens it up.

White noise $\dot{w}$ is a continuous analogue of a sequence of i.i.d. Gaussian random variables. Roughly speaking, it is a Gaussian process with covariance function,

$$\text{E}(\dot{w}(s, x)\dot{w}(t, y) = \delta(t - s)\delta(x - y)$$

More precisely, let $\mathcal{B}(E)$ denote the Borel $\sigma$-algebra on $E$, and let $| \cdot |$ denote the product Lebesgue measure on $\mathcal{B}(E)$. White noise is a centered Gaussian process indexed by the
elements in $\mathcal{B}(E)$, whose covariance function $C : \mathcal{B}(E) \times \mathcal{B}(E) \to \mathbb{R}$ is defined by

$$C(A, B) = |A \cap B|.$$  \hfill (2.26)

Although $\dot{w}(A \cup B) = \dot{w}(A) + \dot{w}(B)$ a.s. for all disjoint $A$ and $B$, white noise is not a $\sigma$-additive set function and fails to define a pathwise signed measure. However, for all disjoint sets $A_1, A_2, \cdots \in \mathcal{B}(E)$,

$$\mathbb{P} \left\{ \dot{w}\left( \bigcup_{n=1}^{\infty} A_n \right) = \sum_{i=1}^{\infty} \dot{w}(A_n) \right\} = 1,$$  \hfill (2.27)

where the infinite sum converges in $L^2(\mathbb{P})$. To define an Itô type integral against $\dot{w}$, for every $A \in \mathcal{B}(E)$ we set

$$\int 1_A(t, x)w(dt, dx) = \dot{w}(A).$$

By linearity of integration, we can define $\int f(t, x)w(dt, dx)$ for every $f$ of form

$$f(t, x) = \sum_{i=1}^{n} c_i 1_{A_i}(t, x),$$

where $A_i \in \mathcal{B}(E)$ for $i = 1, \cdots, n$. Then the Itô isometry,

$$\|f\|_{L^2(E)} = \left\| \int f(t, x)w(dt, dx) \right\|_{L^2(\Omega)},$$

allows us to extend this definition to all functions in $L^2(E)$. It remains to define the integral for the random integrands, which will be discussed briefly next. Let $A = [0, t] \times B$, where $B \subset \mathcal{B}(T)$. For sets of this form we define $w_t(B) = \dot{w}(A)$. Then following lemma holds.

**Lemma 2.2.1.** \{$w_t(B)\}_{t \geq 0, B \in \mathcal{B}(T)}$ is a “martingale measure” in the sense that:

1. For all $A \in \mathcal{B}(T)$, $w_0(B) = 0$ a.s.;
2. If $t > 0$ when $w_t$ is a sigma-finite, $L^2(\mathbb{P})$-valued signed measure; and
3. For all $B \in \mathcal{B}(T)$, \{$w_t(B)\}_{t \geq 0}$ is a mean-zero martingale.

**Proof.** See [15] page 15. \qed
**Definition 1.** A function \( f : \mathbb{R}_+ \times T \times \Omega \to \mathbb{R} \) is *elementary*, if for some \( X \) and \( A \),

\[
f(t, x, \omega) = X(\omega)1_{(a,b]}(t)1_A(x), \quad (2.28)
\]

where \( X \) is bounded and \( \mathcal{F}_a \) measurable random variable, and \( A \in \mathcal{B}(T) \). Finite [nonrandom] linear combination of elementary functions are called *simple functions*. Let \( \mathcal{S} \) denote the class of all simple functions.

If \( f \) is an elementary function, then we define the stochastic-integral process of \( f \) as

\[
\int_0^t \int_B f(s, x, \omega)w(ds, dx) = X[w_{t\wedge b}(B \cap A) - w_{t\wedge a}(B \cap A)], \quad (2.29)
\]

for every \( B \in \mathcal{B}(T) \). This definition extends to \( \mathcal{S} \) by linearity. The sigma algebra \( \mathcal{P} \) generated by \( \mathcal{S} \) is called the *predictable \( \sigma \)-algebra*. We restrict the time variable \( t \) in a finite interval \([0, T]\) and let \( \mathcal{P}_w \) denote the collection of predictable functions \( f \) such that

\[
\mathbb{E} \left[ \int_0^T \int_T |f(s, x)|^2 ds dx \right] < \infty,
\]

where the index \( w \) in \( \mathcal{P}_w \) emphasizes the dependency on the white noise. Let \( A, B \in \mathcal{B}(T) \). By Lemma 2.2.1, \( \{w_t(A)\}_{t \geq 0} \) and \( \{w_t(B)\}_{t \geq 0} \) are martingales, and we have

\[
\langle w(A), w(B) \rangle_t = t|A \cap B|, \quad (2.30)
\]

where \( \langle \cdot, \cdot \rangle_t \) denotes the *covariance process* of the two martingales [36, page 205]. One way to check (2.30) is to observe that \( w_t(A)/\sqrt{|A|} \) is a standard Brownian motion for all \( A \in \mathcal{B}(T) \). (2.30) is best appreciated in view of the Burkholder inequality and (2.34), as it leads to the following statement.

**Theorem 2.2.2.** Let \( f \in \mathcal{P}_w \), and define \( (f \cdot w) := \int_0^t \int_T f(s, x)w(ds, dx) \). For all \( t \in (0, T] \) and \( A, B \in \mathcal{B}(T) \),

\[
\langle (f \cdot w), (f \cdot w) \rangle_t = \int_0^t \int_T |f(s, x)|^2 ds dx. \quad (2.31)
\]

Furthermore, we have the following *Itô type isometry*:

\[
\mathbb{E}[(f \cdot w)^2] = \mathbb{E} \left[ \int_T \int_0^t |f(s, x)|^2 ds dx \right]. \quad (2.32)
\]
Proof. A proof for a general martingale measure can be found in [15, page 21].

Let \( \{f(t, x)\}_{t \geq 0, x \in T} \) be a predictable random field. For any \( T > 0, \beta > 0 \) and \( p \geq 2 \) define
\[
\|f\|_{\beta,p,T} := \left\{ \sup_{(t,x) \in [0,T] \times T} e^{-\beta t} E(|f(t,x)|^p) \right\}^{1/p}.
\] (2.33)

To analyze this family of \( p \)-norms we will need the following inequality. It is an \( L^p(P) \) version of (2.32), which can be proved by the Itô formula and Doob’s inequality.

**Theorem 2.2.3.** [Burkholder-Davis-Gundy Inequality [10]] Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)\) be a filtered probability space. Let \( p > 0 \). There exist two universal constants \( C_p \) and \( c_p \), depending only on \( p \), such that for every \( (\mathcal{F}_t)_{t \geq 0} \) continuous local martingale \( M \), with \( M_0 = 0 \), and any stopping time \( \rho \), we have
\[
c_p E(\langle M \rangle_{\rho}^{1/2})^p \leq E(\sup_{s \leq \rho} |M_s|)^p \leq C_p E(\langle M \rangle_{\rho}^{1/2})^p,
\] (2.34)
where the optimal constant \( C_p \), when \( \rho = t \), and \( p \geq 2 \) is given by
\[
z_p := \text{optimal } C_p = \sup \left\{ \frac{\|N_t\|_{L^p(P)}}{\|\langle N, N \rangle^{1/2}\|_{L^{p/2}(P)}} : N \in \mathcal{M}_p \right\},
\] (2.35)
where \( 0/0 = 0 \), and \( \mathcal{M}_p \) denotes the collection of all continuous \( L^p(P) \) martingales.

Most of above discussion is borrowed from [15]. For more details on the theory and examples of the stochastic partial differential equations we also refer to [13]. We aim next to prove the existence and uniqueness of the solution to (1.1). It is well-known that the stochastic heat equation (1.1), in which \( \mathcal{L} = \Delta \), has solution \( \{u(t, x)\}_{t \geq 0, x \in \mathbb{R}} \) that is jointly continuous. The solution is unique up to modification. This result can be found, for example in Walsh [55, page 312], see also [16]. This special case arises also in the study of stochastic Burger equation [30], the parabolic Anderson Model [12] and KPZ equation [35].

In order to analyze the mild solution (2.25), we define an operator \( \mathcal{A} \) by
\[
(\mathcal{A}f)(t, x) = \int_0^{2\pi} \int_0^t q_{t-s}(x, y) \sigma(f(s,y)) w(dsdy) \quad \forall x \in [0, 2\pi), t \geq 0,
\] (2.36)
provided that the stochastic integral exists in the sense of Walsh [55].
Lemma 2.2.4. If $f$ is predictable and $\|f\|_{\beta,p} < \infty$ for a real $\beta > 0$ and $p \geq 1$, then

$$\|A f\|_{\beta,p} \leq z_p (\sigma(0) + \text{Lip}_\sigma \|f\|_{\beta,p}) \sqrt{\Upsilon(2\beta/p)},$$

(2.37)

where $\Upsilon$ and $q_t$ correspond to the Lévy process $X$.

Proof. The integrand in $Af(t,x)$ depends on $t$. Therefore, $Af(t,x)$ is not a martingale. However, if we choose and fix $r > 0$, then the operator

$$A_r f(t,x) := \int_0^t \int_{\mathcal{T}} q_{r-s}(x,y)\sigma(f(s,y)) w(ds,dy)$$

is a martingale for all $t \leq r$, with quadratic process,

$$\langle A_r f(\bullet, x) \rangle_t = \int_0^t \int_{\mathcal{T}} q_{r-s}^2(x,y) |\sigma(f(s,y))|^2 dyds.$$

If we apply the Burkholder inequality to $A_r f(t,x)$, for $t \leq r$,

$$\|A_r f(t,x)\|_{L^p(P)}^p \leq z_p \mathbb{E} \left[ \int_0^t \int_{\mathcal{T}} q_{r-s}^2(x,y) |\sigma(f(s,y))|^2 dyds \right]^{p/2}.$$

Now let $t = r$ to get

$$\|A f(t,x)\|_{L^p(P)}^2 \leq z_p^2 \mathbb{E} \left[ \int_0^t \int_{\mathcal{T}} q_{r-s}^2(x,y) |\sigma(f(s,y))|^2 dyds \right]_{L^{p/2}(P)}.$$

Minkowski’s inequality allows us to switch the norm $[L^{p/2}(\Omega)]$ with the integral $[dyds]$,

$$\|A f(t,x)\|_{L^p(P)}^2 \leq z_p^2 \mathbb{E} \left[ \int_0^t \int_{\mathcal{T}} q_{r-s}^2(x,y) \|\sigma(f(s,y))\|_{L^p(P)}^2 dyds \right].$$

Since $\sigma(x)$ is Lipschitz, $|\sigma(x)| \leq c_0 + c_1 |x|$, where $c_0 = |\sigma(0)|$, and $c_1 = \text{Lip}_\sigma$. This combined with inequality

$$(a + b)^2 \leq (1 + \epsilon^{-1})a^2 + (1 + \epsilon)b^2 \quad a, b \in \mathbb{R}, \epsilon > 0,$$

yields,

$$|\sigma(f(s,y))|^2 \leq (1 + \epsilon^{-1})c_0^2 + (1 + \epsilon)c_0^2 |f(s,y)|^2.$$

Therefore, by the triangle inequality,

$$\|\sigma(f(s,y))\|_{L^p(P)}^2 \leq (1 + \epsilon^{-1})c_0^2 + (1 + \epsilon)c_0^2 \|f(s,y)\|_{L^p(P)}^2.$$
Then, by replacing $|\sigma|^2$ in (4.1) by this upper bound, and using the fact that $\|f(s, y)\|^2_{L^2(P)} \leq e^{2\beta s/p} \|f\|^2_{p,\beta}$ we will arrive at

$$
\|A f(t, x)\|^2_{L^p(P)} \leq 2 \left( \frac{1 + (1 - \epsilon) c_0^2}{(1 - \epsilon) c_0^2} \int_0^t \|q_{t-s}\|^2_{L^2(T)} d\sigma \right)
$$

$$
+ 2 \left( \frac{1 + \epsilon}{1 + \epsilon} c_1^2 \|f\|^2_{p,\beta} \int_0^t \|q_{t-s}\|^2_{L^2(T)} e^{2\beta s/p} d\sigma \right)
$$

$$
= 2 \left( \frac{1 + (1 - \epsilon) c_0^2}{(1 - \epsilon) c_0^2} \int_0^t \|q_{t-s}\|^2_{L^2(T)} d\sigma \right)
$$

$$
+ 2 \left( \frac{1 + \epsilon}{1 + \epsilon} c_1^2 \|f\|^2_{p,\beta} \int_0^t \|q_{t-s}\|^2_{L^2(T)} e^{-2\beta s/p} d\sigma \right).
$$

We multiply the above inequality by $e^{-2\beta t/p}$ and recall that by (2.1.7),

$$
e^{-2\beta t/p} \int_0^t \|q_{t-s}\|^2_{L^2(T)} d\sigma \leq \int_0^t \|q_{t-s}\|^2_{L^2(T)} e^{-2\beta s/p} d\sigma \leq \Upsilon(2\beta/p),
$$

to conclude that

$$
e^{-2\beta/p} \|A f(t, x)\|^2_{L^p(P)} \leq 2 \left( \frac{1 + (1 - \epsilon) c_0^2}{(1 - \epsilon) c_0^2} \int_0^t \|q_{t-s}\|^2_{L^2(T)} d\sigma \right)
$$

$$
+ 2 \left( \frac{1 + \epsilon}{1 + \epsilon} c_1^2 \|f\|^2_{p,\beta} \int_0^t \|q_{t-s}\|^2_{L^2(T)} e^{-2\beta s/p} d\sigma \right) \leq \Upsilon(2\beta/p).
$$

From the definition of $\|\cdot\|_{\beta,p}$, we have

$$
\|A f\|^2_{\beta,p} \leq (1 - \epsilon) c_0^2 + (1 + \epsilon) c_1^2 \|f\|^2_{\beta,p} \leq \Upsilon(2\beta/p).
$$

Finally, we choose

$$
\epsilon = \begin{cases} 
\frac{|c_0|}{c_1 \|f\|_{\beta,p}} & \text{if } c_1 \|f\|_{\beta,p} > 0, \\
0 & \text{if } c_0 = 0, \\
\infty & \text{if } \|f\|_{\beta,p} = 0,
\end{cases}
$$

and the proof is complete.

\begin{lemma}
Let $p \geq 2$. For every $\beta > 0$, and all predictable random fields $f$ and $g$ that satisfy $\|f\|_{\beta,p} + \|g\|_{\beta,p} < \infty$,

$$
\|A f - A g\|_{\beta,p} \leq 2 \text{Lip}_{\sigma} \Upsilon(2\beta/p) \|f - g\|_{\beta,p}.
$$
\end{lemma}

\begin{remark}
This result obviously implies the uniqueness of the solution to Eq. (1.1).
\end{remark}
Proof. As we did in the proof of Lemma 2.2.4, we can apply the Burkholder inequality. Then the Lipschitz property of \( \sigma \) yields,

\[
E|Af(t, x) - Ag(t, x)|^p \leq \text{Lip}_p \sigma \|q^2_{t-s}(x, y)f(s, y) - g(s, y)\|^2 \int_0^t \int_T q^2_{t-s}(x, y) dy ds \]

Then after raising the both sides to the power of \( 2/p \) we apply the Minkowski’s inequality on the right-hand-side to conclude that

\[
\|Af(t, x) - Ag(t, x)\|^{2L_p(P)} \leq (\text{Lip}_p \sigma)^2 \|f - g\|^{2\beta, p} e^{2\beta/p} \Upsilon(2\beta/p).
\]

This finishes the proof. \( \square \)

Now, we can prove the following existence theorem. We omit the proof of the \( L^p \) continuity of \( u \) as it will not be used in the sequel.

**Theorem 2.2.7.** Under the hypothesis \( H1 \), (1.1) has a solution \( u \) that is unique up to a modification. The solution is finite in \( \|\cdot\|_{\beta, p} \) norm, for some \( \beta > 0 \), and all \( p \geq 2 \). Furthermore, when \( u_0 \) is continuous, \( u \) is continuous in \( L^p(P) \) for all \( p > 0 \).

**Proof.** It is easy to check that, if we substitute \( t = 0 \) in the mild solution given by (2.25), then \( u(0, x) = u_0(x) \), and also, if the solution exists, then \( u(t, 2\pi) = u(t, 0) \). Notice that if \( v \) is defined by

\[
v(t, x) = T_t u_0(x) \quad (t, x) \in E,
\]

then \( v \) satisfies \( \partial_t v(t, x) = \mathcal{L} v(t, x) \) weakly. Furthermore, the periodic condition \( v(t, 0) = v(t, 2\pi) \) on \( \mathbf{T} \) and the initial condition \( v(0, x) = u_0(x) \) are satisfied. That is \( v \) is the Green’s
function for the operator \( \partial_t - \mathcal{L} \). We consider the following Picard iteration. Define \( v_0(t, x) = T_t u_0(x) \), and for \( n \geq 1 \) set
\[
v_{n+1}(t, x) = v_0(t, x) + \int_0^t \int_{\mathbb{T}} q_{t-r}(x, z) \sigma(v_n(r, z)) w(dr dz).
\] (2.42)
Then the existence of the solution boils down to the convergence of \( v_n \). We first show, by induction, that \( \|A v_n\|_{\beta, p} < \infty \) for all \( n \). Since \( u_0 \) is bounded, then \( \|v_0\|_{\beta, p} < \infty \) and then, by Lemma 2.2.4,
\[
\|A v_0\|_{\beta, p} \leq z_p (|\sigma(0)| + \text{Lip}_\sigma \|v_0\|_{\beta, p}) \sqrt{\Upsilon(2\beta/p)} < \infty.
\]
Similarly, if \( \|v_n\|_{\beta, p} < \infty \), then \( \|A v_n\|_{\beta, p} < \infty \). Then the triangle inequality on (2.42), would give us \( \|v_{n+1}\|_{\beta, p} < \infty \), and hence \( \|A v_{n+1}\|_{\beta, p} < \infty \). Next we find a bound on \( A v_n \) that is uniform in \( n \). If we let \( a_n := \|A v_n\| \), then, by (2.37) and the triangle inequality,
\[
a_{n+1} = \alpha + \beta a_n,
\] (2.43)
where \( \alpha = z_p \sqrt{\Upsilon(2\beta/p)} (|\sigma(0)| + \text{Lip}_\sigma \|v_0\|_{\beta, p}) \) and \( \beta = z_p \sqrt{\Upsilon(2\beta/p)} \text{Lip}_\sigma \). Iterating (2.43) yields
\[
a_{n+1} \leq \alpha (1 + \beta + \cdots + \beta^n) + \beta^{n+1} a_0.
\] (2.44)
Since \( \lim_{\beta \to \infty} \Upsilon(2\beta/p) = 0 \), then we can choose \( \beta \) sufficiently large to have \( \beta < 1 \). Therefore,
\[
\sup_{n \geq 1} a_n \leq \frac{\alpha}{1 - \beta}.
\]
Then \( \sup_n \|A v_n\|_{\beta, p} < \infty \), and so is \( \sup_{n \geq 1} \|v_n\|_{\beta, p} < \infty \). This is because \( T_t u_0 \) is bounded uniformly by \( \sup_{x \in \mathbb{T}} |u_0(x)| \), and
\[
\sup_{n \geq 1} \|v_n\|_{\beta, p} \leq \sup_{x \in \mathbb{T}} |u_0(x)| + \frac{\alpha}{1 - \beta} < \infty.
\] (2.45)
Therefore, by Lemma (2.2.5) for all \( n \geq 1 \) we have
\[
\|v_{n+1} - v_n\|_{\beta, p} = \|A v_n - A v_{n-1}\|_{\beta, p} \leq z_p \text{Lip}_\sigma \sqrt{\Upsilon(2\beta/p)} \|v_n - v_{n-1}\|_{\beta, p}.
\]
This proves that \( \{v_n\}_{n=1}^\infty \) is Cauchy in \( \|\cdot\|_{\beta, p} \) norm, and so is convergent to some predictable random field \( u \) with
\[
\|u\|_{\beta, p} < \infty, \quad \|v_n\|_{\beta, p} < \infty \quad \forall p \geq 1, \beta > 0, n \geq 1.
\] (2.46)
This also shows that
\[
\lim_{n \to \infty} \| v_n(t, x) - u(t, x) \|_p = 0 \quad \forall (t, x) \in \mathbb{R}_+ \times [0, 2\pi].
\] (2.47)
This and Remark 2.2.6 together prove more than what we promised to show. \qed

2.3 Elements of Malliavin’s calculus

The Malliavin calculus is an infinite-dimensional differential calculus on the Wiener space. It is an appropriate method for investigating the regularity of the law of functionals on the Wiener space. Such functionals include the solutions to stochastic (partial) differential equations. The integration by parts formula for an infinite dimensional space, against the Gaussian measure is central in this calculus. Paul Malliavin[54] initially invented this method to produce an alternative proof of Hörmander’s condition[38, 31].

Most of this section is borrowed from [47] and [53]. Let \( C_\infty^p(\mathbb{R}^n) \) denote the space of the smooth real-valued functions \( f \) on \( \mathbb{R}^n \), such that \( f \) and all its partial derivatives have at most polynomial growth.

2.3.1 The Wiener chaos

For every \( h \in H := L^2(E_T) \) let \( w(h) \) denote the Wiener integral
\[
w(h) = \int_0^T \int_T h(t, x) w(dt, dx).
\] (2.48)
We call \( W = \{w(h)\}_{h \in H} \) a Gaussian process on \( H \) and we let \( \mathcal{G} \subset \mathcal{F} \) denote the \( \sigma \)-algebra generated by \( W \).

For \( n \geq 0 \), let \( H_n \) be the Hermite polynomial of degree \( n \). These are functions defined by
\[
H_n(x) = \frac{(-1)^n}{n!} e^{x^2} \frac{d^n}{dx^n} (e^{-x^2}) \quad n \geq 1.
\]
We let \( H_0 = 1 \). For each \( n \geq 1 \), let \( \mathcal{H}_n \) denote the closed linear subspace of \( L^2(\Omega, \mathcal{F}, P) \) generated by the random variables \( \{H_n(w(h)), h \in H, \|h\|_H = 1\} \), and \( \mathcal{H}_0 \) is the set of
constants. The space $H_n$ is called the Wiener chaos of order $n$. $H_n$ are orthogonal with respect to $P$, and the space $L^2(\Omega, \mathcal{G}, P)$ can be decomposed into the infinite orthogonal sum of $H_n$[47, Theorem 1.1.1].

**2.3.2 The derivative operator**

Let $\mathcal{S}$ denote the class of smooth random variables. A random variable $F$ belongs to $\mathcal{S}$, if there is $n \geq 1$ and a function $f : \mathbb{R}^n \to \mathbb{R}$ such that $F = f(w(h_1), \cdots, w(h_n))$, where $f \in C^\infty_p(\mathbb{R}^n)$ and $w(h_i)$ is defined by (2.48) for $1 \leq i \leq n$. We initially define the Malliavin derivative operator $D : \mathcal{S} \to L^2(\Omega; H) \approx L^2(\Omega \times E_T)$ as the following: If $F \in \mathcal{S}$ is of the form above, then we define

$$D_{t,x}F = \sum_{i=1}^{n} \frac{\partial f}{\partial x_i}(w(h_1), \cdots, w(h_n))h_i(t, x). \quad (2.49)$$

The following result is an integration by parts formula in its simplest form. As mentioned before, It plays an important role in the theory of Malliavin calculus.

**Lemma 2.3.1.** If $F \in \mathcal{S}$ and $h \in H$, then

$$E\langle DF, h \rangle_H = EFw(h). \quad (2.50)$$

**Proof.** The proof follows from the definition. See [47, Lemma 1.2.1] for details. \hfill \square

A consequence of Lemma 2.3.1 is the fact that the derivative operator $D$ is closable. The closure of the $\mathcal{S}$ under the closed graph norm is called $D^{1,2}$. To be able to investigate the smoothness of a random variable $X \in L^2(\Omega, \mathcal{G}, P)$, we need to define the Malliavin derivatives of higher orders. Let $F \in \mathcal{S}$. For $p \geq 1$ and $j \in \mathbb{N}$, the Malliavin derivative $D^j : \mathcal{S} \to L^p(\Omega; H^{\otimes j})$ of order $j$ is defined by

$$D^j F = \sum \frac{\partial^j f}{\partial x_{i_1} \cdots \partial x_{i_j}}(w(h_1), \cdots, w(h_n))h_{i_1} \otimes \cdots \otimes h_{i_j}, \quad (2.51)$$

where the sum is over all $j$-tuples $(i_1, \cdots, i_j) \in \{1, \cdots, n\}^j$. The operator $D^j : \mathcal{S} \to L^p(\Omega; H^{\otimes j}) \approx L^p(\Omega \times E_T^j)$ is closable for all $p \geq 1$ and $n \in \mathbb{N}$. The domain of the closed
operator is called $D_{j,p}$. More precisely, $D_{k,p}$ is the closure of $\mathcal{S}$ under the $\|\cdot\|_{k,p}$ norm which is defined by

$$
\|F\|_{k,p} = \left( E|F|^p + \sum_{j=1}^{k} E\|D^j F\|_{H \otimes j}^p \right)^{1/p}.
$$

(2.52)

**Example 2.3.1 (Standard Wiener Space[21])**. In some cases, the Malliavin derivative coincides with the Frechet derivative. Let $\Omega$ be the standard Wiener space of all continuous functions on $[0, 1]$ starting from zero. Let $\mathcal{H}$ be the space of all continuous functions $\omega$ such that $\omega(t) = \int_0^t g(s)ds$, where $g \in L^2([0, 1])$. The space of all such paths is called the Cameron-Martin space. The Cameron-Martin space and $L^2([0, 1])$ are isometric via $\langle \omega, \lambda \rangle_{\mathcal{H}} : = \langle g, h \rangle_{L^2([0, 1])}$, where $\lambda(t) = \int_0^t h(s)ds$. We define the directional derivative of $F : \Omega \rightarrow \mathbb{R}$ at the point $\omega \in \Omega$ in direction of $\gamma \in \mathcal{H}$ by

$$
D_\gamma F(\omega) := \lim_{\epsilon \rightarrow 0} \frac{F(\omega + \epsilon \gamma) - F(\omega)}{\epsilon},
$$

where the limit is in $L^2(P)$. We say $F$ is differentiable, if there exists $\psi(s, \omega) \in L^2(P \times \lambda)$ such that

$$
D_\gamma F(\omega) = \int_0^t g(s)\psi(s, \omega)ds,
$$

and we set $D_t F(\omega) = \psi(t, \omega)$. We call $D_\epsilon F \in L^2(P, \lambda)$ the Malliavin derivative of $F$. Now assume $f \in L^2([0, 1])$ and let $F = \int_0^1 f(s)dB_s$, then

$$
\frac{F(\omega + \epsilon \gamma) - F(\omega)}{\epsilon} = \int_0^T f(s)g(s)ds.
$$

This implies that $D_t F = f(t)$. For example, since $B(s) = \int_0^1 1_{[0,s]}(s)dB_s$, $s \leq 1$, then

$$
D_t B_s = 1_{[0,s]}(t).
$$

For a different approach on the definition of the integration by parts formula, based on the Cameron-Martin space, and the Girsanov theorem see [6, Chapter 8].

### 2.3.3 The divergence operator

We start with an elementary result [53, page 2].
Proposition 2.3.2. Let $F$ be an $\mathbb{R}$-valued random variable. Assume there is a function $H \in L^1(\Omega)$ such that

$$E\varphi'(F) = E[\varphi(F)H],$$

for all bounded and differentiable function $\varphi$, whose first derivative is bounded. Then the probability law of $F$ has density $p(x)$ with respect to Lebesgue measure on $\mathbb{R}$. Moreover,

$$p(x) = E[1_{x \leq F}H].$$

Proof (non-rigorous). Loosely speaking, $p(x) = E\delta(F - x)$. If we let $\varphi(x) = 1_{[0, \infty)}(x)$, then

$$p(x) := E(\delta_0(F - x)) = E\varphi'(F - x) = E[1_{[0, \infty)}(F - x)H].$$

One can make this argument rigorous by approximating the delta function by smooth functions.

In this section, our goal is to characterize a large class of functions in $L^2(\Omega, \mathcal{G})$ for which the random variable $H$ in (2.53) is defined; as an example of such results see Theorem 2.3.3.

If $F := p(X_1, \cdots, X_m)$, where $p : \mathbb{R}^m \to \mathbb{R}$ is a polynomial, $\varphi : \mathbb{R}^m \to \mathbb{R}^m$ is compactly supported smooth functions, and $\{X_i\}_{i=1}^m$ are i.i.d. Gaussian random variables, then

$$E\langle \nabla p(X), \varphi(X) \rangle_{\mathbb{R}^m} = E[p(X)(\delta_m \varphi)(X)],$$

where $X = (X_1, \cdots, X_m)$ and $(\delta_m \varphi)(x_1, \cdots, x_m) = \sum_{i=1}^m x_i \varphi(x_1, \cdots, x_m) - \frac{\partial \varphi}{\partial x_i}(x_1, \cdots, x_m)$. After a simple computation we have,

$$\langle \nabla(\varphi p)(X), \nabla p(X) \rangle_{\mathbb{R}^m} = \varphi'(p(X))|\nabla p(X)|^2_{\mathbb{R}^m},$$

where $| \cdot |_{\mathbb{R}^m}$ denotes the Euclidean norm. Therefore, under the nondegeneracy condition $|\nabla p(X)|_{\mathbb{R}^m} \neq 0$ almost surely with respect to the $m$ dimensional Gaussian measure, we have

$$\varphi'(p(X)) = \langle \nabla(\varphi p)(X), \frac{\nabla p(X)}{|\nabla p|_{\mathbb{R}^m}^2} \rangle_{\mathbb{R}^m}.$$
We can extend the integration by parts formula (2.55) to the functions in $D^\infty_m := \bigcap_{p\geq 2, k \geq 1} D_{mk}^k$, where the space $D_{mk}^k$ is the finite dimensional counterpart of $D^k$; see [53, Chapter 2].

But the above analysis is not efficient for the investigation of the existence of the density, when $p(X)$ is replaced by the solution of a SPDE such as (1.1). This is because these solutions are functions of infinitely many increments that are Gaussian and independent. We define the infinite dimensional version $\delta$ of $\delta_m$ abstractly via duality. We saw an example of such duality in Lemma 2.3.1, where $D$ is restricted to $\mathcal{F}$. Generally, we can define an adjoint operator for $D : D^{1,2} \rightarrow L^2(\Omega; H)$ through the duality relation (2.50). More precisely we have the following definition.

**Definition 2.** An unbounded operator $\delta : L^2(\Omega; H) \rightarrow L^2(\Omega)$ is called the divergence operator if:

1. The domain of $\delta$, denoted by Dom$\delta$, is the set of all $u \in L^2(\Omega; H)$ such
   \[ |E\langle DF, u \rangle_H| \leq c\|F\|_2 , \]  
   where $c$ is constant depending only on $u$.
2. If $u \in$ Dom$\delta$, then $\delta(u)$ is an element of $L^2(\Omega)$ characterized by the
   \[ E\langle DF, u \rangle_H = E[F \delta(u)] , \]
   for all $F \in D^{1,2}$.

Now, we state the infinite dimensional counterpart of Proposition 2.3.2. The statement of the theorem and its proof are from [15, page 83-84].

**Theorem 2.3.3.** Let $F$ be a random variable in the space $D^{1,2}$. Suppose that $DF/\|DF\|_H^2$ belongs to the domain of the operator $\delta$. Then the law of $F$ has a continuous and bounded density given by
   \[ p(x) = E \left[ 1_{F>x} \delta \left( \frac{DF}{\|DF\|_H^2} \right) \right] . \]  
   (2.57)
Proof. Let $\psi$ be a nonnegative smooth function with compact support, and set $\varphi(y) = \int_{-\infty}^{y} \psi(z)dz$. A chain rule formula for the Malliavin derivatives implies that $\varphi(F) \in D^{1,2}$, and $\langle D(\varphi(F)), DF \rangle_H = \psi(F)\|DF\|_H^2$. Therefore, by duality,

$$
E[\psi(F)] = E \left[ \left\langle D(\varphi(F)), \frac{DF}{\|DF\|_H^2} \right\rangle_H \right] = E \left[ \varphi(F)\delta \left( \frac{DF}{\|DF\|_H^2} \right) \right].
$$

By an approximation argument, the equation above holds for $\psi(y) = 1_{[a,b]}(y)$, where $a < b$. We apply Fubini’s theorem to get

$$
P(a < F < b) = E \left[ \left( \int_{-\infty}^{F} \psi(x)dx \right) \delta \left( \frac{DF}{\|DF\|_H^2} \right) \right] = \int_a^b E \left[ 1_{F>x}\delta \left( \frac{DF}{\|DF\|_H^2} \right) \right] dx,
$$

which implies the desired result.

As we will see in the next two chapters, the solution to the SPDE (1.1) satisfies the hypothesis of Theorem 2.3.3. In this thesis, we always apply $\delta$ to an adapted processes. A stochastic process $u = \{u(t,x), t \geq 0, 0 \leq x \leq 2\pi\}$ is called adapted if $u(t,x)$ is $\mathcal{F}_t$ measurable for any $(t \geq 0, x) \in E_T$. Fix a (finite or infinite) time interval $[0,t]$, and denote by $L^2_a([0,t] \times \Omega)$ the set of all square integrable and adapted processes. The divergence operator is an extension of the Itô integral in the following sense:

**Proposition 2.3.4.** $L^2_a([0,t] \times \Omega) \subset \text{Dom}\,\delta$, and the operator $\delta$ restricted to $L^2_a([0,t] \times \Omega)$ coincides with the Itô integral; that is,

$$
\delta(u) = \int_0^t \int_T u(s,x) w(ds, dx).
$$

**Proof.** A proof can be found in [47, Proposition 1.3.11].

For the rest of this section, we state those theorems which will be used in Chapter 3.

**Proposition 2.3.5.** Suppose $F \in L^2(\Omega)$, and let $J_n$ denote the projection to the $n$th Wiener chaos. Then, $F \in D^{k,2}$ if and only if

$$
\sum_{n=1}^{\infty} n^k \|J_n F\|_{L^2(\Omega)}^2 < \infty.
$$

(2.59)
Proof. See [47, Proposition 1.2.2], and the paragraph after the proof of Proposition 1.2.2. ☐

**Proposition 2.3.6.** Let \( \{F_n, n \geq 1\} \) be a sequence of random variables that converge to \( F \) in \( L^p(\Omega) \) for some \( p > 1 \). Suppose that,

\[
\sup_{n \geq 1} \|F_n\|_{k,p} < \infty, \quad \text{for some } k \geq 1.
\]

(2.60)

Then \( F \) belongs to \( D^{k,p} \), and the sequence of derivatives \( \{D^k F_n, n \geq 1\} \) converges to \( D^k F \) in the weak topology of \( L^p(\Omega; H) \).

Proof. A proof for this proposition can be found in [15, page 78] or [47, Lemma 1.2.3]. ☐

**Remark 2.3.4.** The space \( D^{1,2}(L^2(T)) \), denoted by \( L^{1,2} \), coincides with the class of processes \( u \in L^2(T \times \Omega) \) such that \( u(t) \in D^{1,2} \) for almost all \( t \in T \), and there exists a measurable version of the two-parameter process \( D_s u_t \) verifying \( \mathbb{E} \int_T \int_T (D_s u_t)^2 \mu(ds)\mu(dt) < \infty \). The space \( L^{1,2} \) is included in \( \text{Dom}\delta \).

To apply the Malliavin calculus to our problem, we usually need to compute the Malliavin derivatives of the integrals. In this regard the following proposition [47, Proposition 1.3.8] is useful.

**Proposition 2.3.7.** Suppose that \( u \in L^{1,2} \). Furthermore assume that the following two conditions are satisfied:

1. For almost all \( (s,y) \in E \) the process \( \{D_{s,y}u(r,z), (r,z) \in E\} \) is Skorohod integrable;

2. There is a version of the process

\[
\left\{ \int_T \int_0^T D_{s,y}u(r,z)W(dr,dz), (s,y) \in E \right\},
\]

which is in \( L^2(\Omega \times E) \).

Then \( \delta(u) \in D^{1,2} \) and we have

\[
D_{s,y}(\delta(u)) = u(s,y) + \int_T \int_0^T D_{s,y}u(r,z)W(dr,dz).
\]

(2.61)
If \( F = (F^1, \cdots, F^n) \) is a random vector with \( F^i \in D^{1,1} \), then we define its Malliavin matrix \( \gamma_F \) to be
\[
\gamma_F = ((F^i, F^j))_{1 \leq i, j \leq m}.
\]
Before we state the main theorem we introduce the following definition from [15, page 86].

**Definition 1.** We say that a random vector \( F = (F^1, \cdots, F^n) \) is non degenerate if it satisfies the following conditions:

1. \( F^i \in D^\infty \) for all \( i = 1, \cdots, m \);
2. The matrix \( \gamma_F \) satisfies \( E[(\det \gamma_F)^{-p}] < \infty \) for all \( p \geq 2 \).

The following is a key result and can be found in [15, page 86].

**Theorem 2.3.8.** If \( F = (F^1, \cdots, F^n) \) is a non degenerate random vector, then the law of \( F \) possesses an infinitely-differentiable density.

The hypothesis of Theorem 2.3.8 can be relaxed significantly, if we only demand the existence of a density; see [9]. While Proposition 2.3.7 allows us to prove an integral is in \( D^{1,2} \) it falls short of telling us whether or not it belongs to \( D^{1,p} \) for \( p > 2 \). The following proposition, which is a result of Meyer’s inequality (see [47] page 72) states the required conditions for going from \( p = 2 \) to \( p > 2 \), [47, Proposition 1.5.5].

**Proposition 2.3.9.** Let \( F \) be a random variable in \( D^{k,\alpha} \), where \( \alpha > 1 \). Suppose that \( D^i F \) belongs to \( L^p(\Omega, H^{\otimes i}) \) for \( i = 0, 1, \cdots, k \), and for some \( p > \alpha \). Then \( F \in D^{k,p} \).

**Remark 2.3.10.** We will frequently use two families of semi-norms, indexed by two parameters. One is defined in (2.33), which always comes with parameter \( \beta \), and the other one is the norm \( \| \cdot \|_{k,p} \), on space \( D^{k,p} \), which is indexed by integers such as \( k, m, n \) etc., and \( p \). For the sake of clarity, in the sequel, when these two norms are both used, we will use a new notation defined by (3.16).


CHAPTER 3

Smoothness of the Solution

3.1 The Malliavin derivatives of the solution

In this section we assume that $\sigma \in C^\infty_b(\mathbb{R})$ and the underlying Lévy process satisfies $H1$.

Remark 3.1.1. We occasionally use the symbol “$\lesssim$” in our proofs. By $X \lesssim Y$ we mean there is a positive $C$ such that $|X| \leq CY$. We might also subscript this by a parameter to denote dependence on this parameter.

The main result in this section is the following theorem$^1$. Before we state the theorem, we introduce a notation. Let $\alpha = ((s_1, y_1), \ldots, (s_k, y_k))$ be a string of $k$ pairs, where $(s_i, y_i) \in E_T$. Such $\alpha$ is an element of $E^k_T$. Let $(\hat{s}, \hat{y})$ denote the pair with the largest first coordinate, i.e., $\hat{s} = s_1 \lor \cdot \lor s_k$. To each $\alpha \in E^k_T$, we assign an element $\hat{\alpha} \in E^{k-1}_T$ obtained by eliminating the $(\hat{s}, \hat{y})$ from the string of the pairs that define $\alpha$. We refer the reader to the section 3.1.2 for more details on this notation.

Theorem 3.1.2. If $u$ is the solution to the Eq. (2.25) then $u(t, x) \in D^\infty$ for almost all $(t, x) \in [0, T] \times [0, 2\pi]$. Furthermore

$$D^k_\alpha u(t, x) = q_{t-\hat{s}}(x, \hat{y})D^{k-1}_\hat{\alpha}\sigma(u(\hat{s}, \hat{y})) + \int_0^t \int_0^{2\pi} q_{t-r}(x, z)D^k_\alpha \sigma(u(r, z))w(dr, dz), \quad (3.1)$$

where $\alpha \in E^k_T$.

We have a sequence of random functions $v_n$, defined through the Picard iteration (2.42), which converge to $u$ in $\| \cdot \|_{\beta, p}$, for $\beta$ sufficiently large, and consequently in $L^p(\Omega)$, for all

$^1$Most of the material in this chapter is from [37].
\((t, x) \in E_T \text{ and } p \geq 1\). We would like to use Theorem 2.3.6 to show that \(u \in D^{k,p}\) for all \(p \geq 1\) and \(k = 1, 2, \ldots\). Therefore the first step is to show that \(v_n\)'s are in \(D^{k,p}\) for all \(k\) and \(p\). Then we need to show that \(D^k v_n\)'s are convergent weakly for all \(k \geq 1\); i.e., it is sufficient to have

\[
\sup_n \|v_n(t, x)\|_{k,p} < \infty;
\]

where the \(\|\cdot\|_{k,p}\) is the norm of \(D^{k,p}\) space. To this end we need a quantitative bound on the growth of Malliavin derivatives as well. We carry out this task by induction. The case \(n = 1\); i.e., \(v_n(t, x) \in D^{1,p}\) is the subject of subsection 3.1.1. The second subsection is devoted to introducing a few notations and some technical lemmas that will allow us to go from the first derivative to the higher-order derivatives in the upcoming subsection. The third subsection deals with the \(k\)'th derivatives of \(v_n\)'s and the short final subsection concludes the this section with proving main result of this section; i.e., Theorem 3.1.2.

### 3.1.1 The first derivative

The first Malliavin derivative is the only derivative that has \(\sigma(x)\) in its formulation. Here, as me mentioned before, we require \(\sigma\) to be Lipschitz continuous.

**Proposition 3.1.3.** If the \(v_n\)'s are defined by (2.42), then \(v_n \in D^{1,p}\) for all \(n \geq 0\), and:

1. \(Dv_0 = 0\) and

\[
D_{s,y} v_{n+1}(t, x) = q_{t-s}(x, y)\sigma(v_n(s, y))
\]

\[
+ \int_0^t \int_T q_{t-r}(x, z) D_{s,y} \sigma(v_n(r, z)) w(dr, dz).
\]

2. For all \(n \geq 0\), and \(T \in [0, \infty)\),

\[
\|\Gamma^1 v_{n+1}\|_{\beta,p,T}^2 \leq C_p \text{Lip}_p \gamma(2\beta/p) \left(1 + \|\Gamma^1 v_n\|_{\beta,p,T}^2\right),
\]

where \(\Gamma^1_{t,x} f = \|Df(t, x)\|_H\), and

\[
\text{Lip}_p = 2 \max \left\{ \sup_{x \in T} |\sigma(x)|^2, \sup_{x \in T} |\sigma'(x)|^2 \right\}.
\]
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Proof. We need to mention that \( D_{s,y} \sigma(v_n(r,z)) = 0 \) when \( r < s \); i.e., the integral vanishes on the subinterval \([0, s]\), [47, Corollary 1.21].

We proceed by applying induction on \( n \). We will find that the proofs of these three conclusions go hand in hand, i.e., we use (3.3) for \( n = n_0 \) to show that \( v_{n_0 + 1} \) is in \( D^{1,2} \), with a derivative which satisfies (3.2). Then we use (3.2), to show (3.3) holds for \( n = n_0 + 1 \).

For \( n = 0 \) all these three conclusions hold vacuously. Next assume (3.3) holds for \( v_n \), then \( v_{n+1} \in D^{1,2} \) and (3.2) holds by Proposition 2.3.7. Here we will not go through the details to show this, as we will do this later for the derivatives of higher order [see subsection 3.1.2 below]. Next, we show that (3.3) holds for \( v_{n+1} \). Since

\[
D_{s,y} v_{n+1}(t, x) = q_{t-s}(x, y) \sigma(v_n(s, y)) + \int_0^t \int_T q_{t-r}(x, y) D_{s,y} \sigma(v_r(z)) w(dr, dz),
\]

then by the triangle inequality for the \( H \) norm

\[
\Gamma_{t,x}^{1} v_{n+1} \leq \text{Lip}_\sigma \left( \int_0^t \int_T q_{t-s}^2(x, y) |v_n(s, y)|^2 dyds \right)^{1/2} + \left( \int_0^t \int_T |q_{t-s}(x, y)| D_{s,y} \sigma(v_n(s, y)) dyds \right)^2 dyds \right)^{1/2}.
\]

Take the \( L^p(\Omega) \) norm from the both sides. Since, by the chain rule [47, Proposition 1.2.3]

\[
D_{s,y} \sigma(v_n(r,z)) = \sigma'(v_n(r,z)) D_{s,y} v_n(r,z),
\]

and by the Burkholder’s inequality for the Hilbert space-valued martingales,

\[
E \left\| \int_0^t \int_T q_{t-r}(x, z) D\sigma(v_n(r,z)) w(dr, dz) \right\|_H^p \leq p \left( \int_0^t \int_T q_{t-r}^2(x, z) \|D\sigma(v_n(r,z))\|_H^2 dzdr \right)^{p/2} \leq \sup_{x \in T} |\sigma'(x)|^p E \left( \int_0^t \int_T q_{t-r}^2(x, z) \|Dv_n(r,z)\|_H^2 dzdr \right)^{p/2},
\]
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we obtain
\[ \|\Gamma_{t,x}^1 v_{n+1}\|_{L^p(\Omega)}^2 \lesssim_p \text{Lip}_\sigma^2 \int_0^t \int_T q_{t-s}^2(x,y)\|v_n(s,y)\|_{L^p(\Omega)}^2 dy ds \]
\[ + \sup_{x \in T} |\sigma'(x)|^2 \left\{ \mathbb{E} \left( \int_0^t \int_T q_{t-r}(x,z)\|\Gamma_{r,z}^1 v_n\|_{L^p(\Omega)}^2 dz dr \right)^{p/2} \right\}^{2/p} . \]
Now, apply Minkowski’s inequality \([dP \times dz dr]\) to the last term to switch the expectation and the double integral, as follows
\[ \|\Gamma_{t,x}^1 v_{n+1}\|_{L^p(\Omega)}^2 \lesssim_p \text{Lip}_\sigma^2 \int_0^t \int_T q_{t-s}^2(x,y)\|v_n(s,y)\|_{L^p(\Omega)}^2 dy ds \]
\[ + \sup_{x \in T} |\sigma'(x)|^2 \left( \|u\|_{\beta,p}^2 + \|\Gamma^1 v_n\|_{\beta,p,T}^2 \right) \int_0^t \int_T q_{t-r}^2(x,z)e^{2\beta r/p} dz dr , \]
where we used the trivial inequality
\[ \|\Gamma_{r,z}^1 v_n\|_{L^p(\Omega)}^2 \leq e^{2\beta r/p}\|\Gamma^1 v_n\|_{\beta,p,T}^2 \quad (r,z) \in [0,T] \times T. \] (3.5)
Therefore if we change the variable \(t-r \rightarrow r\) in the last integral, and multiply the inequality by \(e^{-2\beta t/p}\) we arrive at
\[ e^{-2\beta t/p}\|\Gamma_{t,x}^1 v_{n+1}\|_{L^p(\Omega)}^2 \]
\[ \lesssim_p \text{Lip}_\sigma' \left( \|u\|_{\beta,p}^2 + \|\Gamma^1 v_n\|_{\beta,p,T}^2 \right) \int_0^t \|q_r\|_{L^2(T)}^2 e^{-2\beta r/p} dr \]
\[ \lesssim_p c_{\sigma,\sigma'} Y(2\beta/p) \left( 1 + \|\Gamma^1 v_n\|_{\beta,p,T}^2 \right) , \]
where the last inequality follows from Lemma 2.1.7 and \(c_{\sigma,\sigma'} = \text{Lip}_\sigma^2 + \sup_x |\sigma(x)|^2 + \|u\|_{\beta,p}\).
By optimizing this expression over all \((t, x) \in E_T\) we arrive at
\[ \|\Gamma^1 v_{n+1}\|_{\beta,p,T}^2 \leq C_{p,\sigma,\sigma'} Y(2\beta/p) \left( 1 + \|\Gamma^1 v_n\|_{\beta,p,T}^2 \right) . \] (3.6)
This proves that \(\|Dv_{n+1}\|_H \in L^p(\Omega)\), and so \(v_{n+1}(t, x) \in D^1 p, \) for all \((t, x) \in E_T\) by Proposition 2.3.9.
Proposition 3.1.4. If \( u = u(t, x) \) denote the solution to (2.25), then \( u(t, x) \in D^{1,p} \) and \( Du \) satisfies (3.1); i.e.,

\[
D_{s,y}u(t, x) = q_{t-s}(x, y)u(s, y) + \int_0^t \int_T q_{t-r}(x, z)D_{s,y}\sigma(u(r, z))w(dr, dz).
\] (3.7)

Proof. The fact that \( u \in D^{1,2} \) follows easily from the bound (3.6), because by iterating this bound we get

\[
\|\Gamma_1 v_n\|_{\beta,p}^2 \leq \alpha + \alpha^2 + \cdots + \alpha^n,
\]

where \( \alpha := C_p\text{Lip}\sigma(\beta/2) \). Since \( \lim_{\beta \to \infty} \Upsilon(\beta) = 0 \), we can choose \( \beta > 0 \) sufficiently large so that \( \alpha < 1 \) and consequently we get

\[
\sup_n \|\Gamma_1 v_n\|_{\beta,p,T}^2 \leq \frac{\alpha}{1-\alpha} < \infty.
\] (3.8)

Then \( u(t, x) \in D^{1,2} \), by Proposition 2.3.6. Then Proposition 2.3.9 proves that \( u(t, x) \in D^{1,p} \) for all \( p \geq 1 \). Since the right-hand-side of (3.8) is independent of \( T \), it holds for \( T = \infty \).

Because of this, in the rest of the paper, we only work with the norm \( \| \cdot \|_{\beta,p} \).

In order to derive (3.7), it suffices to show that

\[
\|\Gamma_1 (v_n - u)\|_{\beta,p} \to 0, \quad \text{as } n \to \infty,
\] (3.9)

where

\[
\Gamma_1 t,x u := \|Du(t, x)\|_H.
\]

By the triangle inequality, applied first to the \( H \) norm and then to the \( L^p(\Omega) \) norm, and squaring both sides, we have

\[
\frac{1}{2} \|\Gamma_1 (v_{n+1} - u)\|_{L^p(\Omega)}^2 \leq \left\{ \mathbb{E} \|q_{t-s}(x, y)[\sigma(v_n(\bullet, \bullet)) - \sigma(u(\bullet, \bullet))]|w(dr, dz)\right\}^2/2
\]

\[
+ \left\{ \mathbb{E} \left[ \int_0^t \int_T q_{t-r}(x, z)D[\sigma(v_n(r, z)) - \sigma(u(r, z))]w(dr, dz)\right]_{\beta,p}^p \right\}^{2/p}.
\]

Since \( \sigma \) is Lipschitz, by applying Minkowski’s inequality to the first term and Burkholder’s inequality followed by Minkowski’s inequality to the second term, we get

\[
C\|\Gamma_1 t,x (v_{n+1} - u)\|_{L^p(\Omega)} \leq \int_0^t \int_T q_{t-s}(x, y) \|v_n(s, y) - u(s, y)\|_{L^p(\Omega)} dy ds
\]

\[
+ \int_0^t \int_T q_{t-r}(x, z) \|\Gamma_1 (v_n) - \sigma(u)\|_{L^p(\Omega)} dz dr.
\]
Then, by (3.5) and Lemma 2.1.7 we obtain
\[
C \| \Gamma_{t,x}^{1}(v_{n+1} - u) \|_{L^p(\Omega)}^2 \leq \| v_n - u \|_{\beta,p}^2 e^{2\beta t/p} \Upsilon(2\beta/p) \\
+ \| \Gamma^1(\sigma(v_n) - \sigma(u)) \|_{\beta,p}^2 e^{2\beta t/p} \Upsilon(2\beta/p),
\]
where \( C \) depends on \( \text{Lip}_{\sigma'} \) and \( C_p \), where \( C_p \) is the constant in Burkholder’s inequality. After we optimize on \( t \in [0, T] \) and \( x \in [0, 2\pi] \), we have
\[
\| \Gamma^1(v_{n+1} - u) \|_{\beta,p}^2 \leq C_{\beta,p,\sigma'} \left( \| v_n - u \|_{\beta,p}^2 + \| \Gamma^1(\sigma(v_n) - \sigma(u)) \|_{\beta,p}^2 \right), \tag{3.10}
\]
where \( C_{\beta,p,\sigma'} \to 0 \) as \( \beta \to \infty \). Since
\[
D[\sigma(v_n(r, z)) - \sigma(u(r, z))] = \sigma'(v_n(r, z))[Dv_n(r, z) - Du(r, z)] \\
+ [\sigma'(v_n(r, z) - \sigma'(u(r, z))] Du(r, z),
\]
then by applying the triangle inequality, and considering the boundedness and the Lipschitz property of \( \sigma' \) we obtain the following:
\[
C \Gamma_{r,z}^1(\sigma(v_n) - \sigma(u)) \leq \Gamma_{r,z}^1(v_n - u) + |v_n(r, z) - u(r, z)| \Gamma^1_{r,z}u.
\]
Therefore,
\[
C \| \Gamma_{r,z}^1(\sigma(v_n) - \sigma(u)) \|_{\beta,p} \leq \| \Gamma^1(v_n - u) \|_{\beta,p} + \| (v_n - u) \Gamma^1u \|_{\beta,p}. \tag{3.11}
\]
By optimizing over \( (t, x) \in E_T \) and substituting in (3.10) we obtain
\[
\| \Gamma^1(v_{n+1} - u) \|_{\beta,p}^2 \leq C_{\beta,p,\sigma'}(\| v_n - u \|_{\beta,p}^2 + \| (v_n - u) \Gamma^1u \|_{\beta,p}^2) \tag{3.12}
\]
\[
+ \| \Gamma^1(v_n - u) \|_{\beta,p}^2).
\]
Consider the first two terms in the parenthesis in (3.12). From Theorem 2.2.7 we know that \( \| v_n - u \|_{\beta,p} \to 0 \) as \( n \to \infty \), while the second term in (3.12) vanishes as \( n \to \infty \), for example, by the Cauchy-Schwarz inequality. Therefore (3.12) can be written as
\[
\| \Gamma^1(v_{n+1} - u) \|_{\beta,p}^2 \leq C_{\beta,p,\sigma'} (\lambda_n + \| \Gamma^1(v_n - u) \|_{\beta,p}^2), \tag{3.13}
\]
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where $\lambda_n \to 0$ as $n \to \infty$. Choose $\beta$ sufficiently large such that $C_{\beta,p,\sigma} < 1$. Then (3.13) implies that
\[
\lim_{n \to \infty} \| \Gamma^1 (v_{n+1} - u) \|_{\beta,p}^2 = 0.
\]
This finishes the proof.

To state and prove the result for derivatives of higher order, we need to introduce some notations and prove some preparatory lemmas that will be stated next.

### 3.1.2 Preliminaries and Notations

We know that the $m$th derivative of $v_n(t, x)$, if it exists, belongs to the space $L^2(E^m T \times \Omega)$. Recall that $L^{1,2} = D^{1,2}(E^m+1 T \times \Omega)$. Let $\alpha = \alpha_m$ denote an element in $E^m T$. We can write
\[
\alpha = ((s_1, y_1), \ldots, (s_m, y_m)).
\]

Let $\hat{s} := \max\{s_1, \ldots, s_m\}$. If $i \in \{1, \ldots, m\}$ is so that $s_i = \hat{s}$, then we let $\hat{y}$ denote $y_i$ and $\hat{\alpha}_m := ((s_1, y_1), \ldots, (s_{i-1}, y_{i-1}), (s_{i+1}, y_{i+1}), \ldots, (s_m, y_m))$. Note that $\hat{\alpha}_m \in E^{m-1}_T$.

If we think of $\alpha = \alpha_m$ as a set of $m$ pairs $\alpha = \{(s_1, y_1), \ldots, (s_m, y_m)\}$, instead of an ordered $m$-tuple, then the partitions of $\alpha$ are defined. Let $P^m :=$ the set of all partitions of $\alpha E^m T$.

If $\deg = \{\deg_1, \ldots, \deg_l\} \in P^m$, then let $|\deg_j|$ denote the cardinality of $\deg_j$, where $j = 1, \ldots, l$. Clearly $|\deg_1| + \cdots + |\deg_l| = m$. If $\deg = \{\deg_1, \ldots, \deg_l\} \in P^m$, then $D_{\deg_j}^{|\deg_j|} F$ makes sense for $j = 1, \ldots, l$. For example if $\deg_1 = \{(s_1, y_1), (s_3, y_3)\}$, then $D_{\deg_1}^{|\deg_1|} F = D^2_{(s_1, y_1)(s_3, y_3)} F$. Furthermore, if $\deg = \{\deg_1, \ldots, \deg_l\} \in P^m$, then we introduce the new notation $D^{\deg} F$, and define it by
\[
D^{\deg}_\alpha F := D_{\deg_1}^{|\deg_1|} F \times \cdots \times D_{\deg_l}^{|\deg_l|} F. \tag{3.14}
\]

Notice that
\[
\|D^\rho F\|_{H^{\otimes m}} = \Pi_{i=1}^l \|D_{\deg_i}^{|\deg_i|} F\|_{H^{\otimes |\deg_i|}}. \tag{3.15}
\]

Fix $l \leq m$ and let $P^m_l$ denote the set of all $\deg \in P^m$ such that $|\deg| = l$. We have
\[
P^m = \cup_{l=1}^m P^m_l.
\]
We let $\Gamma^\text{deg}_{x,y}$ denote the $H^m$ norm of $D^\rho v(t,x)$; i.e.,

$$
\Gamma^\text{deg}_{t,x} v = \| D^\text{deg} v(t,x) \|_{H^\otimes m}.
$$

(3.16)

If $\text{deg}$ denotes the only member of $P^m_1$, i.e., $\text{deg} = \{((s_1,y_1), \ldots, (s_k,y_k))\}$, then write $\Gamma^m_{t,x} v$ instead of $\Gamma^\text{deg}_{t,x} v$.

The following lemma allows us to approximate $\| \sigma(v(t,x)) \|_{k,p}$, where $\| \cdot \|_{k,p}$ denotes the norm on $D^k,p$.

**Lemma 3.1.5.** Assume $\sigma$ is smooth and bounded together with all its derivatives. If $F \in \cap_{p \in [1,\infty]} D^{m,p}$, then so is $\sigma(F)$. Furthermore, for $\alpha \in E^m_T$,

$$
D^m_\alpha \sigma(F) = \sum_{j=1}^m \sigma^{(j)}(F) \sum_{\text{deg} \in P^m_j} D^\text{deg}_\alpha F,
$$

(3.17)

where $P^m_j$ is the set of all partitions of $\alpha$, comprised of $j$ components $\text{deg}_1, \ldots, \text{deg}_j$, and $\sigma^{(j)}$ denotes the $j$th derivative of $\sigma$.

**Proof.** We can easily prove this for the smooth functionals by induction, and then extend the result to $F \in \cap_{p \in [1,\infty]} D^{m,p}$ by approximation by the smooth functionals. \qed

**Lemma 3.1.6.** Let $\alpha \in E^m_T$, and $\text{deg} = \{\text{deg}_1, \ldots, \text{deg}_l\} \in P^m$ denote a partition of $\alpha$. Choose and fix $\beta > 0$. Let $U(t,z)$ and $V(t,z)$ belong to $\cap_{p \geq 1} D^{m,p}$ for almost all $r,z$ and $\| \Gamma^{\text{deg}_j} V \|_{\beta,p} < \infty$ for all $p \geq 1$. If $\sigma$ is bounded and smooth with bounded derivatives of all orders, then

$$
\| \Gamma^m \sigma(V) \|_{\beta,p} \lesssim \| \Gamma^m V \|_{\beta,p} + \sum_{j=2}^m \sum_{\text{deg}_1, \ldots, \text{deg}_j \in P^m} \Pi_{i=1}^j \| \Gamma^{\text{deg}_j} V \|_{\beta,jp}.
$$

(3.18)

Furthermore, if $\| \Gamma^{\text{deg}_j} U \|_{\beta,p} < \infty$ for all $p \geq 1$, then we have

$$
\| \Gamma^m (\sigma(V) - \sigma(U)) \|_{\beta,p} \lesssim \| \Gamma^m (V - U) \|_{\beta,p} + \sum_{j=2}^m \sum_{\text{deg}_1, \ldots, \text{deg}_j \in P^m} \Pi_{i=1}^j \| \Gamma^{\text{deg}_j} (V - U) \|_{\beta,jp}.
$$

(3.19)
Proof. According to (3.17) we have
\[ \Gamma_{r,z}^m \sigma(V) \leq C \sum_{j=1}^{m} \sum_{\deg_{j_1}, \ldots, \deg_{j_k} \in \mathcal{P}^m} \prod_{i=1}^{j} \| D_{\deg_i}^j V(r, z) \|_{H^{\otimes |\deg_i|}}, \]
where \( C = \sup_x \{ \sigma(x), \sigma'(x), \ldots, \sigma^m(x) \} \). Then
\[ \| \Gamma_{r,z}^m \sigma(V) \|_{L^p(\Omega)} \lesssim \| \Gamma_{r,z}^m V \|_{L^p(\Omega)} + \sum_{j=2}^{m} \sum_{\deg_{j_1}, \ldots, \deg_{j_k} \in \mathcal{P}^m} \prod_{i=1}^{j} \| D_{\deg_i}^j V \|_{L^p(\Omega)}. \]
Therefore, by the generalized Hölder inequality,
\[ \| \Gamma_{r,z}^m \sigma(V) \|_{L^p(\Omega)} \lesssim \| \Gamma_{r,z}^m V \|_{L^p(\Omega)} + \sum_{j=2}^{m} \sum_{\deg_{j_1}, \ldots, \deg_{j_k} \in \mathcal{P}^m} \prod_{i=1}^{j} \| D_{\deg_i}^j V \|_{L^p(\Omega)}. \]
Multiplying both sides by \( e^{\beta r/p} \) we get
\[ e^{\beta r/p} \| \Gamma_{r,z}^m \sigma(V) \|_{L^p(\Omega)} \lesssim e^{\beta r/p} \| \Gamma_{r,z}^m V \|_{L^p(\Omega)} + \sum_{j=2}^{m} \sum_{\deg_{j_1}, \ldots, \deg_{j_k} \in \mathcal{P}^m} \prod_{i=1}^{j} e^{\beta r/jp} \| D_{\deg_i}^j V \|_{L^p(\Omega)}. \]
Therefore,
\[ \| \Gamma_{r,z}^m \sigma(V) \|_{\beta, p} \leq C \left( \| \Gamma_{r,z}^m V \|_{\beta, p} + \sum_{j=2}^{m} \sum_{\deg_{j_1}, \ldots, \deg_{j_k} \in \mathcal{P}^m} \prod_{i=1}^{j} \| D_{\deg_i}^j V \|_{\beta, jp} \right). \quad (3.20) \]
The proof of the second statement is similar, if we observe that,
\[ D(\sigma(V) - \sigma(U)) = \sum_{j=1}^{m} \sum_{\deg_{j} \in \mathcal{P}_j^m} \sigma^j(V)(D_{\deg_j}^j(V - U)) + [\sigma^j(V) - \sigma^j(U)]D_{\deg_j}^j U. \]
In this case, the constant \( C \) in (3.20), is replaced by \( C' = C \vee \text{Lip}_\alpha \vee \cdots \vee \text{Lip}_{\alpha(m)} \).

The following lemma must be known, but we could not find a reference for it. It explains the method that we use to prove a random variable is in \( D^{k+1,p} \), when we know it is in \( D^{k,p} \).

**Lemma 3.1.7.** Let \( F \in D^{k,p} \) satisfy \( D^k \sigma F \in D^{1,p} \) for almost all \( \alpha \in E \). If \( E \| DD^k F \|_{H^{\otimes k+1}} < \infty \), then \( F \in D^{k+1,p} \).
Proof. To make the notation simpler, we prove the lemma only for $k = p = 2$. In this case we have $F \in D^{1,2}$ and $DF \in D^{1,2}(L^2(T))$. By Proposition 2.3.5 we need only to show that
\[
\sum_{n=1}^{\infty} n(n-1)\|J_n F\|_{L^2(\Omega)}^2 < \infty. \tag{3.21}
\]
Since $DF \in D^{1,2}(L^2(T))$, then
\[
\sum_{n=1}^{\infty} n\|J_n DF\|_{L^2(\Omega \times T)}^2 < \infty.
\]
Since $F \in D^{1,2}$, then
\[
\langle DJ_n F, h \rangle_{L^2(T)} = J_{n-1}(\langle DF, h \rangle_{L^2(T)}),
\]
then
\[
\|J_n DF\|_{L^2(\Omega \times T)}^2 = E\|J_n DF\|_{L^2(T)}^2 = E\|DJ_{n+1} F\|_{L^2(T)}^2 = (n+1)\|J_n F\|_{L^2(T)}^2.
\]
For the proof of the last equality we refer the reader to [48], Proposition 1.12.

Lemma 3.1.8. Let $V(t, z) \in \cap_{p>1} D^{m+1,p}$ for almost all $r, z$ and let $\|\Gamma^{\text{deg}} V\|_{\beta,p} < \infty$ for all $p > 1$, where $\text{deg} = \{\text{deg}_1, \ldots, \text{deg}_l\} \in \mathcal{P}^{m+1}$. For $\alpha \in E_T^m$ let
\[
f_\alpha(r, z) = q_{t-r}(x, z)D^m_\alpha \sigma(V(r, z)). \tag{3.22}
\]
Then $f_\alpha \in L^{1,2}$.

Proof. We need to verify that the three conditions mentioned in Remark 2.3.4 hold for $f_\alpha$.

1. By Lemma 3.1.6, $\|\Gamma^m \sigma(V)\|_{\beta,2} < \infty$. Then
\[
\int_{E_T^m} E\|f_\alpha\|_{L^2(E_T \times \Omega)}^2 d\alpha = E\int_0^t \int_T q_{t-r}^2(x, z) \int_{E_T^m} |D^m_\alpha \sigma(V(r, z))|^2 d\alpha dz dr
= \int_0^t \int_T q_{t-r}^2(x, z) E[\Gamma^{m}_{r,z} \sigma(V)]^2 dz dr
\leq \int_0^t \int_T q_{t-r}^2(x, z)e^{\beta r} \|\Gamma^m \sigma(V)\|_{\beta,2}^2 dz dr < \infty.
\]
This also means that $\|f_\alpha\|_{L^2(E_T \times \Omega)}^2 < \infty$ for almost all $\alpha \in E_T$.

2. $f_\alpha(r, z) \in D^{1,2}$ because $V(t, x) \in D^{m+1,2}$.
3. Since \( \| \Gamma^{m+1} \sigma(V) \|_{\beta,2} < \infty \),

\[
\int_{E_T}^t \mathbb{E} \| Df_\alpha \|^2_{L^2(E_T^2 \times \Omega)} d\alpha
\]

\( = \mathbb{E} \int_0^t \int_\Omega q_{t-r}(x, z) \left( \int_{E_T^m+1} |D_{s,y} D^{m}_\alpha \sigma(V(r, z))|^2 d\lambda dz dr \right) \)

\( = \int_0^t \int_\Omega q_{t-r}(x, z) \mathbb{E}[\| \Gamma^{m+1} \sigma(V) \|_{\beta,2}^2] dz dr \)

\( \leq \int_0^t \int_\Omega \eta_{t-r}(x, z) e^{\beta r} \| \Gamma^{m+1} \sigma(V) \|_{\beta,2}^2 dz dr < \infty, \)

where \( d\lambda = d\alpha dy ds \). The last result also shows that \( Df_\alpha \in L^2(E_T^2 \times \Omega) \) for almost all \( \alpha \in E_T \).

Therefore \( f_\alpha \in L^{1,2} \) for almost all \( \alpha \).

\( \square \)

**Lemma 3.1.9.** If \( V \) and \( f_\alpha \) are defined as in Lemma 3.1.8 and satisfy the same conditions, then \( D_{s,y} f_\alpha \in \text{Dom}\delta \).

**Proof.** Applying Fubini’s theorem to (3.23) yields,

\[ \| D_{s,y} f_\alpha \|_{L^2(E_T \times \Omega)} < \infty \quad \text{for almost all} \quad (s, y, \alpha) \in E_T^{m+1}. \]

Since \( D_{s,y} f_\alpha \) is adapted and belongs to \( L^2(E_T \times \Omega) \) for almost all \( s, y \) and \( \alpha \), then the Itô integral of \( D_{s,y} f_\alpha \) is defined and coincides with \( \delta(f_\alpha) \).

\( \square \)

**Lemma 3.1.10.** If \( V \) and \( f_\alpha \) are as defined in Lemma 3.1.8, and satisfy the same conditions, then for each \( \alpha \in E_T^m \)

\[
\int_0^t \int_T Df_\alpha(r, z) w(dr, dz) \in L^2(E_T \times \Omega). \quad (3.24)
\]

**Proof.** This follows from Burkholder’s inequality:

\[
\begin{align*}
\mathbb{E} \int_0^t \int_T \left| \int_0^t \int_T Df_\alpha(r, z) w(dr, dz) \right|^2 dy ds \\
\leq \mathbb{E} \int_0^t \int_T q_{t-r}(x, z) \| D^{m}_\alpha \sigma(v_N(r, z)) \|_{H^2}^2 dz dr.
\end{align*}
\]
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To show that the last expectation is finite for almost all \( \alpha \in E^m_T \), we take integral with respect \( \alpha \), and then Fubini’s theorem implies that

\[
\int_{E^m_T} E \int_0^t \int_T q_{t-r}(x, z) \| DD^m_{\alpha} \sigma(v_N(r, z)) \|_{H}^2 dz dr d\alpha
\leq E \int_0^t \int_T q_{t-r}(x, z) \| D^{m+1} \sigma(v_N(r, z)) \|_{H^{m+1}}^2 dz dr
\leq \int_0^t \int_T q_{t-r}(x, z) e^{\gamma r} \| \Gamma^{m+1} \sigma(v_N) \|_{\beta, 2}^2 dz dr < \infty.
\]

Among other things, this proves that the integrand is finite for almost all \( \alpha \). \( \square \)

**Lemma 3.1.11.** Let \( V \) and \( f_\alpha \) be as defined in Lemma 3.1.8, and satisfy the same conditions. Define

\[
F_1(\alpha) = \int_0^t \int_T f_\alpha(r, z) w(dr, dz). \tag{3.25}
\]

Then:

1. \( F_1(\alpha) \in D^{1,2} \) for almost all \( \alpha \in E^m_T \);

2. \( DF_1 \) is given by

\[
D_{s,y} F_1(\alpha) = f_\alpha(s, y) + \int_0^t \int_T D_{s,y} f_\alpha(r, z) w(dr, dz); \tag{3.26}
\]

3. We have

\[
E \left( \| DF_1 \|_{H^{m+1}}^p \right) < \infty. \tag{3.27}
\]

**Proof.** After proving Lemma 3.1.8, 3.1.9 and 3.1.10, we know that \( F_1(\alpha) \) satisfies the assumptions of Proposition 2.3.7. Therefore, it is an immediate consequence of Proposition 2.3.7 that \( F_1(\alpha) \in D^{1,2} \) and (3.26) holds. We finally prove (3.27) as follows. By the Burkholder’s inequality,

\[
E \left( \| F_1 \|_{H^{m+1}}^p \right) = E \left\| \int_0^t \int_T q_{t-r}(x, z) D^{m+1} \sigma(V(r, z)) w(dr, dz) \right\|_{H^{m+1}}^p
\leq C_p E \left( \int_0^t \int_T q_{t-r}(x, z) \| D^{m+1} \sigma(V(r, z)) \|_{H^{m+1}}^2 dz dr \right)^{p/2}.
\]
By Minkowski’s inequality we have
\[
\left\{ E\left( \|F_1\|_{H^m+1}^p \right) \right\}^{2/p} \leq C_p^2 \int_0^t \int_T q_r^2(x, z) \left\{ E\left| \Gamma_{r, z}^{m+1} \sigma(V) \right|^p \right\}^{2/p} dz \, dr.
\]
Therefore,
\[
\left\{ E\left( \|F_1\|_{H^m+1}^p \right) \right\}^{2/p} \leq C_p^2 |t|^{2/p} \int_0^t \|q_r\|_{L^2(T)}^2 e^{2\beta t/p} \, dr.
\] (3.28)
After rearranging and choosing a new constant, we arrive at
\[
\left\{ e^{-\beta t} E\|F_1\|_{H^m+1}^p \right\}^{1/p} \leq C_p \|\Gamma^{m+1} \sigma(V)\|_{\beta,p} \sqrt{\Upsilon(2\beta/p)}.
\] (3.29)
This ends the proof.

**Remark 3.1.12.** If we define a random variable \( \tilde{F}_1 := \|F_1\|_{H^m+1} \), then the (3.29) can be written as
\[
\|\tilde{F}_1\|_{\beta,p} \leq C_p \|\Gamma^{m+1} \sigma(V)\|_{\beta,p} \sqrt{\Upsilon(2\beta/p)}.
\] (3.30)

### 3.1.3 The \( k \)th derivatives of the \( v_n \)'s and the smoothness of the solution

**Proposition 3.1.13.** Let \( v_n \) be defined by (2.42) for \( n = 0, 1, \cdots \), where \( \sigma \in C^\infty_b(\mathbb{R}) \) and \( q_t(x) \) satisfies hypothesis \( H1 \). Then \( v_n \in D^{k,p} \) for \( k = 1, 2, \cdots \) and \( p \geq 2 \). Furthermore if \( \alpha \in \mathbb{E}_T^k \), then:

1. \( D^k v_0 = 0 \) and
\[
D^k_\alpha v_{n+1}(t, x) = q_{t-\hat{s}}(\hat{y}, x) D^{k-1}_\alpha \sigma(v_n(\hat{s}, \hat{y})) + \int_0^t \int_T q_{t-r}(x, z) D^k_\alpha \sigma(v_n(r, z)) w(dr, dz);
\] (3.31)

2. For some \( C > 0 \) which only depends on \( p \):
\[
\|\Gamma^{m+1} v_{n+1}\|_{\beta,p}^2 \leq C \Upsilon(2\beta/p) \left( 1 + \|\Gamma^{m+1} v_n\|_{\beta,p}^2 \right);
\] (3.32)

3. If \( \text{deg} = \{\text{deg}_1, \cdots, \text{deg}_l\} \), then
\[
\|\Gamma^{\text{deg}} v_{n+1}\|_{\beta,p} \leq I_{j=1}^l \|\Gamma^{\text{deg}_j} v_{n+1}\|_{\beta,j,p} < \infty.
\] (3.33)
Proof. We proceed by applying induction on \( n \) and \( k \). When \( k = 1 \) and \( \alpha = (s, y) = \hat{\alpha} \), we have shown in Proposition 3.1.3 that all above claims hold. Next, by assuming that the claims hold for all \( n \geq 0 \) and \( k = 1, \ldots, m \), we will prove that they also hold for \( m + 1 \) and all \( n \geq 0 \). Since \( D_{m+1}v_0 = 0 \), (3.32) and (3.33) hold for \( n = 0 \). Suppose the claims hold for \( n = 0, \ldots, N \). To prove the claims for \( N + 1 \), notice that by Lemma 3.1.6,

\[
\|\Gamma_{m+1}^n\|_{\beta,p} < \infty.
\]

Then by Lemma 3.1.11, \( \int_0^T \int_\mathcal{T} q_{t-r}(x, z) D_{\alpha}^m \sigma(v_n(r, z)) w(dr, dz) \) belongs to \( \mathbf{D}^{1,2} \). If we let \( \gamma = ((s, y), \alpha) \in E_{T}^{m+1} \), then after relabeling \( \gamma \), we have

\[
\gamma = ((s_1, y_1), \ldots, (s_{m+1}, y_{m+1})�).
\]

We let \( \hat{s} = \max\{s_1, \ldots, s_{m+1}\} \), and define \( \hat{\gamma} \) and \( \hat{\gamma} \) accordingly. Then by (3.26),

\[
D_{\gamma}^{m+1}v_{N+1}(t, x) = q_{t-\hat{s}}(x, \hat{y}) D_{\gamma}^m v_N(\hat{s}, \hat{y})
+ \int_0^t \int_\mathcal{T} q_{t-r}(x, z) D_{\gamma}^{m+1} \sigma(v_N(r, z)) w(dr, dz),
\]

where we applied the fact that \( D_{s,y}^q \int_\alpha (r, z) = 0 \) if \( s > r \). By the triangle inequality for the \( H^{\otimes m+1} \) norm,

\[
\Gamma_{t,x}^{m+1} v_{N+1} \leq \left( \sum_{j=1}^{m+1} \int_0^t \int_\mathcal{T} \cdots \int_0^t \int_\mathcal{T} q_{t-s_j}^2(x, y_j) \left| D_{\gamma_j}^m \sigma(v_N(s_j, y_j)) \right|^2 1_{s_j} (\gamma) d\alpha_j dy_j ds_j \right)^{1/2} + \left\| \int_0^t \int_\mathcal{T} q_{t-r}^2(x, z) D_{\gamma}^{m+1} \sigma(v_N(r, z)) w(dr, dz) \right\|_{H^{\otimes m+1}},
\]

where \( \gamma_j = ((s_1, y_1), \ldots, (s_{j-1}, y_{j-1}), (s_j, y_j+1), \ldots, (s_{m+1}, y_{m+1})) \). Notice that \( \hat{\gamma} = \gamma_j \) when \( \hat{s} = s_j \). All the integrals inside the sum are equal, and by omitting the indicator function \( 1_{s_j} (\alpha) \) we arrive at

\[
\Gamma_{t,x}^{m+1} v_{N+1} \leq \left( (m + 1) \int_0^t \int_\mathcal{T} q_{t-s_1}^2(x, y_1) \left\| D_{\alpha}^m \sigma(v_N(s_1, y_1)) \right\|^2_{H^{\otimes m}} dy_1 ds_1 \right)^{1/2} + \left\| \int_0^t \int_\mathcal{T} q_{t-r}^2(x, z) D_{\gamma}^{m+1} \sigma(v_N(r, z)) w(dr, dz) \right\|_{H^{\otimes m+1}}.
\]
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Then, by the triangle inequality for the $L^p(\Omega)$ norm, followed by Burkholder’s inequality applied to the second integral on the right-hand-side,

$$\|\Gamma_{m+1}v_{N+1}\|_{L^p(\Omega)} \leq (m + 1)^{1/2}\left\{ E\left(\int_0^t \int T q^2_{t-s_1}(x,y_1) \|\Gamma_{s_1,y_1}^m(\sigma(v_N))\|_{L^p(\Omega)}^2 dy_1 ds_1\right)^{p/2}\right\}^{1/p} + C_p \left\{ E\left(\int_0^t \int T q^2_{t-r}(x,z) \|\Gamma_{r,z}^{m+1}(\sigma(v_N))\|_{L^p(\Omega)}^2 dz dr\right)^{p/2}\right\}^{1/p}.$$

If we square both sides of the last inequality and then apply Minkowski’s inequality to the both integrals on the right-hand-side, then we obtain

$$A_p \|\Gamma_{m+1}v_{N+1}\|^2_{L^p(\Omega)} \leq \int_0^t \int T q^2_{t-s_1}(x,y_1) \|\Gamma_{s_1,y_1}^m(\sigma(v_N))\|_{L^p(\Omega)}^2 dy_1 ds_1 + \int_0^t \int T q^2_{t-r}(x,z) \|\Gamma_{r,z}^{m+1}(\sigma(v_N))\|_{L^p(\Omega)}^2 dz dr,$$

where $A_p = \frac{1}{2(m+1)^2 \pi^2 \pi^2}$. By (3.5) we have

$$A_p \|\Gamma_{m+1}v_{N+1}\|^2_{L^p(\Omega)} \leq \left(\|\Gamma^m(v_N)\|_{\beta,p}^2 + \|\Gamma^{m+1}(v_N)\|_{\beta,p}^2\right) \times \int_0^t \int T q^2_{t-r}(x,z) e^{2\beta r/p} dz dr.$$

By optimizing on all $t > 0$, for some constant $B_p > 0$ which only depends on $p$, we have

$$\|\Gamma^{m+1}v_{N+1}\|_{\beta,p}^2 \leq B_p \left(\|\Gamma^m(v_N)\|_{\beta,p}^2 + \|\Gamma^{m+1}(v_N)\|_{\beta,p}^2\right) \Upsilon(2\beta/p).$$

Therefore, (3.18), and the induction hypothesis (3.33) for $n = N$, imply that $\|\Gamma^m(v_N)\|_{\beta,p}^2 < \infty$. Therefore, by choosing a constant $C > 0$ sufficiently large, we obtain

$$\|\Gamma^{m+1}v_{N+1}\|_{\beta,p}^2 \leq C \left(1 + \|\Gamma^{m+1}v_{N}\|_{\beta,p}^2\right) \Upsilon(2\beta/p).$$

This proves (3.32) for $k = m+1$ and all $n \geq 0$, in the sense that $v_{N+1}(t,x) \in D^{m+1,p}$, for all $p \geq 2$.

The proof is not complete yet, as we need to study the case that $\deg \neq \alpha_{m+1}$. Let $\deg = \{\deg_1, \cdots, \deg_l\}$. Since by definition

$$D_\deg v_{N+1}(t,x) = D_{\deg_1}^{\deg_1} v_{N+1}(t,x) \cdots D_{\deg_l}^{\deg_l} v_{N+1}(t,x),$$

for all $p \geq 2$.\]
\[ E\|D^{\text{deg}}v_{N+1}(t, x)\|^p_{H^{\otimes m+1}} = E(\|D^{\text{deg}_1}v_{N+1}(t, x)\|^p_{H^{\otimes \text{deg}_1}} \cdots \|D^{\text{deg}_l}v_{N+1}(t, x)\|^p_{H^{\otimes \text{deg}_l}}), \]

where, \( l \geq 2 \), and \( |\text{deg}_1| + \cdots + |\text{deg}_l| = m + 1 \). Then by the generalized Hölder’s inequality,

\[
\{ E\|D^{\text{deg}}v_{N+1}(t, x)\|^p_{H^{\otimes m+1}} \}^t \leq E\|D^{\text{deg}_1}v_{N+1}(t, x)\|^{|\text{deg}_1|}_{H^{\otimes \text{deg}_1}} \times \cdots \\
\times E\|D^{\text{deg}_l}v_{N+1}(t, x)\|^{|\text{deg}_l|}_{H^{\otimes \text{deg}_l}}.
\]

Equivalently,

\[
e^{-\frac{\beta t}{p}} \{ E\|D^{\text{deg}}v_{N+1}(t, x)\|^p_{H^{\otimes m+1}} \}^{1/p} \leq \left\{ e^{-\beta t}E|\Gamma_{t, x}^{\text{deg}_1}v_{N+1}|^{|\text{deg}_1|}_{p} \right\}^{\frac{1}{p}} \times \cdots \times \left\{ e^{-\beta t}E|\Gamma_{t, x}^{\text{deg}_l}v_{N+1}|^{|\text{deg}_l|}_{p} \right\}^{\frac{1}{p}}.
\]

We optimize, first the right-hand-side and then the left-hand-side of the latter inequality over all \( t > 0 \) and \( x \in \mathbf{T} \) in order to find that

\[
\|\Gamma^{\text{deg}}v_{N+1}\|^p_{\beta, p} \leq \|\Gamma^{\text{deg}_1}v_{N+1}\|^{|\text{deg}_1|}_{\beta, lp} \cdots \|\Gamma^{\text{deg}_l}v_{N+1}\|^{|\text{deg}_l|}_{\beta, lp}.
\]

If we replace \( \beta \) by \( l\beta \), then we have

\[
\|\Gamma^{\text{deg}}v_{N+1}\|^p_{l\beta, p} \leq \|\Gamma^{\text{deg}_1}v_{N+1}\|^{|\text{deg}_1|}_{l\beta, lp} \cdots \|\Gamma^{\text{deg}_l}v_{N+1}\|^{|\text{deg}_l|}_{l\beta, lp} = \Pi_{j=1}^l \|\Gamma^{\text{deg}_j}v_{N+1}\|^{|\text{deg}_j|}_{l\beta, lp} < \infty. \tag{3.35}
\]

Therefore, \( v_n \in D^{m+1,p} \) for all \( n \). This finishes the proof.

\[ \square \]

**Remark 3.1.14.** As in Proposition 3.1.4, we can iterate (3.32), and choose \( \beta > 0 \) sufficiently large to obtain

\[
\sup_n E\|D^mv_n(t, x)\|^p_{H^{\otimes m}} < \infty.
\]

This in turn implies that

\[
\sup_n \|v_n(t, x)\|^m_{p} < \infty. \tag{3.36}
\]
3.1.4 Proof of the Theorem 3.1.2

We prove Theorem 3.1.2 by applying induction on the order of the derivative $k$. In Proposition 3.1.4 we showed that $u \in D_1^{1,p}$ and its derivative $Du$ satisfies (3.1) for $k = 1$.

Assume now that $u \in D_{k,p}^{k} < \infty$ for all $k \leq m - 1$, $p \geq 1$ and the $k$th derivative $D_k u$ satisfies (3.1) for $k = 1, \ldots, m - 1$. This together with (3.36) imply that $u(t, x) \in D_{m,p}^{m}$. Next we show that (3.1) also holds for $k = m$. This proof is basically repeating what we did for the proof of (3.32), and therefore we avoid going through the details. Define

$$c_n^2(t, x) = \frac{1}{2} ||\Gamma_{t,x}^m (v_{n+1} - u) ||^2_{L^p(\Omega)};$$

$$b_n^2(t, x) = \left\{ E \left| q_{t-\cdot}(x, \cdot) D_{\cdot}^{m-1}(\sigma(v_{n}(\cdot, \cdot)) - \sigma(u(\cdot, \cdot))) \right|^p_{H^{\otimes m}} \right\}^{2/p};$$

$$a_n^2(t, x) = \left\{ E \left| \int_0^t \int q_{t-r}(x, z) D^m(\sigma(v_{n}(r, z)) - \sigma(u(r, z))) w(dr, dz) \right|^p_{H^{\otimes m}} \right\}^{2/p}.$$

Our goal is to show that $\lim_{n \to \infty} \sup_{0 \leq t \leq T} \sup_{x \in T} c_n^2(t, x) = 0$. By the triangle inequality,

$$c_n^2(t, x) \leq b_n^2(t, x) + a_n^2(t, x),$$

A similar argument as the proof of Proposition 3.1.13 leads to the following bound on $b_n$:

$$e^{-2\beta t/p} b_n^2(t, x)^2 \leq m ||\Gamma^{m-1}(\sigma(v_n) - \sigma(u))||^2_{\beta,p} (2/\beta/p).$$

Finding an upper bound for $a_n(t, x)$ is similar to what we have done for $F_1$, which led to (3.29). For $a_n$ we have

$$e^{-2\beta t/p} a_n^2(t, x) \leq C_p ||\Gamma^m(\sigma(v_n) - \sigma(u))||^2_{\beta,p} (2/\beta/p).$$

Another application of (3.19), together with the induction hypothesis shows that

$$e^{-2\beta t/p} a_n^2(t, x) \leq C_p \left( \lambda_n + ||\Gamma^m(v_{n} - u)||^2_{\beta,p} \right) (2/\beta/p),$$

where $\lambda_n$ is independent of $t$ and $x$, and $\lambda_n \to 0$ as $n \to \infty$. Therefore

$$e^{-2\beta t/p} c_n^2(t, x) \leq K_{p,m} \left( \theta_n + ||\Gamma^m(v_{n} - u)||^2_{\beta,p} \right) (2/\beta/p),$$
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where $K_{p,m} = \max\{C_p, m\}$ and $\theta_n$ is independent of $t$ and $x$ and $\theta_n \to 0$ as $n \to \infty$. Therefore, by choosing $\beta$ sufficiently large so that $K_{p,m} \Upsilon(2\beta/p) < 1$, we have

$$\|\Gamma^m(v_{n+1} - u)\|_{\beta,p}^2 \leq C_{k,m,\beta}(\theta_n + \|\Gamma^m(v_n - u)\|_{\beta,p}^2).$$

The latter inequality implies that $\|\Gamma^m(v_n - u)\|_{\beta,p}^2 \to 0$ as $n \to \infty$ which is equivalent to what we wanted to prove.

**Remark 3.1.15.** The value of $\beta$ transfers through the induction steps; i.e., its value in the $m$th step must be at least as large as its value in $(m-1)$th step.
CHAPTER 4

Analysis of the Malliavin Matrix

In this chapter, we study the $L^p(\Omega)$-integrability of the inverse of the Malliavin matrix. Here is the first place where we use the second assumption, Hypothesis $H2$, of this paper, which asserts that there are $1 < \alpha < \beta \leq 2$ and $0 < C_1 < C_2$, such that

$$C_1|n|^\alpha \leq \text{Re } \Phi(n) \leq C_2|n|^\beta.$$

When (1.1) is linear, we know that if $\beta \leq 1$, then a solution does not exist. In this section, we want to show that for every $(t, x) \in E_T$, and $p \geq 2$,

$$E(\|Du(t, x)\|^{-p}) < \infty. \quad (4.1)$$

This will finish the proof for the existence of the density. We will also find a bound for the density $p_t(x)$.

4.1 Existence of a density

We start with the following lemma.

**Lemma 4.1.1.** Let $u$ be the solution to Eq. (1.1). Let $p \geq 1$.

1. If we define

$$V(t) = \sup_{x \in [0, 2\pi]} E \left( \int_0^t \int_T |D_{s,y}u(t, x)|^2 dy ds \right)^{p/2},$$

then

$$V(t) \leq C_{T,p} t^{(\alpha-1)p/2\alpha} \quad \forall t \in [0, T].$$
2. If we fix \( t \in [0, T] \) and for any \( \delta \in (0, t) \) define

\[
W(\delta) = \sup_{x \in [0, 2\pi]} E \left( \int_{t-\delta}^t \left| D_s y u(t, x) \right|^2 dy \right)^{p/2},
\]

then

\[
W(\delta) \leq C_{T,p} \delta^{(\alpha-1)p/2}. \]

We prove only the first part in detail, as the second part can be proved similarly. We will only mention the minor changes. But before starting the proof, we state the well-known Bellman-Gronwall’s inequality, which will be used in our proof.

**Lemma 4.1.2** (Bellman-Gronwall’s Lemma). *Let \( \lambda(t) \) be a nonnegative piecewise continuous function of time \( t \) and \( C \geq 0 \). If the function \( y(t) \) satisfies the inequality

\[
y(t) \leq \lambda(t) + C \int_0^t y(s) ds,
\]

then

\[
y(t) \leq \lambda(t) + C \int_0^t \lambda(s) e^{C(t-s)} ds.
\]

**Proof.** See [34, Lemma A.6.1.]. \qed

**Proof of Lemma 4.1.1.** We start with the expansion of \( D_{s,y} u(t, x) \). Because, by (3.7),

\[
D_{s,y} u(t, x) = q_{t-s}(x, y) \sigma(u(s, y)) + \int_0^t \int_T q_{t-r}(x, z) D_{s,y} \sigma(u(r, z)) w(dr, dz),
\]

it follows that

\[
\| Du(t, x) \|_H \leq \text{Lip}_\sigma \left\{ \int_0^t \int_T q_{t-s}^2(x, y) dy \right\}^{1/2} + \left\| \int_0^t \int_T q_{t-r}(x, z) D\sigma(u(r, z)) w(dr, dz) \right\|_H. \tag{4.2}
\]

Then, by (2.20),

\[
\| Du(t, x) \|_H \leq C_\alpha t^{\frac{\alpha-1}{2\alpha}} + \left\| \int_0^t \int_T q_{t-r}(x, z) D\sigma(u(r, z)) w(dr, dz) \right\|_H. \tag{4.3}
\]
By raising to the power of $p$ and taking expectation,

$$E\|Du(t, x)\|_H^p \lesssim_{p, \alpha} t^{\frac{p(\alpha - 1)}{2\alpha}} + E \left\| \int_0^t \int_T q_{t-r}(x, z) D\sigma(u(r, z)) w(dr, dz) \right\|_H^p.$$  

Next, the Burkholder’s inequality yields,

$$E\|Du(t, x)\|_H^p \lesssim_{p, \alpha} t^{\frac{p(\alpha - 1)}{2\alpha}} + E \left| \int_0^t \int_T q_{t-r}^2(x, z) \|D\sigma(u(r, z))\|_H^2 \, dz \, dr \right|^{p/2}.$$  

Then

$$E\|Du(t, x)\|_H^p \lesssim_{p, \alpha, \sigma, \sigma'} t^{\frac{p(\alpha - 1)}{2\alpha}} + E \left| \int_0^t \int_T q_{t-r}^2(x, z) \|Du(r, z)\|_H^2 \, dz \, dr \right|^{p/2}.$$  

Next, by observing that

$$q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 = q_{t-r}^4(x, z) \left( q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 \right),$$

we may apply the Hölder inequality to obtain

$$\int_0^t \int_T q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 \, dz \, dr \leq \left( \int_0^t \int_T q_{t-r}^2(x, z) \, dz \, dr \right)^{(p-2)/p} \times \left( \int_0^t \int_T q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 \, dz \, dr \right)^{2/p}.$$  

This yields

$$\left( \int_0^t \int_T q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 \, dz \, dr \right)^{p/2} \leq \left( \int_0^t \int_T q_{t-r}^2(x, z) \, dz \, dr \right)^{(p-2)/2} \times \left( \int_0^t \int_T q_{t-r}^2(x, z) \|Du(r, z)\|_H^p \, dz \, dr \right).$$  

Another application of (2.20) yields

$$\left( \int_0^t \int_T q_{t-r}^2(x, z) \|D(u(r, z))\|_H^2 \, dz \, dr \right)^{p/2} \leq Ct \frac{(\alpha - 1)(p-2)}{2\alpha} \left( \int_0^t \int_T q_{t-r}^2(x, z) \|Du(r, z)\|_H^p \, dz \, dr \right).$$  

Therefore,

$$E\|Du(t, x)\|_H^p \lesssim_{p, \alpha, \sigma, \sigma'} \left. t^\frac{p(\alpha - 1)}{2\alpha} \right. + \left. t^{\frac{(\alpha - 1)(p-2)}{2\alpha}} \right. \int_0^t \int_T q_{t-r}^2(x, z) E\|Du(r, z)\|_H^p \, dz \, dr.$$  
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Then, for a new constant $C$, we have
\[
\frac{1}{C} E \|Du(t, x)\|_H^p \leq t^{(\alpha - 1)p/2\alpha} + t^{(\alpha - 1)p/2\alpha} \int_0^t \sup_{z \in [0, 2\pi]} E \|Du(r, z)\|_H^p (t - r)^{-1/\alpha} dr.
\]
We write everything in terms of $V(t)$,
\[
V(t) \leq C \left( t^{(\alpha - 1)p/2\alpha} + t^{(\alpha - 1)p/2\alpha} \int_0^t V(r) (t - r)^{-1/\alpha} dr \right).
\]
Next, apply Hölder’s inequality to the integral on the right in order to find that
\[
\int_0^t V(r) (t - r)^{-1/\alpha} dr \leq \left( \int_0^t V(r)^{p_1} dr \right)^{1/p_1} \left( \int_0^T (t - r)^{-q_1/\alpha} \right)^{1/q_1},
\]
where $p_1 = (\alpha + 1)/2$ and $q_1 = (\alpha + 1)/(\alpha - 1)$. Because $q_1/\alpha < 1$,
\[
\left( \int_0^T (t - r)^{-q_1/\alpha} \right)^{1/q_1} < \infty.
\]
Therefore there is $C$ such that
\[
V(t) \leq C \left( t^{(\alpha - 1)p/2\alpha} + t^{(\alpha - 1)p/2\alpha} \left( \int_0^t V(r)^{p_1} dr \right)^{1/p_1} \right).
\]
Consequently for some $C > 0$,
\[
V(t)^{p_1} \leq C \left( t^{(\alpha - 1)p_{p_1}/2\alpha} + t^{p_1(\alpha - 1)/2\alpha} \int_0^t V(r)^{p_1} dr \right).
\]
Again, since $0 \leq t \leq T$, then we can choose $C$ such that
\[
V(t)^{p_1} \leq C \left( t^{(\alpha - 1)p_{p_1}/2\alpha} + \int_0^t V(r)^{p_1} dr \right).
\]
Then by the Gronwall’s lemma we have
\[
V(t) \leq Ct^{(\alpha - 1)p/2\alpha}.
\]
This finishes the proof of (1). Next we prove the second claim. If we proceed as what we have done for part 1, we will get
\[
\|Du(t, x)\|_{H^*} \leq \int_{t-h}^t \int_T q_{t-s}(x, y) \sigma(u(s, y)) dy ds
+ \int_0^t \int_T q_{t-r}(x, z) D\sigma(u(r, z)) w(dr, dz) \|_{H^*},
\]
where \(H^*\) denotes \(L^2([t - \delta] \times T)\). We change the variable \(t - s \rightarrow r\) on the first integral on the right and apply (2.20) to find an upper bound for it. Then we continue similar to our previous proof with \(H\) replaced by \(H^*\) to arrive at

\[
W(\delta) \leq C \left( \delta^{(\alpha-1)p/2} + \delta^{(\alpha-2)(\alpha-1)/2} \int_0^\delta W(r)(\delta - r)^{-1/\alpha} dr \right).
\]

Then an application of Gronwall’s lemma finishes the proof. \(\square\)

The following corollary is an estimate on the Malliavin’s derivative of the solution of the equation (1.1).

**Corollary 4.1.3.** Let \(u\) be the solution to the equation (1.1), and \(\Phi\) the Lévy exponent corresponding the differential operator \(L\). Define

\[
I_\delta = \int_{t-\delta}^t \int_T \int_0^t q_{t-r}(x,z) D_{s,y} \sigma(u(r,z)) w(dr,dz) \left| Dy_{s,y} u(r,z) \right|^2 dyds,
\]

where \(q = q_t(x)\) is the transition density corresponding to \(L\). If the \(\Phi\) satisfies Hypothesis \(H_2\), then

\[
E(|I_\delta|^p) \leq C \delta^{2p(\alpha-1)/\alpha},
\]

**Proof.** By the Burkholder’s inequality

\[
E(|I_\delta|^p) = E \left( \left| \int_{t-\delta}^t \int_T q_{t-r}(x,z) D_{s,y} \sigma(u(r,z)) w(dr,dz) \left| Dy_{s,y} u(r,z) \right|^2 dyds \right|^p \right) \\
\leq c_p \text{Lip}_\sigma^{2p} E \left( \int_{t-\delta}^t \int_T q_{t-r}^2(x,z) \left( \int_{t-\delta}^r \int_T |D_{s,y} u(r,z)|^2 dyds \right) dzdr \right)^p.
\]

Raising to the power \(1/p\) and applying Minkowski’s inequality gives us

\[
\{E(|I_\delta|^p)\}^{1/p} \leq c_p^{1/p} \text{Lip}_\sigma^2 \left\{ E \left( \int_{t-\delta}^t \int_T q_{t-r}^2(x,z) \left( \int_{t-\delta}^r \int_T |D_{s,y} u(r,z)|^2 dyds \right) dzdr \right)^{p/2} \right\}^{1/p} \\
\leq c_p^{1/p} \text{Lip}_\sigma^2 \left( \int_{t-\delta}^t \int_T q_{t-r}^2(z,x) dzdr \right)^{1/p} \sup_{(r,z) \in [0,\delta] \times [0,2\pi]} \left\{ E \left( \int_{t-\delta}^t \int_T |D_{s,y} u(r,z)|^2 dyds \right)^p \right\}^{1/p}.
\]
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Then, by (2.20), and Lemma 4.1.1,

$$E(|I_\delta|^p) \leq C \left( \int_0^{\delta} \int_T q_s^2(z,x)dzdr \right)^p$$

$$\times \sup_{(r,z) \in [0,\delta] \times [0,2\pi]} E \left| \int_{t-\delta}^t \int_T |D_{s,y}u(r,z)|^2dyds \right|^p$$

$$\leq C\delta^{(a-1)p/a} \delta^{(a-1)p/a}.$$

The proof is complete. \hfill \Box

Finally we quote from [15, page 97] a lemma which allows us to put together the results of Lemma 4.1.1 and Corollary 4.1.3 and prove the existence of the negative moments (4.1).

**Lemma 4.1.4.** Let $F$ be nonnegative random variable. Then property (4.1) holds for all $p \geq 2$ if and only if for every $q \in [2,\infty)$ there exists $\epsilon_0 = \epsilon_0(q) > 0$, such that

$$\Pr(||Du(t,x)||_H^2 < \epsilon) < Ce^q,$$

for all $\epsilon < \epsilon_0$.

**Proof of Theorem 1.0.2.** We need only to show that (4.1) holds for every $(t,x) \in E_T$ and all $p \geq 2$. Let $q = q_t(x)$ be the transition density corresponding to $\Phi$ and $\mathcal{L}$. Since

$$q_{t-s}(y,x)\sigma(u(s,y)) = D_{sy}u(t,x) - \int_0^t \int_T q_{t-r}(x,z)D_{sy}\sigma(u(r,z))w(dr,dz),$$

considering the fact that $\sigma \geq \kappa > 0$, then

$$|D_{sy}u(t,x)|^2 \geq \frac{\kappa^2}{2} q_{t-s}^2(y,x) - \left| \int_0^t \int_T q_{t-r}(x,z)D_{sy}\sigma(u(r,z))w(dr,dz) \right|^2.$$

Therefore

$$||Du(t,x)||_H^2 \geq \int_{t-\delta}^t \int_T |D_{sy}u(t,x)|^2dyds$$

$$\geq \frac{\kappa^2}{2} \int_{t-\delta}^t \int_T q_{t-s}^2(y,x)dyds - \int_{t-\delta}^t \int_T \left| \int_0^t \int_T q_{t-r}(x,z)D_{sy}\sigma(u(r,z))w(dr,dz) \right|^2 dyds.$$ 

If we let $\tau = t - s$ in the first integral on the right, then we get

$$||Du(t,x)||_H^2 \geq J_\delta - I_\delta \quad \forall \delta \in (0,t),$$
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where $I_\delta$ is defined in (4.4) and

$$J_\delta := \frac{\kappa^2}{2} \int_0^\delta \| q_u \|_{L^2(T)} du.$$  

If we choose $\delta > 0$ such that $J_\delta - \epsilon > 0$, then by the Chebyshev’s inequality

$$P(\| D_{sy} u(t,x) \|_H^2 < \epsilon) \leq P(J_\delta - I_\delta < \epsilon) \leq \frac{E|I_\delta|^p}{(J_\delta - \epsilon)^p}.  

Then, by Corollary 4.1.3 and (2.20) we have

$$P(\| Du(t,x) \|_H^2 < \epsilon) \leq \frac{C_1 \delta^{2(\alpha-1)p/\alpha}}{(\frac{C}{2} \delta^{(\beta-1)/\beta} - \epsilon)^p}.  

Take $\delta = (4\epsilon/C) \frac{\beta}{\alpha}$ to get

$$P(\| Du(t,x) \|_H^2 < \epsilon) \leq C_{\alpha,p} \epsilon^{\theta_p},  

(4.5)$$

where $\theta = \frac{2(\alpha-1)}{\alpha(\beta-1)} - 1 > 0$. Combine this with Lemma 4.1.4 to complete the proof of the existence of the density.

### 4.2 Upper bound for the density

Next, we prove the last claim of Theorem 1.0.2. We first mention the following result which is a consequence of Eq. (2.57). Then come a few lemmas, which pave the road for applying that result.

**Proposition 4.2.1.** Let $q, \alpha, \lambda$ be three positive real numbers such that $q^{-1} + \alpha^{-1} + \lambda^{-1} = 1$. Let $F$ be a random variable in the space $D^{2,\alpha}$, such that $E\| DF \|_H^{2\lambda} < \infty$. Then the density $p(x)$ of $F$ can be estimated as follows.

$$p(x) \leq c_{q,\alpha,\beta}(P(|F| > |x|))^{1/q} \times \left( E\| DF \|_H^{-1} + \| D^2 F \|_{L^\alpha(\Omega,H\otimes H)} \right) \frac{\| DF \|_H^{-2}}{\lambda} \right)  

(4.6)$$

**Proof.** See [15] page 85. \qed

**Lemma 4.2.2.** We have

$$l \Upsilon(2\beta/l) \leq \frac{1}{8\pi} \left[ \frac{I^2}{\beta} + C \frac{I^{2-\frac{1}{\alpha}}}{\beta^{1-\frac{1}{\alpha}}} \right].  

(4.7)$$

where $C = 2C_\alpha/c^{1/\alpha}, c = C_1$ is defined in Hypothesis $H2$, and $C_\alpha = \int_0^\infty \frac{dx}{1+x^\alpha} = \pi/\alpha \csc(\pi/\alpha)$; see [29].
Proof. Starting with the definition of $\Upsilon(\beta)$, we have,
\[
8\pi\Upsilon(2\beta) = \frac{1}{\beta} + 2 \sum_{n=1}^{\infty} \frac{1}{\beta + cn^\alpha} \leq \frac{1}{\beta} + 2 \int_{0}^{\infty} \frac{dx}{\beta + cx^\alpha} = \frac{1}{\beta} + \frac{2C}{\beta^{1 - \frac{1}{\alpha}}}.
\]
This will give us the result. \qed

**Lemma 4.2.3.** Let $C$ be as in Lemma 4.2.2, and define,
\[
\nu = \frac{2\alpha - 1}{\alpha - 1}, \quad b > \frac{2\text{Lip}_i^2}{\pi} \sqrt{\left(\frac{2\text{Lip}_i^2 C}{\pi}\right)^{\frac{\alpha}{\alpha - 1}}}. \tag{4.8}
\]
If $\beta > b\nu$, then
\[
z_i^2\text{Lip}_i^2 \Upsilon(2\beta/l) < 1/2. \tag{4.9}
\]

**Proof.** By combining (4.7) and the fact that $z_i \leq 2l^{1/2}$ (see [11]), we only need to show that
\[
\frac{l^2}{\beta} + C \frac{l^{2 - \frac{1}{\nu}}}{\beta^{1 - \frac{1}{\nu}}} < \frac{\pi}{\text{Lip}_i}.\tag{4.10}
\]
It is sufficient to show that each summand on the left is smaller than $\frac{1}{2} \frac{\pi}{\text{Lip}_i}$. The first summand is $l^2/br^\nu$. Since $\nu \geq 2$, we only need to have $b > 2\text{Lip}_i^2 / \pi$, which holds true. A simple computation shows that, if $b > \left(\frac{2\text{Lip}_i^2 C}{\pi}\right)^{\frac{\alpha}{\alpha - 1}}$, and $\nu$ as given above, the second summand is also smaller than $\frac{1}{2} \frac{\pi}{\text{Lip}_i}$. \qed

**Lemma 4.2.4.** Let $\nu$ and $b$ be as in (4.8). For $|x| \geq m$ we have
\[
P(|u(t, y)| > |x|) \leq \exp(\Lambda(t, x)), \tag{4.11}
\]
where
\[
\Lambda(t, x) = d t^{-1/(\nu - 1)} (\ln(|x|/m))^{\nu/(\nu - 1)}, \tag{4.12}
\]
and $d = \frac{1 - \nu}{(b\nu)^{1/(\nu - 1)}} < 0$.

**Proof.** From (2.45) we know that
\[
\mathbb{E}|u(t, y)|^l \leq \left(\frac{k + z_i|\sigma(0)|\sqrt{\Upsilon(2\beta/l)}}{1 - z_i\text{Lip}_i \sqrt{\Upsilon(2\beta/l)}}\right)^l e^\beta t,
\]
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where $k = \sup_{x \in \mathbf{T}} u_0(x)$. Then, from (4.9), we conclude that

$$E|u(t,y)|^l \leq m^l e^{\beta t},$$

(4.12)

where $m = 2k + 2|\sigma(0)/\text{Lip}_\sigma|$, and $k = \sup_{x \in \mathbf{T}} u_0(x)$. Since by Chebyshev’s inequality, $P(|u(t,y)| > |x|) \leq E|u(t,y)|^l/|x|^l$, for every $l \geq 1$, then

$$P(|u(t,y)| \geq |x|) \leq \exp[tbl^\nu - l \ln(|x|/m)] \quad \forall l \geq 1.$$ (4.13)

Therefore,

$$P(|u(t,y)| \geq |x|) \leq \inf_{l \geq 1} \exp[tbl^\nu - l \ln(|x|/m)].$$ (4.14)

We can solve this optimization problem as follows: let $A(l) := tbl^\nu - l \ln(|x|/m)$. Then $A'(l_{\text{min}}) = 0$, if and only if $l_{\text{min}} = \left( \frac{\ln(|x|/m)}{tbl^\nu} \right)^{1/(\nu - 1)}$. We have where the last inequality follows from the fact that $\nu > 2$.

**Proof of Corollary 1.0.5.** In (4.6) let $F = u(t,y)$, $q = \lambda = 4$ and $\alpha = 2$, to get the bound,

$$(P(|F| > |x|))^{1/4} \times (E\|DF\|_{H}^{-1} + \|D^2 F\|_{L^2(\Omega, H \otimes H)} \|DF\|_H^{-2})_4. \quad (4.15)$$

Jensen’s inequality followed by (4.5) implies that $E\|DF\|_{H}^{-1} \leq (E\|DF\|_{H}^{-2})^{1/2} < \infty$, uniformly on $x \in \mathbf{T}$ and $t > 0$. With the same argument, we have $\|\|DF\|_{H}^{-2}\|_4 < \infty$. Choose $C_1 \in (0, \infty)$ such that

$$E\|DF\|_{H}^{-1} \vee \|\|DF\|_{H}^{-2}\|_4 \leq C_1.$$

From (3.32) we conclude, when $\beta > 0$ is sufficiently large,

$$\sup_{(t,x) \in (0,\infty) \times \mathbf{T}} e^{-\beta t} E\|D^2 u(t,y)\|_{H \otimes H}^2 \leq \frac{CT(\beta)}{1 - CT(\beta)}.$$

Therefore, there are a constants $\beta, C > 0$, such that $\|D^2 F\|_{L^2(\Omega, H \otimes H)} < Ce^{\beta t}$. Therefore, by choosing $\beta_0 = \beta$, the parenthesis on the right is bounded by $C \left( 1 + Ce^{\beta t/2} \right)$. Now, apply Lemma 4.2.4 to finish.
CHAPTER 5

Intermittency and Malliavin Derivatives

In this chapter we investigate the intermittency of the random field \( D^k u(t, x) \) for \( k = 1, 2, \cdots \), which is an asymptotic property of these random fields. Roughly speaking, an intermittent random field is distinguished by its sharp peaks. The following three examples will illustrate the concept.

Example 5.0.1. Consider a triangular array \( \{X^n_i, n \geq 1, i = 1, \cdots, n\} \) of Bernoulli i.i.d. random variables with \( P(X^n_i = 1 + a^2) = P(X^n_i = 0) = 1/2 \). Let \( Y_n = \prod_{i=1}^n X^n_i \). Then the function

\[
\gamma(p) := \frac{1}{n} \log EY^n_p = p \log(1 + a^2) - \log 2 \tag{5.1}
\]

satisfies \( 0 < \gamma(1) < \gamma(2) < \cdots \). We also have \( \gamma(p) < \infty \) for all \( p \geq 1 \).

If we let \( a^2 = 2 \), then the random field \( Y_n \) is zero with a large probability, and takes a large value with a small probability. Nevertheless, an application of the Borel-Cantelli lemma shows that \( P(Y_n = 0 \text{ i.o.}) = 0 \). This means that the large peaks will eventually occur for almost all paths. The next example is from the theory of stochastic ordinary differential equations.

Example 5.0.2 (Exponential Martingale). Consider the stochastic differential equation

\[
dX_t = X_t dB_t, \quad X_0 = 1. \tag{5.2}
\]

We know that \( X_t = \exp(B_t - t/2) \) is the solution to (5.2). We also know that \( X_t \to 0 \text{ a.s. as } t \to \infty \), and \( E X_t^p = \exp\left(\frac{pt(p-1)t}{2}\right) \). We can check that the map \( p \mapsto \gamma(p)/p \) defined by (5.1) is finite, positive and strictly increasing.

Our next example from[40] is more sophisticated.
Example 5.0.3 (Anderson parabolic problem). Consider the following parabolic anderson equation on $\mathbb{Z}^d$.

\[
\begin{aligned}
\partial_t u &= \kappa \Delta u + \xi(x)u & t \geq 0, x \in \mathbb{Z}^d, \\
u(0, x) &= 1 & x \in \mathbb{Z}^d,
\end{aligned}
\] (5.3)

where $\Delta \psi(x) := \sum_{|x' - x| = 1} [\psi(x') - \psi(x)]$; i.e., $\kappa \Delta$ is a generator of the homogeneous random symmetrical walk $x_t$ on $\mathbb{Z}^d$ with continuous time and the rate of jumps $\kappa$ in all directions $x \to x'$, $|x - x'| = 1$. Then $\bar{\gamma}(p) = p^2/2$, and (5.5) below holds. If $u(t, x)$ is the density of particles, the intermittency of the solution fields indicates a highly nonuniform, i.e., as $t$ goes to $\infty$, there are times at which most of the mass is concentrated at on the peaks.

To define the intermittency, we choose and fix some $x_0 \in \mathbb{R}$. Define the upper $p$th-moment Liapounov exponent $\bar{\gamma}(p)$ of $u$ as

\[
\bar{\gamma}(p) = \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{E}|u(t, x_0)|^p \quad p \in [1, \infty).
\] (5.4)

When $u(t, x)$ is ergodic this limit is independent of $x_0$. If $u(t, x)$ is the solution to (1.1), then $\bar{\gamma}(p)$ is independent of $x_0$ if $u_0(x)$ is a constant. We say $u$ is intermittent if regardless of value of $x_0$,

\[
0 < \gamma(1) < \frac{\gamma(2)}{2} < \cdots < \infty.
\] (5.5)

This implies a progressive increase of the moments. For example the second moment increases faster than the square the second moment. To quote from[27],“When a random field is intermittent, asymptotically as $t \to \infty$, the main contribution to each moment function is carried by higher and higher and more and more widely spaced “overshoots” (“peaks”) of the random field.” In this thesis, we consider a variant of the above intermittency; i.e., the weak intermittency. This means that we only require that

\[
\bar{\gamma}(2) > 0, \quad \text{and} \quad \bar{\gamma}(p) < \infty, \quad \forall p \in [2, \infty).
\] (5.6)

In some situations, the weak intermittency may imply the full intermittency; i.e., (5.6) may imply (5.5). Since $\bar{\gamma}$ is convex and $\bar{\gamma}(0) = 0$, then the map $p \to \bar{\gamma}(p)/p$ is nondecreasing. It is also easy to check that the map $p \to \bar{\gamma}(p)/p$ is strictly increasing if $2\bar{\gamma}(1) < \bar{\gamma}(2)$. We also
observe that convexity implies that if \( \gamma(1) = 0 \), then the weak intermittency implies the full intermittency.

There is a big body of works on this intermittency. We refer to[12, 40, 41] for more details. In[12], the authors device a probabilistic method for proving the intermittency. This method employs the Feynman-Kac formula to formulate (1.1). Here, we borrow the idea of our analytical approach from [23], in which the authors introduced this technique to prove that the solution \( u(t, x) \) to (1.1) is intermittent.

Proof of Theorem 1.0.2. When \( \sigma(x) = \lambda x \), by (3.1), we have

\[
D^k_\alpha u(t, x) = \lambda q_{t-s}(x, \hat{y}) D^{k-1}_\alpha u(\hat{s}, \hat{y}) + \lambda \int_s^t \int_0^{2\pi} q_{t-r}(x, z) D^k_\alpha u(r, z) w(dr, dz).
\]

Therefore,

\[
E \int_{E^k} |D^k_\alpha u(t, x)|^2 d\alpha = \lambda^2 \int_{E^k} q_{t-s}^2(x, \hat{y}) E|D^{k-1}_\alpha u(\hat{s}, \hat{y})|^2 d\alpha \\
+ E \int_{E^k} \lambda^2 \left| \int_s^t \int_0^{2\pi} q_{t-r}(x, z) D^k_\alpha u(r, z) w(dr, dz) \right|^2 d\alpha.
\]

This yields

\[
E \|D^k u(t, x)\|^2_{H^\otimes k} \geq \lambda^2 \|q_{t-\hat{s}}^2(x, *)ED^{k-1}_\hat{s} u(\hat{s}, *)\|^2_{H^\otimes k}.
\]

To show that \( \int_0^\infty e^{-\beta t} E\|D^k u(t, x)\|^2_{H^\otimes k} dt = \infty \), it is sufficient to show that

\[
\int_{T^k} d\xi \int_0^\infty dt e^{-\beta t} \int_0^t ds_1 \cdots \int_0^t ds_k \left( q_{t-s}(x, \hat{y}) E|D^{k-1}_\hat{s} u(\hat{s}, \hat{y})|^2 \right) = \infty,
\]

where \( d\xi = dy_1 \cdots dy_k \). Consequently, it is sufficient to show that

\[
\int_0^\infty e^{-\beta t} \int_0^t q_{t-s}^2(x, y) \|ED^{k-1} u(s, y)\|^2_{H^\otimes k-1} ds dt = \infty,
\]

for almost all \( y \in T^k \). Therefore, after a change of the variables \([t - s_i \rightarrow \tau]\), we should show that

\[
\left( \int_0^\infty e^{-\beta \tau} q_{t-s}^2(x, y) d\tau \right) \int_0^\infty \int_0^\infty e^{-\beta s} E\|D^{k-1} u(s, y)\|^2_{H^\otimes k-1} ds = \infty.
\]
We conclude that \( \int_0^\infty e^{-\beta s} E\|D^{k-1}u(s,y)\|_{L^2}^2 ds = \infty \) implies that
\[
\int_0^\infty e^{-\beta s} E\|D^k u(s,y)\|_{L^2}^2 ds = \infty.
\]

Therefore, if we prove the claim for \( k = 1 \), then, by an application of induction on \( k \), we can finish the proof. Next, we prove the case \( k = 1 \) for general \( \sigma \). By squaring (3.7) we obtain
\[
E\| Du(t,x) \|_{L^2}^2 \geq \int_0^t \int_0^{2\pi} p_{t-s}(x,y) E|\sigma(u(s,y))|^2 dy ds dt.
\]

If we assume \( c := \lim \inf_{x \to \infty} |\sigma(x)/x| > 0 \), then for every \( c_0 \in (0,c) \), there is \( A \) such that \( |\sigma(x)| \geq c_0 |z| \) for \( |x| > A \). Therefore
\[
E|\sigma(u(s,y))|^2 \geq c_0^2 E(|u(s,y)|^2; A) \geq c_0^2 E|u(s,y)|^2 - c_0^2 A^2.
\]

Therefore,
\[
\int_0^\infty e^{-\beta t} E\| Du(t,x) \|_{L^2}^2 dt \geq c_0^2 \int_0^\infty e^{-\beta t} \int_0^{t} \int_T p_{t-s}(x,y) E|u(s,y)|^2 dy ds dt
\]
\[
- c_0^2 A^2 \int_0^\infty e^{-\beta t} \int_0^{t} \int_T q_{t-s}^2(x,y) dy ds dt.
\]

We know that the last integral is less than or equal to \( \Upsilon(\beta)/\beta \in [0,\infty) \). An application of Fubini’s lemma followed by a change of variable \( t - s \to \tau \) yields
\[
\int_0^\infty e^{-\beta t} \int_0^t \int_T p_{t-s}(x,y) E|u(s,y)|^2 dy ds dt
\]
\[
= \int_T \left( \int_0^\infty E|u(s,y)|^2 e^{-\beta s} ds \right) \left( \int_0^\infty e^{-\beta \tau} q_{\tau}^2(x,y) d\tau \right) dy.
\]

From [23, proof of Theorem 2.10] we know that \( \int_0^\infty E|u(s,y)|^2 e^{-\beta s} ds = \infty \), when the initial profile \( u_0 \) is sufficiently large. Here we summarize their proof. From (5.7) we conclude that
\[
F_\beta(x) - (\mathcal{H} F_\beta)(x) \geq G_\beta(x) + \frac{-c_0^2 A^2}{\beta} \Upsilon(\beta),
\]
(5.8)

where
\[
F_\beta(x) = \int_0^\infty e^{-\beta t} E|u(t,x)|^2 dt,
\]
\[
G_\beta(x) = \int_0^\infty e^{-\beta t} E|u_0(x + X_t)|^2 dt,
\]
\[
\mathcal{H}(x) = \int_0^\infty e^{-\beta t} c_0^2 q_{\tau}^2(x) dt.
\]
where $\mathcal{H} f(x) := H_\beta * f(x)$. Therefore, by linearity and positivity of $\mathcal{H}$,

$$\mathcal{H}^n F_\beta(x) - (\mathcal{H}^{n+1} F_\beta)(x) \geq \mathcal{H}^n G_\beta(x) + \mathcal{H}^{n+1} \frac{-c_0^2 A^2}{\beta} \Upsilon(\beta). \quad (5.9)$$

Let us assume that $u_0 \geq k$. Then $\mathcal{H} G_\beta(x) \geq \frac{c_0^2 k^2}{\beta} \Upsilon(\beta)$. Therefore,

$$\mathcal{H}^n F_\beta(x) - (\mathcal{H}^{n+1} F_\beta)(x) \geq \frac{k^2 - A^2 c_0^2 \Upsilon(\beta)}{\beta} |c_0^2 \Upsilon(\beta)|^n. \quad (5.10)$$

Summing this inequality from $n = 0$ to $n = \infty$ yields

$$F_\beta(x) \geq \frac{k^2 - A^2 c_0^2 \Upsilon(\beta)}{\beta} \sum_{n=0}^{\infty} |c_0^2 \Upsilon(\beta)|^n = \infty,$$

given $k^2 \geq A^2 c_0^2 \Upsilon(\beta)$, and $\Upsilon(\beta) \geq c_0^{-2}$. Such $\beta > 0$ always exists, because $X$ is a Lévy process on a compact set and so is recurrent (see, for example,[39, page 144]); i.e., $\Upsilon(0) = \infty$; see Port-Stone [52] and Bertoin [8, page 33]. Therefore $\int_0^\infty e^{-\beta t} E\|Du(t, x)\|_H^2 dt = \infty$ for all $x \in \mathbf{T}$. This implies that $\bar{\gamma}^2(\beta) \geq \alpha > 0$ for any $\alpha < \beta$. To see this, assume to the contrary $\bar{\gamma}^1(2) < \alpha$. Then

$$\limsup_{t \to \infty} \frac{\log E\|Du(t, x)\|_H^2}{t} < \alpha.$$

This means that $E\|Du(t, x)\|_H^2 \lesssim e^{t\alpha}$, and contradicts the fact that

$$\int_0^\infty e^{-\beta t} E\|Du(t, x)\|_H^2 dt = \infty.$$

Similarly, if we assume that $\sigma'(x) \geq c > 0$, then

$$E\|D^2 u(t, x)\|_{H^{2\alpha}}^2 \geq \int_{E_t^2} p^2_{t-s}(x, \hat{y}) E|D_\alpha \sigma(u(s, \hat{y}))|^2 d\alpha \geq 2c^2 \int_0^t \int_0^{2\pi} \int_0^{2\pi} p^2_{t-s}(x, y) E|D_{r,x} u(s, y)|^2 dvdrdys,$$

Therefore,

$$\int_0^\infty e^{-\beta t} E\|D^2 u(t, x)\|_{H^{2\alpha}}^2 dt \geq \int_{E_t^2} p^2_{t-s}(x, \hat{y}) E|D_\alpha \sigma(u(s, \hat{y}))|^2 d\alpha \geq 2c^2 \int_0^\infty e^{-\beta t} \int_0^t \int_0^{2\pi} \int_0^{2\pi} p^2_{t-s}(x, y) E|D_{r,x} u(s, y)|^2 dvdrdys dt \geq 2c^2 \int_0^{2\pi} \int_0^\infty E\|Du(s, y)\|_H^2 e^{-\beta s} ds \int_0^\infty e^{-\beta t} p^2_t(x, y) dt dy,$$

which is infinity, by the first part.  

\[ \square \]
CHAPTER 6

New directions and further developments

6.0.1 The Malliavin calculus on $\mathbb{R}$

Consider the parabolic Anderson model on $\mathbb{R}$; i.e.,

\[
\begin{aligned}
\partial_t u(t, x) &= \mathcal{L} u(t, x) + \sigma(u(t, x)) \dot{w}(t, x) \quad (t, x) \in (0, \infty) \times \mathbb{R}, \\
u(0, x) &= 1 \quad x \in \mathbb{R},
\end{aligned}
\]

(6.1)

The existence and uniqueness of the solution to this equation is illustrated in [23]. Intuitively, the solution should admit a density at all $(t, x) \in \mathbb{R}_+ \times \mathbb{R}$. But the lack of the integrability condition

\[
E \int_0^t \int_{\mathbb{R}} |u(s, x)|^2 dx ds < \infty,
\]

causes a challenge. This is because Proposition 2.3.4 does not hold and the stochastic integral in the formulation of the mild solution no longer coincides with the divergence operator. This means that the commutative relation between the Malliavin derivative and the divergence operator will not hold. There are two ways of overcoming this challenge: We can approximate the solution on $\mathbb{R}$ by the solution to the truncated equation (truncated on the intervals $[-n, n]$, and then keep track of the their Malliavin derivatives. The other possible approach is through the method offered by the recent paper [33]. The authors were able to use a Feynman-Kac representation for the SHE driven by a non homogeneous Gaussian noise, which allowed them to write an explicit formula for the Malliavin derivatives. There is a possibility that their method could be adapted to the white noise case.
6.0.2 Estimates on the densities

Finding an upper and lower gaussian bound for the density of the solution to (1.1) is another direction for further research. A new method for obtaining such estimate is developed by Nourdin and Peccati [44, 45], which is rooted in the interaction between the Stein’s method and the Malliavin Calculus. In this context, Nualart and Quer-Sardanyons in [49] have applied a result by Nourdin and Viens [46] to find such gaussian bounds.

6.0.3 Existence of the joint densities

There is also an interest in the existence and regularity of the joint density. Bally and Pardoux proved such result [4] for (1.1), when $L = \Delta$. The case for general $L$ is yet to be proved. The main challenge of this problem is the analysis of the Malliavin matrix and the prove of the nondegeneracy.
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